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# Simulation and stability analysis of impacting systems with complete chattering 
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#### Abstract

This paper considers dynamical systems that are derived from mechanical systems with impacts. In particular we will focus on chatteringaccumulation of impacts-for which local discontinuity mappings will be derived. We will first show how to use these mappings in simulation schemes, and secondly how the mappings are used to calculate the stability of limit cycles with chattering by solving the first variational equations.
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## 1 Introduction

Impacts can be found in many (bio-)mechanical systems. Sometimes they are desirable and necessary, such as in two-legged walking [32], church bells [3] and Braille printers [8, 19]. However, very often impacts are unwanted and cause unexpected wear and noise, such as in gears [18] and cam-follower systems [28]. There has been research into developing theoretical impact models $[4,17,31,36]$, as well as, using numerical simulations $[29,30,35]$ and experiments [16, 37], to understand impacts from both microscopical and global perspectives. Despite all this effort no ultimate impact model has been presented and is still to be discovered. Luckily, simple impact models, such as Newton's impact law, work remarkably well in many situation and are therefore used in many applications. The advantage of these simple impact models is that they can be easily combined with the standard framework for deriving equations of motion of mechanical systems, i.e. as systems of second-order ordinary differential equations (ODEs). For analysis purposes such systems are often transformed to firstorder ODEs and thus results from dynamical system theory can be applied. This will be the foundation for the work in the present paper.

Impacting systems are often put into a larger class of systems called non-smooth (NS) or piecewise smooth (PWS) systems. A common feature for most of these systems is that they are smooth, or even linear, away from discontinuity surfaces but at the surfaces something that causes nonlinearities occurs, such as impacts. Another important feature is that these systems often have dynamical characteristics that can-
not be found in smooth systems. For instance, interaction of equilibria or limit cycles with a discontinuity surface can lead to instantaneous changes in stability, which cannot be experienced in smooth systems. All such interactions we collectively term discontinuityinduced bifurcations (DIBs), but they are also sometimes known as $C$-bifurcations or border-collision bifurcations [13, 14, 20]. The type of DIB is heavily dependent on the type of NS systems in question, and therefore there is a substantial terminology detailing what kind of DIB that is studied, e.g. grazing bifurcations in impacting systems [22-24], sliding bifurcations in electrical $[7,10,11]$ and mechanical systems with dry friction [12, 34], and corner bifurcations [6]. Since some DIBs do not have center manifolds in the classical sense, and thus cannot be used to unfold the dynamics locally, the concept of discontinuity mappings ( DMs ) $[23,25]$ have instead been introduced as a useful tool to unfold the dynamics at DIBs. In recent years DMs have been used to unfold codimension-one and codimension-two DIBs in a variety of systems and situations [12, 27].

A special feature of impacting systems, and the main topic of this article, is the possibility of chattering [5]. We will distinguish between two different types of chattering, namely, complete and incomplete chattering. Complete chattering refers to the phenomenon where a system undergoes an infinite number of impacts in a finite time, where the impact velocity goes uniformly to zero. Incomplete chattering refers to a sequence of impacts that initially has the same behavior as complete chattering but that ends after a large but finite number of impacts. In Figs. 1(a) and (b) we show a time series of the position and velocity, respectively, for a vertically moving ball under the influence gravity bouncing against a rigid surface that undergoes
complete chattering. It is notable that chattering as defined here is sometimes also referred to as Zeno phenomenon [38], and that the term chattering is sometimes used in control theory to refer to a large number of switches, and in mechanical engineering to a large number of recurrent impacts, not necessarily infinite.

When faced with a new NS dynamical system, the first and most straightforward way of analyzing the dynamics is to perform a direct numerical simulation (DNS) of the system, i.e. to solve an initial value problem (IVP). In some special cases one might be able to find the analytic solution to the ODE, but generally one needs to solve a system of ODEs numerically. There are many different numerical solvers for smooth systems [1,33], but the question is how to deal with interactions between solutions and discontinuity surfaces. There are a number of different strategies of which the two mostly used are the time-stepping and event-driven strategies. Ultimately both methods are time steppers, but in the first case there is a check if a discontinuity surface has been crossed at each time step, and if that is the case the ODE is adjusted, e.g. by applying an impulsive force at an impact. In the second case there is also a check if a discontinuity surface has been crossed at each time step, but when such a crossing is detected the point of penetration will be more precisely located, with an event-location routine, from which point the simulation continues and the system is adjusted. The adjustment could be through an impulsive force, as above, or a discrete map. The method of solving a combination of smooth systems and discrete maps is sometimes termed a hybrid-system approach. In the hybrid-system approach the simulation is stopped when the event has been located and a discrete map is applied to the state and/or the system of ODEs are replaced. Here we will use this last strategy for simulation of impacting systems, which means that

Fig. 1 The (a) position and (b) velocity versus time of a bouncing ball, with coefficient of restitution $e=0.8$, that undergoes a complete chattering sequence

we can use a high-order ODE solver between events and focus more on how to deal with the discontinuous elements. Another advantage with this strategy is that it is relatively straightforward to calculate the stability of limit cycles by solving the first variational equations, using saltation matrices [21], and ultimately to continue them under parameter variation [2]. Unlike boundary value solver software like Auto [15] and SlideCont [9], that are based on collocation, where the entire event order has to be predescribed, hybrid-system based software uses shooting and does not require a predescribed event order, but all necessary quantities are calculated during simulation.

The focus of this article is threefold. Firstly, we will show how to simulate impacting systems that undergo complete chattering by deriving the necessary mapping to bypass the tail of the complete chattering (see [5] for related work). We will also give a detailed description of our proposed numerical algorithm for simulation of impacting systems with chattering. Secondly, we will show what measures need to be taken in order to calculate the stability of a trajectory with chattering and thus how it can be used to locate and continue periodic orbits. Thirdly, we will introduce an example to show that our proposed numerical method works in three different cases.

The remainder of the present article is organized as follows. Section 2 introduces and defines concepts needed for the treatment of impacting systems, such as the impacting surface, the impact law, sticking and chattering. In Sect. 3 the local map that bypasses the tail of a complete chattering sequence is derived and explained. Section 4 describes how to calculate the stability of a limit cycle with chattering and also discusses how the numerical robustness can be improved. In Sect. 5 the numerical scheme we propose for simulation is explained and in Sect. 6 we apply the simulation and analysis methods to a mechanical system, a forced double pendulum. Finally, in Sect. 7 we conclude the article.

## 2 Impacting systems

We will here introduce a rather general model for an impacting system described by a smooth vector field $(F)$ and impacting on a smooth surface ( $S_{0}^{0}$ ) in state space. Impacts are taken to cause an instantaneous change in the system state (i.e. an impact takes zero
time), and we use a restitution law to describe the state change (cf. Newton's impact law). The reason for considering only one impact surface is that the main topic of this paper, chattering, is a local phenomenon involving only one impact surface, and also that a simultaneous impact at two different surfaces may involve the simultaneous application of two incompatible impact laws, and solutions that are not unique in forward time (see [6]). The components of our model are a vector field $F$, a scalar function $H$ whose zero level set describes the impact surface, and a function $W$ used in the impact law. We will assume that these three functions are analytic.

### 2.1 The vector field

Let $S$ be a subset of $\mathbb{R}^{n}$ and let $F$ be a vector field on $S$ with a corresponding system of ODEs given by
$\dot{x}=F(x), \quad x \in S \subset \mathbb{R}^{n}$.
Since we would like to have solutions for all forward times, let us assume that trajectories of the vector field do not reach the boundary of $S$ in finite time. Thus the vector field defines an analytic flow function $\phi$ : $S \times \mathbb{R} \mapsto S$ so that
$\phi_{t}(x, t)=F(\phi(x, t)), \quad \phi(x, 0)=x$.
Notice that will often use subscripts ' $x$ ' and ' ${ }_{t}$ ' to denote partial derivatives.

### 2.2 The impact surface

Let the impact surface $\left(S_{0}^{0}\right)$ be given by the zero level set of a scalar function $H: S \mapsto \mathbb{R}$, which has non-zero gradient on this level set, and that the system should be constrained to those points of $S$ where $H \geq 0$. Define the Lie derivative $\mathcal{L}_{F}(H)$ of $H$ along $F$ so that
$\mathcal{L}_{F}(H)(x):=\left.H_{t}(\phi(x, t))\right|_{t=0}=H_{x}(x) F(x)$
and inductively
$\mathcal{L}_{F}^{0}(H)=H, \quad \mathcal{L}_{F}^{k}(H)=\mathcal{L}_{F}\left(\mathcal{L}_{F}^{k-1}(H)\right)$.
In particular we denote the velocity relative to $H$ by
$v(x):=\mathcal{L}_{F}(H)(x)$
and the acceleration by
$a(x):=\mathcal{L}_{F}^{2}(H)(x)$.
For future reference we also define some useful subsets of $S$ :
$S_{k}^{+}:=\left\{x \in S \mid \mathcal{L}_{F}^{k}(H)(x)>0\right\}$,
$S_{k}^{0}:=\left\{x \in S \mid \mathcal{L}_{F}^{k}(H)(x)=0\right\}$,
$S_{k}^{-}:=\left\{x \in S \mid \mathcal{L}_{F}^{k}(H)(x)<0\right\}$,
$\Sigma_{k}^{+}:=\left(\bigcap_{m=0}^{k-1} S_{m}^{0}\right) \cap S_{k}^{+}, \quad \Sigma_{k}^{0}:=\left(\bigcap_{m=0}^{k-1} S_{m}^{0}\right) \cap S_{k}^{0}$,
$\Sigma_{k}^{-}:=\left(\bigcap_{m=0}^{k-1} S_{m}^{0}\right) \cap S_{k}^{-}$
for non-negative integers $k$. This means that each zero set $\Sigma_{k}^{0}$ is further divided into subsets through
$\Sigma_{k}^{0}=\Sigma_{k+1}^{+} \cup \Sigma_{k+1}^{0} \cup \Sigma_{k+1}^{-}$.
Thus, the desired region for the system is $\Sigma_{0}^{+} \cup \Sigma_{0}^{0}$. However, at points in $\bigcup_{m=1}^{\infty} \Sigma_{m}^{-}$the system would leave this region. We have to introduce an impact law and sticking motion to be able to continue from these points.

### 2.2.1 Example: a periodically forced 1DOF linear oscillator

## Consider the ODE

$\ddot{q}+2 \zeta \dot{q}+q=\cos (\omega t), \quad q \geq \sigma$.
Letting $x=\left(x_{1}, x_{2}, x_{3}\right)^{\mathrm{T}}$, where $x_{1}=q, x_{2}=\dot{q}$ and $x_{3}=\omega t(\bmod 2 \pi)$, we can take $S=\mathbb{R}^{n}$, use the vector field
$F(x)=\left(\begin{array}{c}x_{2} \\ -x_{1}-2 \zeta x_{2}+\cos \left(x_{3}\right) \\ \omega\end{array}\right)$
and $H(x)=x_{1}-\sigma$ as the scalar function defining the impacting surface. The velocity and acceleration relative to $H$ becomes
$v(x)=x_{2} \quad$ and $\quad a(x)=-x_{1}-2 \zeta x_{2}+\cos \left(x_{3}\right)$,
respectively. We also have
$\Sigma_{0}^{+}=\left\{x \mid x_{1}>\sigma\right\}, \quad \Sigma_{1}^{+}=\left\{x \mid x_{1}=\sigma, x_{2}>0\right\}$,
$\Sigma_{1}^{-}=\left\{x \mid x_{1}=\sigma, x_{2}<0\right\}$
and if for example $\sigma=0$ and $\omega>0$, we have

$$
\begin{aligned}
& \Sigma_{2}^{+}=\left\{x \mid x_{1}=0, x_{2}=0,\right. \\
&\left.x_{3} \in[0, \pi / 2) \cup(3 \pi / 2,2 \pi)\right\} \\
& \Sigma_{2}^{-}=\left\{x \mid x_{1}=0, x_{2}=0, x_{3} \in(\pi / 2,3 \pi / 2)\right\}, \\
& \Sigma_{3}^{+}=\left\{\left(\begin{array}{c}
0 \\
0 \\
3 \pi / 2
\end{array}\right)\right\}, \quad \Sigma_{3}^{-}=\left\{\left(\begin{array}{c}
0 \\
0 \\
\pi / 2
\end{array}\right)\right\}
\end{aligned}
$$

and the union of these disjoint sets is precisely those points $x$ where $H(x) \geq 0$. These sets are shown in Fig. 2.

### 2.3 The impact law

First consider a point $x \in \Sigma_{1}^{-}$where $H(x)=0$ and the velocity $v(x)<0$. We now need an impact law $\tilde{R}(x)$ defined on $S_{0}^{0}$ that gives a new state with $H(\tilde{R}(x))=0$ and $v(\tilde{R}(x)) \geq 0$. We will further assume that the mapping reduces to identity (no state jump) as the impact velocity approaches zero, and that $\tilde{R}$ can be extended to an analytic mapping $R: S \mapsto S$. The condition that $v=0$ should lead to no-jump means that $R$ must have the form
$R(x)=x+W(x) v(x)$
for some analytic function $W: S \mapsto \mathbb{R}^{n}$. The function $W$ is further restricted by the condition
$R\left(\Sigma_{1}^{-}\right) \subset\left(\Sigma_{1}^{+} \cup \Sigma_{1}^{0}\right)$.
Substituting (5) into (2) to compute the new velocity gives

$$
\begin{align*}
v(x & +W(x) v(x)) \\
& =v(x)+\nabla v(x) W(x) v(x)+\mathcal{O}(v(x))^{2} \\
& =\left(1+\mathcal{L}_{W}\left(\mathcal{L}_{F}(H)\right)(x)\right) v(x)+\mathcal{O}(v(x))^{2} \tag{7}
\end{align*}
$$

and thus we can identify a low-velocity "coefficient of restitution" as
$r(x)=-\left(1+\mathcal{L}_{W} \mathcal{L}_{F}(H)(x)\right)$.
From (6) we must have
$0 \leq r(x)$
at a point $x \in \Sigma_{1}^{0}$.

Fig. 2 The $\Sigma$ sets and two sticking trajectories for the periodically forced 1DOF linear impact oscillator. Parameter values are $\zeta=0.1, \omega=1, \sigma=0$, and the restitution coefficient $e=0.6$. One trajectory enters sticking without impact through $\Sigma_{3}^{-}$. The other enters sticking through a complete chattering sequence. Both orbits coincide after exiting from sticking, which happens at $\Sigma_{3}^{+}$. Notice that $x_{3}=\omega t(\operatorname{see}(4))$


The appearance of something like a coefficient of restitution here is just a consequence of the jump map being assumed to be analytic and that it should reduce to no-jump in the case of zero normal velocity.

If $x \in \bigcup_{m=2}^{\infty} \Sigma_{m}^{-}$, where $v(x)=0$, then the impact law does nothing but we still have to prevent the system from leaving the allowed region, which is dealt with next.

### 2.4 Sticking

Suppose now that $x \in \bigcup_{m=2}^{\infty} \Sigma_{m}^{-}$. The process that keeps the system constrained to $\Sigma_{0}^{0}$ during an infinitesimal time interval $d t$ can be viewed as a combination of the action of the vector field $F$ and of "impacting with an infinitesimally small negative velocity $d u$ " which gives $d x=F(x) d t-|d u| W(x)$. We call this process sticking (or sliding, in some circumstances). Thus, the sticking vector field is given by
$\dot{x}=F^{\prime}(x)=F(x)-\lambda(x) W(x), \quad \lambda \geq 0$,
where $\lambda$ must be chosen to keep the system in $\Sigma_{1}^{0}$ ( $\lambda$ is essentially a Lagrange multiplier for the constrained system). Since the jump map $R$ maps the impact surface $\Sigma_{0}^{0}$ back to itself, we must have that $W$ is tangent to $\Sigma_{0}^{0}$ when $x \in \Sigma_{1}^{0}$, which means that $x \in \Sigma_{1}^{0} \Rightarrow \mathcal{L}_{W}(H)(x)=0$.

Then we can show that the sticking vector field $F^{\prime}$ is automatically tangent to $\Sigma_{0}^{0}$ since
$\mathcal{L}_{F^{\prime}}(H)(x)=\mathcal{L}_{F}(H)(x)-\lambda(x) \mathcal{L}_{W}(H)(x)=0$
for any $\lambda(x)$ when $x \in \Sigma_{1}^{0}$. Since the sticking vector field should also be tangent to $\Sigma_{1}^{0}$, we want

$$
\begin{aligned}
\mathcal{L}_{F^{\prime}}(v)(x) & =\mathcal{L}_{F^{\prime}} \mathcal{L}_{F}(H)(x) \\
& =\mathcal{L}_{F}^{2}(H)(x)-\lambda(x) \mathcal{L}_{W} \mathcal{L}_{F}(H)(x)=0
\end{aligned}
$$

which gives
$\lambda(x)=\frac{\mathcal{L}_{F}^{2}(H)(x)}{\mathcal{L}_{W} \mathcal{L}_{F}(H)(x)}=\frac{-a(x)}{1+r(x)}$.
Since $0 \leq r(x)$ when $x \in \Sigma_{1}^{0}$ (by (9)), we see that $\lambda(x)$ is well defined there, $F^{\prime}(x)$ is tangent to $\Sigma_{1}^{0}$, and if $a(x) \leq 0$ then $\lambda(x)$ is non-negative. The sticking phase ends when $x \in \bigcup_{m=3}^{\infty} \Sigma_{m}^{+}$.

A trajectory of $F$ can only enter the sticking set, without impacts, at points in $\Sigma_{m}^{-}$for some odd $m \geq 3$, which is a subset of the impact surface $\Sigma_{0}^{0}$ of at least codimension-two (see the leftmost trajectory in Fig. 2). Thus the direct transition from free flight to sticking is rather unlikely. Another possibility is that the impact map $R$ maps a point in $\Sigma_{1}^{-}$to a point in $\Sigma_{1}^{0}$ (with zero outgoing velocity) through a "completely inelastic" impact, which happens only in a rather special class of impacting systems, i.e. when $r(x)=0$. The typical way of entering sticking is instead through an accumulation of impacts with lower and lower velocities, i.e. chattering.

### 2.5 Chattering

It may happen that an infinite number of impacts accumulate in finite time. Since the time between impacts
goes to zero, the same must happen with the velocity, and the accumulation point $x$ must lie in $\Sigma_{2}^{-} \cup \Sigma_{2}^{0}$ where $H(x)=0, v(x)=0, a(x) \leq 0$. For example, if $a(x)<0,0<r(x)<1$, and $H(x), v(x)$ are small enough, then impacts will accumulate at a point in $\Sigma_{2}^{-}$ near $x$. This typical situation will be our focus in the rest of the paper.

### 2.5.1 Example continued: a periodically forced 1DOF linear impact oscillator

We complete the example of Sect. 2.2.1 by specifying that when $q$ reaches $\sigma$ with negative velocity $\dot{q}^{-}$, an impact should occur such that
$\dot{q}^{+}=-e \dot{q}^{-} \quad$ when $q=\sigma \quad$ and $\quad \dot{q}^{-}<0$,
where $e$ correspond to a Newton coefficient of restitution. Using the state $x$ as defined above, we find that the impact function $W$ becomes
$W(x)=\left(\begin{array}{c}0 \\ -(1+e) \\ 0\end{array}\right)$ so that
$R(x)=x+\left(\begin{array}{c}0 \\ -(1+e) \\ 0\end{array}\right) x_{2}$,
and $r(x)$ as defined by (8) is equal to $e$, as expected. In Fig. 2 two trajectories with a sticking section are shown. One is the special trajectory that enters sticking without impact, and the second nearby one is a more typical trajectory that enters sticking through a complete chattering sequence. Both trajectories leave the sticking set at the same point.

## 3 The chatter mapping

Our goal in this section is to show that if $\bar{x}$ is a point in $\Sigma_{2}^{-}$and $0 \leq r(\bar{x})<1$, then for all points $x \in$ $\Sigma_{1}^{-} \cup \Sigma_{2}^{-}$close to $\bar{x}$ there is a unique point $x^{*}=Q(x)$ and a unique time interval $\Delta t^{*}=q(x)$ where chatter completes. Furthermore, the mappings $Q$ and $q$ are smooth.

First, if $x \in \Sigma_{2}^{-}$, then we can take $x^{*}=Q(x)=x$ and $\Delta t^{*}=q(x)=0$. Thus we may assume that $x \in$ $\Sigma_{1}^{-}$. A point in $\Sigma_{1}^{-}$will immediately undergo an impact, and then a short trajectory of $F$ will bring us
back to $\Sigma_{1}^{-}$again. This gives a "next impact" mapping, and applying this mapping an infinite number of times should lead us to the point $x^{*}$, where chatter completes. This point $x^{*}$ is also a fixed point of the mapping, and $x$ belongs to the stable manifold of $x^{*}$.

### 3.1 The generalized next impact mapping

The mappings $Q(x)$ and $q(x)$ reduce to the identity and zero, respectively, whenever $v(x)=0$. We can take advantage of this by introducing an auxiliary variable $v$ to track the velocity $v(x)=\mathcal{L}_{F}(H)(x)$, independently of the state $x$. The goal is to be able to write the mappings as power series in the scalar variable $v$, with coefficients that are known functions of $x$, instead of having to expand in the non-scalar state variable $x$. Thus we will derive generalized mappings depending on $x$ and $v$, which will reduce to the correct mappings depending on $x$ only when we set $v=\mathcal{L}_{F}(H)(x)$. To achieve the goal of having a power series in $v$, we will be adding terms that evaluate to 0 to the equations defining the mappings. For several examples of the same type of techniques, see Chaps. 6-8 in [14].

Thus, in the following, we will use $v$ as an auxiliary variable independent of $x$, keeping in mind that in the final result we will let $v=\mathcal{L}_{F}(H)(x)$. We will always take $x$ in a neighborhood of $\Sigma_{2}^{-}$, and $v$ small.

### 3.1.1 Impact

The first thing that happens to a point in $\Sigma_{1}^{-}$is the impact, given by the jump map $R$. Let us view the impact velocity $v$ as being independent of $x$ and define
$X_{1}(x, v)=x+W(x) v$,
$V_{1}(x, v)=\mathcal{L}_{F}(H)\left(X_{1}(x, v)\right)-\mathcal{L}_{F}(H)(x)+v$
(rather than $X_{1}(x)=R(x), V_{1}(x)=\mathcal{L}_{F}(H)(R(x))$ ). Note that if $v=\mathcal{L}_{F}(H)(x)$ then
$X_{1}\left(x, \mathcal{L}_{F}(H)(x)\right)=R(x)$,
$V_{1}\left(x, \mathcal{L}_{F}(H)(x)\right)=\mathcal{L}_{F}(H)(R(x))$,
so $X_{1}$ is the jump map and $V_{1}$ is the outgoing velocity. On the other hand, for all $x$ and small $v$, the linearization around $v=0$ is
$X_{1}(x, v)=x+W(x) v$,
$V_{1}(x, v)=-r(x) v+\mathcal{O}\left(v^{2}\right)$,
as was established in (7). Note again that without writing equations (13-14) this way, $V_{1}$ would not have had a vanishing zeroth-order term in the $v$ power series expansion.

### 3.1.2 Flow to next impact

The second thing that happens is that a trajectory leads to the next impact. If we start with $H(x)=0, v(x)>0$ small, $a(x)<0$, then the trajectory intersects $\Sigma_{1}^{-}$after a time that is proportional to $v(x)$ to lowest order. With this in mind we define the function $T_{2}(x, v)$ implicitly as the solution of

$$
\begin{align*}
E_{2}\left(x, v, T_{2}\right)= & \frac{H\left(\phi\left(x, T_{2}\right)\right)-H(x)}{T_{2}} \\
& -\mathcal{L}_{F}(H)(x)+v=0  \tag{19}\\
T_{2}(x, 0)= & 0
\end{align*}
$$

where $\phi$ is the flow of $F$ defined by (1). Note that since $a(x) \neq 0$ and
$E_{2}(x, v, t)=v+t a(x) / 2+\mathcal{O}\left(t^{2}\right)$,
the implicit function theorem applies. Also note that if $H(x)=0$ and $v=\mathcal{L}_{F}(H)(x)$, then $H\left(\phi\left(x, T_{2}(x\right.\right.$, $\left.\left.\mathcal{L}_{F}(H)(x)\right)\right)=0$, so $T_{2}$ is the time to next impact. Note again that trying to write (19) simply as $H\left(\phi\left(x, T_{2}\right)\right)=0$, would neither have allowed us to use the implicit function theorem, since the Jacobian with respect to $T_{2}$ is always 0 at the $x$ points of interest, nor would it have allowed us to write the flight time as a power series in $v$ with a vanishing zeroth order term.

Now define

$$
\begin{align*}
X_{2}(x, v) & =\phi\left(x, T_{2}(x, v)\right)=x-\frac{2 F(x)}{a(x)} v+\mathcal{O}\left(v^{2}\right),  \tag{20}\\
V_{2}(x, v) & =\mathcal{L}_{F}(H)\left(X_{2}(x, v)\right)-\mathcal{L}_{F}(H)(x)+v \\
& =-v+\mathcal{O}\left(v^{2}\right) . \tag{21}
\end{align*}
$$

Again, if $H(x)=0$ and $v=\mathcal{L}_{F}(H)(x)$ then $X_{2}$ is the point of next impact and $V_{2}$ is the impact velocity, but they are well-defined functions for all small $v$ and all $x$ where $a(x)<0$.

### 3.2 Fixed points

We now define the generalized next impact mapping when $a(x)<0$ and $v$ small as

$$
\begin{align*}
X_{3}(x, v) & =X_{2}\left(X_{1}(x, v), V_{1}(x, v)\right) \\
& =x+K(x) v+\mathcal{O}\left(v^{2}\right), \tag{22}
\end{align*}
$$

$V_{3}(x, v)=V_{2}\left(X_{1}(x, v), V_{1}(x, v)\right)=r(x) v+\mathcal{O}\left(v^{2}\right)$,
where
$K(x)=\frac{2 F(x)}{a(x)} r(x)+W(x)$.
For any $M<0$, define the set
$D=\left\{(x, v) \in \mathbb{R}^{n} \times \mathbb{R} \mid a(x) \leq M<0, v=0\right\}$.
Then the generalized next impact mapping defines a dynamical system in a neighborhood of $D$, and each point in $D$ is a fixed point. The Jacobian of the mapping evaluated at the fixed point is
$J(x)=\left(\begin{array}{ll}I & K(x) \\ 0 & r(x)\end{array}\right)$
where $I$ is the $n \times n$ identity matrix. Clearly this matrix has $n$ eigenvalues equal to 1 , corresponding to the $n$-dimensional manifold of fixed points $D$, and one non-trivial eigenvalue $r(x)$. If $0 \leq r(x)<1$ this eigenvalue lies inside the unit circle in the complex plane and hence the linearized map is stable. The corresponding stable (right) eigenvector is

$$
\begin{equation*}
\binom{\theta(x)}{1}=\binom{-\frac{K(x)}{1-r(x)}}{1} . \tag{26}
\end{equation*}
$$

Furthermore, if the linearized map is stable, there are no other fixed points nearby with $v \neq 0$ and small.

### 3.3 Stable manifold

The stable manifold theorem now tells us that there exists a unique one-dimensional stable manifold
$x=X_{4}\left(x^{*}, v\right)=x^{*}+\theta\left(x^{*}\right) v+\mathcal{O}\left(v^{2}\right)$
through each fixed point $\left(x^{*}, 0\right) \in D$ that solves the equation
$X_{3}\left(X_{4}(x, v), v\right)=X_{4}\left(x, V_{3}\left(X_{4}(x, v), v\right)\right)$.

Since $D$ itself is $n$-dimensional, the union of the stable manifolds fills out an open subset of $\mathbb{R}^{n} \times \mathbb{R}$. If we for a given $x$ can find a point $x^{*}$ such that
$x=X_{4}\left(x^{*}, \mathcal{L}_{F}(H)(x)\right)$,
then $x^{*}$ is the point where chatter completes. To see that this is always possible, we invoke the implicit function theorem again. Let $X_{5}(x, v)$ solve

$$
\begin{align*}
E_{5}\left(x, v, X_{5}\right) & =X_{4}\left(X_{5}, v\right)-x \\
X_{5}(x, 0) & =x \tag{29}
\end{align*}
$$

This gives $X_{5}(x, v)=x-\theta(x) v+\mathcal{O}\left(v^{2}\right)$, where $\theta$ is given by (26).

Our result can now finally be stated: If $H(x)=0$, $v(x)<0$ and small enough, $a(x)<0$, and $0 \leq$ $r(x)<1$, then the dynamics starting at $x$ leads to chattering that completes at

$$
\begin{align*}
x^{*}= & Q(x)=X_{5}(x, v(x)) \\
= & x+\frac{1}{1-r(x)}\left(\frac{2 F(x)}{a(x)} r(x)+W(x)\right) v(x) \\
& +v(x)^{2} \mathcal{O}(1) \tag{30}
\end{align*}
$$

(where $\mathcal{O}(1)$ indicates a bounded function of $x$ ). The function $X_{5}(x, v)$ can be computed as a power series in $v$ to any order (assuming $F, H, W$ to be sufficiently smooth) by using the implicit function and stable manifold theorems.

Equation (30) can also be used to compute the time it takes for chatter to complete (we can include a new variable tracking the flow of time in the system by extending $F$ with an extra component equal to 1 and $W$ with 0 ). The result is

$$
\begin{align*}
\Delta t^{*} & =q(x) \\
& =\frac{1}{1-r(x)}\left(\frac{2}{a(x)} r(x)\right) v(x)+v(x)^{2} \mathcal{O}(1) \tag{31}
\end{align*}
$$

Maps like these have been derived for particular systems before, for example in [5].

### 3.4 Estimating the truncation error

The map derived in Sect. 3.3 will naturally introduce a truncation error, and in what follows we will estimate this error.

Let $X_{5}^{(k)}(x, v)$ be the truncation of $X_{5}$ to order $k$ in $v$. Thus $X_{5}^{(0)}(x, v)=x$ and $X_{5}^{(k+1)}(x, v)=$ $X_{5}^{(k)}(x, v)+C_{k+1}(x) v^{k+1}$ for some coefficients $C_{i}(x)$. For small $v$, the error in using $X_{5}^{(n)}$ instead of $X_{5}$ will be dominated by the first neglected term $C_{n+1}(x) v^{k+1}$.

Equations (28)-(29) imply that
$X_{5}\left(X_{3}(x, v), V_{3}(x, v)\right)-X_{5}(x, v)=0$
(which may in fact be used together with $X_{5}(x, 0)=x$ to compute $X_{5}$ directly without having to compute $X_{4}$ first). If we use $X_{5}^{(n)}$ instead of $X_{5}$ in this equation, we find

$$
\begin{aligned}
& X_{5}^{(n)}\left(X_{3}(x, v), V_{3}(x, v)\right)-X_{5}^{(n)}(x, v) \\
& \quad=R_{n}(x) v^{n+1}+\mathcal{O}\left(v^{n+2}\right)
\end{aligned}
$$

for some remainder function $R_{n}(x)$. Now using $X_{5}^{(n+1)}$ with a not yet determined coefficient $C_{n+1}(x)$, and remembering that
$X_{3}(x, v)=x+\mathcal{O}(v), \quad V_{3}(x, v)=r(x) v+\mathcal{O}\left(v^{2}\right)$,
gives

$$
\begin{align*}
X_{5}^{(n+1)} & \left(X_{3}(x, v), V_{3}(x, v)\right)-X_{5}^{(n+1)}(x, v) \\
= & {\left[X_{5}^{(n)}\left(X_{3}(x, v), V_{3}(x, v)\right)-X_{5}^{(n)}(x, v)\right] } \\
& +\left[C_{n+1}\left(X_{3}(x, v)\right)\left(V_{3}(x, v)\right)^{n+1}\right. \\
& \left.-C_{n+1}(x) v^{n+1}\right] \\
= & {\left[R_{n}(x) v^{n+1}+\mathcal{O}\left(v^{n+2}\right)\right] } \\
& +\left[C_{n+1}(x)(r(x) v)^{n+1}+\mathcal{O}\left(v^{n+2}\right)\right. \\
& \left.-C_{n+1}(x) v^{n+1}\right] \\
= & \left(R_{n}(x)-\left(1-r(x)^{n+1}\right) C_{n+1}(x)\right) v^{n+1} \\
& +\mathcal{O}\left(v^{n+2}\right) \tag{33}
\end{align*}
$$

which shows us that the undetermined coefficient $C_{n+1}(x)$ must be chosen as
$C_{n+1}(x)=\frac{R_{n}(x)}{1-r(x)^{n+1}}$.
Thus, if we have computed a truncated approximation $x^{*(n)}=X_{5}^{(n)}(x, v(x))$ of the point where chattering completes, we can both get an improved approximation of this point and an estimate of the truncation
error, by first taking another impact/flight, and then approximating the chattering point again, that is
$\tilde{x}^{*(n)}=X_{5}^{(n)}\left(X_{3}(x, v(x)), V_{3}(x, v(x))\right)$.
The improved chattering point is then
$\frac{\tilde{x}^{*(n)}-r(x)^{n+1} x^{*(n)}}{1-r(x)^{n+1}}$
which is correct to order $v(x)^{n+1}$, and the error estimate is

$$
\begin{align*}
& X_{5}(x, v(x))-X_{5}^{(n)}(x, v(x)) \\
& \quad=\frac{\tilde{x}^{*(n)}-x^{*(n)}}{1-r(x)^{n+1}}+\mathcal{O}\left(v(x)^{n+2}\right) . \tag{35}
\end{align*}
$$

Note that we are assuming here that the impact/flight mappings $X_{3}$ and $V_{3}$ are known exactly. In practice they are computed through numerical integration, and we cannot trust the above estimate of the truncation error in $X_{5}$, unless the truncation errors in the numerical integration are known to be of smaller size.

### 3.5 Example: the bouncing ball

Consider the simplest possible example: a ball moving vertically under gravity and bouncing with a Newton coefficient of restitution $e$, where $0 \leq e<1$ (see Fig. 1). For this example all functions defined above can be explicitly computed, so this gives an illustration to how the theory works. We have
$\ddot{q}=-g<0, \quad q \geq 0, \quad \dot{q}^{+}=-e \dot{q}^{-}$
when impacting at $q=0$.
Letting $x=\left(x_{1}, x_{2}, x_{3}\right)^{\mathrm{T}}$, where $x_{1}=q, x_{2}=\dot{q}$ and $x_{3}$ is a variable to keep track of time, and rewriting the impact law in the form of Eqs. (2) and (5), we have
$F(x)=\left(\begin{array}{c}x_{2} \\ -g \\ 1\end{array}\right), \quad H(x)=x_{1}, \quad v(x)=x_{2}$,
$W(x)=\left(\begin{array}{c}0 \\ -(1+e) \\ 0\end{array}\right)$.
From this we compute using (3), (8), (10) and (12) that $a(x)=-g, \quad r(x)=e, \quad \lambda(x)=-g /(1+e)$,
$F^{\prime}(x)=\left(\begin{array}{c}x_{2} \\ 0 \\ 1\end{array}\right)$.
The relevant $\Sigma$ sets are
$\Sigma_{0}^{+}=\left\{x \mid x_{1}>0\right\}, \quad \Sigma_{1}^{-}=\left\{x \mid x_{1}=0, x_{2}<0\right\}$,
$\Sigma_{1}^{+}=\left\{x \mid x_{1}=0, x_{2}>0\right\}$,
$\Sigma_{2}^{-}=\left\{x \mid x_{1}=0, x_{2}=0\right\}$.
We can now compute the end result according to (30) to be
$x^{*}=x+\binom{-\frac{2 e x_{2}}{g(1-e)}}{-\frac{2 e}{g(1-e)}} x_{2}+x_{2}^{2} \mathcal{O}(1)$.
If we only keep the two first terms, we find that the final velocity happens to be exactly 0 , the time taken for chattering is also exact, but starting with $x_{1}=0$ we find that the final position is of the order $x_{2}^{2}$. This is of course consistent with the neglected term.

For this simple example, all equations defining the functions are actually solvable in closed form. Using (13) and (14) we find for the impact that
$X_{1}(x, v)=x+\left(\begin{array}{c}0 \\ -(1+e) \\ 0\end{array}\right) v, \quad V_{1}(x, v)=-e v$,
and for the flow, using (1), (19), (20) and (21), that
$\phi(x, t)=\left(\begin{array}{c}x_{1}+x_{2} t-g t^{2} / 2 \\ x_{2}-g t \\ x_{3}+t\end{array}\right), \quad T_{2}(x, v)=\frac{2}{g} v$
so
$X_{2}(x, v)=x+\left(\begin{array}{c}\frac{2 x_{2}}{g} \\ -2 \\ \frac{2}{g}\end{array}\right) v+\left(\begin{array}{c}-\frac{2}{g} \\ 0 \\ 0\end{array}\right) v^{2}$,
$V_{2}(x, v)=-v$.
For the next time mapping (22), (23) we get
$X_{3}(x, v)=x+\left(\begin{array}{c}-\frac{2 e x_{2}}{g} \\ -(1-e) \\ -\frac{2 e}{g}\end{array}\right) v+\left(\begin{array}{c}\frac{2 e}{g} \\ 0 \\ 0\end{array}\right) v^{2}$,
$V_{3}(x, v)=e v$.

Solving the stable manifold equation (28), inverting the result by solving (29), and inserting the expression for $v(x)$ finally gives
$X_{4}(x, v)=x+\left(\begin{array}{c}\frac{2 e x_{2}}{g(1-e)} \\ 1 \\ \frac{2 e}{g(1-e)}\end{array}\right) v$,
$X_{5}(x, v)=x+\left(\begin{array}{c}-\frac{2 e x_{2}}{g(1-e)} \\ -1 \\ -\frac{2 e}{g(1-e)}\end{array}\right) v+\left(\begin{array}{c}\frac{2 e}{g(1-e)} \\ 0 \\ 0\end{array}\right) v^{2}$,
$X_{5}(x, v(x))=\left(\begin{array}{c}x_{1} \\ 0 \\ x_{3}+\frac{2 e\left(-x_{2}\right)}{g(1-e)}\end{array}\right)$.
The formula (37) tells us that if we start in $\Sigma_{0}^{-}$ with $x_{1}=0, x_{2}=-v_{0}$, chattering completes in $2 e v_{0} /(g(1-e))$ time units at $x_{1}=0, x_{2}=0$, which indeed belongs to $\Sigma_{1}$. Note also the error in position introduced by keeping only terms linear in $v$ in (36) is gone in (37).

## 4 Stability analysis and continuation

### 4.1 Solution structure

Now that we have introduced the chatter mapping, as a way to bypass the accumulation of events associated with complete chattering, we can view the solution over a finite time interval as a finite sequence of trajectories of either $F$ or $F^{\prime}$, connected by (possible non-instantaneous) events. This can be represented as follows.

The continuous trajectories are given by a sequence of functions $X_{k}: I_{k} \rightarrow \mathbb{R}^{n}(k \in\{0,1, \ldots, N\})$ where $I_{k}=\left[t_{k}, t_{k}^{\prime}\right]$ is a sequence of time intervals. Also we have a sequence of discrete states $S_{k} \in\{f, s\}$ ( $f$ for free flight, $s$ for sticking) and vector fields $F_{k}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}$, where
$F_{k}= \begin{cases}F & \text { if } S_{k}=f \\ F^{\prime} & \text { if } S_{k}=s .\end{cases}$
Thus $X_{k}$ is a trajectory of $F_{k}$ in the time interval $I_{k}$, and for $t_{k}<t<t_{k}^{\prime}$ we have $X_{k}(t) \in \Sigma_{0}^{+}$if $S_{k}=f$, or $X_{k}(t) \in \Sigma_{2}^{-}$if $S_{k}=s$.

Denoting the initial and final points of each trajectory by

$$
x_{k}=X_{k}\left(t_{k}\right) \quad \text { and } \quad x_{k}^{\prime}=X_{k}\left(t_{k}^{\prime}\right),
$$

respectively, we also have event mappings $E_{k}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}, e_{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, such that

$$
\begin{align*}
x_{k+1} & =E_{k}\left(x_{k}^{\prime}\right),  \tag{38}\\
t_{k+1} & =t_{k}^{\prime}+e_{k}\left(x_{k}^{\prime}\right) . \tag{39}
\end{align*}
$$

All this takes place at an event surface defined as the zero level set of a scalar function $H_{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}$. From now on we will assume that all events are transversal, that is $\mathcal{L}_{F_{k}}\left(H_{k}\right)\left(x_{k}^{\prime}\right) \neq 0$, and that all flow time intervals have non-zero length. Then there are three possible events:

- If there is a complete chattering event, then $E_{k}=Q$, $e_{k}=q, H_{k}=H$, and we require $x_{k}^{\prime} \in \Sigma_{1}^{-}, S_{k}=f$, $x_{k+1} \in \Sigma_{2}^{-}, S_{k+1}=s$.
- If there is a regular impact, then $E_{k}=R, e_{k}=0$, $H_{k}=H$, and we require $x_{k}^{\prime} \in \Sigma_{1}^{-}, S_{k}=f, x_{k+1} \in$ $\Sigma_{1}^{+}, S_{k+1}=f$.
- Lastly, if we have a release from sticking, then $E_{k}=$ $I d$ (the identity mapping), $e_{k}=0, H_{k}=a$, and we require $x_{k}^{\prime} \in \Sigma_{3}^{+}, S_{k}=s, S_{k+1}=f$.

Let us now impose the additional requirement that the initial and final points of the solution also stay clear of events, that is, both $x_{0}$ and $x_{N}^{\prime}$ belong to $\Sigma_{0}^{+}$or $\Sigma_{2}^{-}$. Combined with the requirement of transversal events and non-zero time intervals, this means that all solutions starting at $\tilde{x}_{0}$ near $x_{0}$ will have the same number and type of events, albeit with slightly different time intervals in between. Solving for a given fixed time, so that $t_{0}=\tilde{t}_{0}=0, t_{N}^{\prime}=\tilde{t}_{N}^{\prime}=T$, we can compute the final point corresponding to an initial point $\tilde{x}_{0}$ through the composition of mappings
$\tilde{x}_{N}^{\prime}=P\left(\tilde{x}_{0}\right)=\left(P_{N} \circ D_{N-1} \circ P_{N-1} \circ \cdots \circ D_{0} \circ P_{0}\right)\left(\tilde{x}_{0}\right)$
as long as $\tilde{x}_{0}$ is close to $x_{0}$. Here $P_{k}(x)=\phi_{k}\left(x, t_{k}^{\prime}-t_{k}\right)$, where $\phi_{k}$ is the flow of vector field $F_{k}$ (and where the times $t_{k}^{\prime}$ and $t_{k}$ correspond to event times for the point $x_{0}$ ), and $D_{k}$ is a discontinuity mapping corresponding to the event, which corrects for the fact that the event times of $x_{0}$ instead of $\tilde{x}_{0}$ have been used so the argument of $D_{k}$ no longer lies exactly on the
event surface $H_{k}(x)=0$. More precisely, the mapping $D_{k}(x)$ is defined for points $x$ close to the event surface of event $k$ as

$$
\begin{align*}
D_{k}(x)= & \phi_{k+1}\left(E_{k}\left(\phi_{k}(x, \tau(x))\right)\right. \\
& \left.t_{k+1}-t_{k}^{\prime}-e_{k}\left(\phi_{k}(x, \tau(x))\right)-\tau(x)\right) \tag{41}
\end{align*}
$$

where $t_{k+1}$ and $t_{k}^{\prime}$ are independent of $x$, and the time $\tau(x)$ is the time to reach the nearby impact surface, defined implicitly by
$H_{k}\left(\phi_{k}(x, \tau(x))\right)=0$.
We see that the discontinuity mapping always advances time by the fixed amount $d_{k}=t_{k+1}-t_{k}^{\prime}$, it gives the same result as the event mapping for the point $x_{k}^{\prime}$ : $E_{k}\left(x_{k}^{\prime}\right)=D_{k}\left(x_{k}^{\prime}\right), e_{k}\left(x_{k}^{\prime}\right)=d_{k}$, and if preceded by the flow $\phi_{k}$ and followed by flow $\phi_{k+1}$, the resulting composite dynamics will be the correct one.

### 4.2 Computation of derivatives

For stability analysis, we would like to compute the Jacobian $P_{x}$ of $P$. From the composition (40) we find

$$
\begin{aligned}
P_{x}\left(x_{0}\right)= & P_{N x}\left(x_{N}\right) D_{N-1_{x}}\left(x_{N-1}^{\prime}\right) P_{N-1_{x}}\left(x_{N-1}\right) \cdots \\
& \cdot D_{0 x}\left(x_{0}^{\prime}\right) P_{0 x}\left(x_{0}\right)
\end{aligned}
$$

The flow Jacobians $P_{k}$ can be computed using the variational equations consisting of the matrix ODE system
$\frac{d J}{d t}(t)=F_{k x}\left(\phi_{k}\left(x_{k}, t\right)\right) J(t), \quad J(0)=I$,
$P_{k x}\left(x_{k}\right)=J\left(t_{k}^{\prime}-t_{k}\right)$.
The Jacobian of the discontinuity mapping for a non-instantaneous event, sometimes referred to as the saltation matrix [21], has the formula
$D_{k x}\left(x_{k}^{\prime}\right)=A+\frac{B_{2}-A B_{1}}{d} C$
where
$A=E_{k x}\left(x_{k}^{\prime}\right)-B_{2} e_{k x}\left(x_{k}^{\prime}\right), \quad B_{2}=F_{k+1}\left(x_{k+1}\right)$,
$B_{1}=F_{k}\left(x_{k}^{\prime}\right), \quad d=\mathcal{L}_{F_{k}}\left(H_{k}\right)\left(x_{k}^{\prime}\right)$,
$C=H_{k x}\left(x_{k}^{\prime}\right)$,
derived using the chain rule repeatedly on (38-39, 41-42). We see that the condition of transversal events
means that $d \neq 0$, so the discontinuity mapping Jacobian is well defined.

Thus, by treating complete chattering as a single non-instantaneous event, we can compute the Jacobian around a given solution, as long as all events are transversal and all flow times non-zero. Should higherorder derivatives be needed, they too can be computed from the composition (40) by using higher-order variational equations and formulae for higher-order derivatives of the discontinuity mappings.

### 4.3 Scaling considerations

As we approach the tail of a complete chattering sequence, the impact velocity becomes smaller and smaller. Since the denominator in (43) is the impact velocity for events corresponding to regular impacts or complete chattering, the matrices $D_{k}$ will have increasingly large elements as the events become less and less transversal. On the other hand, because we have shown that the event mapping for complete chattering is smooth, we know that these large elements must in fact cancel out. Numerically, however, we see that there is a risk of accuracy loss due to cancellation, if we wait too long before using the chattering map, especially if $H(x)$ is more complex than just the value of one of the coordinates. We can make the system better scaled if we, when a complete chattering sequence is suspected, introduce two new state variables: $u$ which is the outgoing velocity of the latest impact, and $h$ which is equal to $H(x) / u$. With the extended state variable
$\hat{x}=\left(\begin{array}{l}x \\ h \\ u\end{array}\right)$
we use the extended impact mapping
$\hat{x} \leftarrow \hat{R}(\hat{x})=\left(\begin{array}{c}R(x) \\ 0 \\ v(R(x))\end{array}\right)$,
the extended impact surface function $\hat{H}(\hat{x})=h$ and the extended vector field
$\dot{\hat{x}}=\hat{F}(\hat{x})=\left(\begin{array}{c}F(x) \\ v(x) / u \\ 0\end{array}\right)$.

Fig. 3 (a) The norm $\left\|D_{k_{x}}\right\|_{1}$ of the Jacobian of the discontinuity mapping at the $k$ th impact in a chattering sequence (see (43)) when using the original $(\bullet)$ and extended (o) systems for an impacting ball. The value of $H(x)(\mathbf{b})$ and $h(\hat{x})(\mathbf{c})$ versus time in the tail of the complete chattering sequence of the bouncing ball in (a)




Then we find that the transversality quantity $\mathcal{L}_{\hat{F}}(\hat{H})(\hat{x})$ will instead converge to -1 as the impact velocity decreases, and the problem with small numbers in the denominator disappears (see Fig. 3(a), where $\left\|D_{k}\right\|_{1}$ versus $k$ is plotted). Using $h=0$ instead of $H(x)=0$ also avoids problems with scaling in the event detection. In Figs. 3(b) and (c) we compare the values of $H$ and $h$ in the tail of a complete chattering sequence for an impacting ball (cf. Sect. 3.5 and Fig. 1). Notice especially the different scales on the vertical axes and the rate in which the envelopes decrease to zero. Note also the jumps in time that occur at the chattering events.

### 4.4 On the behavior of the Jacobian during a

 complete chattering sequenceJust after a complete chattering sequence, the system is in a sticking phase, and the Jacobian $P_{x}$ must have at least co-rank 2 since $H_{x} P_{x}=0$ and $v_{x} P_{x}=0$. In fact, this loss of rank can be viewed as taking place in two distinct phases. By changing the final time $T$ we can study the evolution of $P_{x}$, keeping in mind that $P_{x}$ is double valued at times of impact, and is left undefined during the time jump associated with the complete chatter mapping. This later difficulty disappears if we postpone the use of the chatter mapping.

Suppose that the system completes chattering at state $x^{*}$ and time $t^{*}$, with $a\left(x^{*}\right)<0$, and that we are using the extended system introduced above in Sect. 4.3. The product of the impact and subsequent flow Jacobians is
$\hat{P}_{k \hat{x}}\left(\hat{x}_{k}\right) \hat{D}_{k-1}\left(\hat{x}_{k-1}^{\prime}\right)=A\left(x^{*}\right)+\mathcal{O}\left(v\left(x_{k-1}^{\prime}\right)\right)$
where

$$
\begin{aligned}
A\left(x^{*}\right)= & \left(\begin{array}{lll}
I & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right) \\
& +\left(\begin{array}{c}
W\left(x^{*}\right) \\
2 r\left(x^{*}\right) / a\left(x^{*}\right) \\
-r\left(x^{*}\right)
\end{array}\right)\left(\begin{array}{lll}
v_{x}\left(x^{*}\right) & a\left(x^{*}\right) & 0
\end{array}\right) .
\end{aligned}
$$

Here the second-to-last row and column correspond to the extended variable $h$, and the last row and column to $u . A\left(x^{*}\right)$ has $n$ eigenvalues equal to 1 and two eigenvalues equal to $r$ and 0 respectively. The subspace invariant under $A\left(x^{*}\right)$ is spanned by

$$
\left(\begin{array}{c}
I \\
-v_{x}\left(x^{*}\right) / a\left(x^{*}\right) \\
0
\end{array}\right) .
$$

If we write

$$
\begin{aligned}
p_{k}= & \hat{P}_{k \hat{x}}\left(\hat{x}_{k}\right) \hat{D}_{k-1 \hat{x}}\left(\hat{x}_{k-1}^{\prime}\right) \hat{P}_{k-1 \hat{x}}\left(\hat{x}_{k-1}\right) \cdots \\
& \cdot D_{0 x}\left(x_{0}^{\prime}\right) P_{0 x}\left(x_{0}\right)
\end{aligned}
$$

(the switch to extended variables occurs somewhere before event $k-1$ ), then
$p_{k+1}=\left(A\left(x^{*}\right)+\mathcal{O}\left(v\left(x_{k}^{\prime}\right)\right)\right) p_{k}$
and since $v\left(x_{k}^{\prime}\right) \rightarrow 0$ like $r^{k}$, the matrices $p_{k}$ will converge to a matrix $p_{\infty}$ that is invariant under $A\left(x^{*}\right)$. Now we are mostly interested in the upper $n$ rows of $p_{k}$ (corresponding to the original variables), so let us call that submatrix
$J_{k}=\left(\begin{array}{lll}I & 0 & 0\end{array}\right) p_{k}$.
The $h$ and $u$ dependence on the initial condition, as recorded by the two last rows of $p_{k}$, is bounded,
and we also know that the values of both $h$ and $u$ decrease like $r\left(x^{*}\right)^{k}$. Thus the dependence of $H=h u$ on initial conditions must also be $\sim r\left(x^{*}\right)^{k}$. Therefore we conclude that $H_{x}\left(x^{*}\right) J_{\infty}=0$. We have no reason to expect any other loss of rank, and thus towards the end of the chattering sequence,
$J_{k}=J_{\infty}+\mathcal{O}\left(v\left(x_{k-1}^{\prime}\right)\right)$,
and $J_{\infty}$ in general has co-rank 1.
Finally, if we put the chattering map back again, the Jacobian of the discontinuity mapping associated with complete chattering (and also dropping the extended variables) is $\hat{D}_{K \hat{x}}\left(\hat{x}_{K}^{\prime}\right)=D\left(x^{*}\right)+\mathcal{O}\left(v\left(x_{K}^{\prime}\right)\right)$, where
$D\left(x^{*}\right)=\left(I-\frac{W\left(x^{*}\right) v_{x}\left(x^{*}\right)}{v_{x}\left(x^{*}\right) W\left(x^{*}\right)} \quad 0 \quad 0\right)$,
and clearly $v_{x}\left(x^{*}\right) D\left(x^{*}\right)=0$.
In the original variables, the behavior of the Jacobian $P_{x}$ during a chattering sequence is that $H_{x} P_{x} \rightarrow 0$ like $r^{k}$, where $k$ is the number of impacts during the chattering sequence, while $v_{x} P_{x}$ converges to a nonzero value. At the moment the sequence completes, $v_{x} P_{x}$ also jumps to 0.

We finish by illustrating the behavior of the Jacobian for the bouncing ball problem (see Sect. 3.5). Assume that the ball is released from rest at the height $s>0$ :
$x_{0}=\binom{s}{0}$.
Reconstructing the extended state variables $h$ and $u$ from the initial conditions, we find the Jacobian $\hat{P}_{0 x}$ of the extended state with respect to the two components of the initial conditions after the first flight, the Jacobian $\hat{D}_{k \hat{x}}$ of any subsequent impact discontinuity mapping, and the Jacobian $\hat{P}_{k \hat{x}}$ of any subsequent flight:

$$
\begin{align*}
\hat{P}_{0 x} & =\left(\begin{array}{cc}
1 & -\frac{v_{0}^{\prime}}{g} \\
0 & 1 \\
-\frac{1}{v_{0}^{\prime}} & \frac{1}{g} \\
-\frac{g}{v_{0}^{\prime}} & 0
\end{array}\right) \\
\hat{D}_{k \hat{x}} & =\left(\begin{array}{cccc}
1 & 0 & (1+e) v_{k}^{\prime} & 0 \\
0 & -e & (1+e) g & 0 \\
0 & 0 & -1 & 0 \\
0 & -e & e g & 0
\end{array}\right) \tag{47}
\end{align*}
$$

$\hat{P}_{k \hat{x}}=\left(\begin{array}{cccc}1 & \frac{2 v_{k}}{g} & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & \frac{2}{g} & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$,
where the first impact velocity is $v_{0}^{\prime}=-\sqrt{2 g s}$, and $v_{k}^{\prime}=-v_{k}=e^{k} v_{0}^{\prime}$. Recall that $0 \leq e<1$. We compute

$$
\begin{align*}
p_{n} & =\left(\prod_{k=1}^{n} \hat{P}_{k \hat{x}} \hat{D}_{k-1 \hat{x}}\right) \hat{P}_{0 x} \\
& =\frac{1}{1-e}\left(\begin{array}{cc}
e^{n}\left(1+e-2 e^{n+1}\right) & -\frac{v_{0}^{\prime}}{g} e^{n}(1-e) \\
-\frac{g}{v_{0}^{\prime}}(1+e)\left(1-e^{n}\right) & 1-e \\
-\frac{1}{v_{0}^{\prime}}\left(1+e-2 e^{n+1}\right) & \frac{1}{g}(1-e) \\
-\frac{g}{v_{0}^{\prime}} e^{n}\left(1-e^{n}\right) & 0
\end{array}\right) \tag{48}
\end{align*}
$$

which indeed is $\mathcal{O}\left(v_{n}^{\prime}\right)=\mathcal{O}\left(e^{n}\right)$ close to the limit matrix $p_{\infty}$. The dependence of the original two state variables, that is given by the matrices $J_{k}$ consisting of the two top rows of each $p_{k}$, shows that the $H$ dependence (the first row) converges to 0 like $e^{n}$, whereas the second row (the $v$ dependence) converges to nonzero values.

We can replace the tail of the chattering sequence by applying the chattering map (and dropping extended variables) after flight with $N$ impacts. Since we have an exact expression for this event mapping (see (37))
$\hat{E}_{N}(\hat{x})=\binom{x_{1}}{0}, \quad \hat{e}_{N}(\hat{x})=\frac{-2 e x_{2}}{g(1-e)}$,
we can compute the Jacobian $\hat{D}_{N \hat{x}}$ of the corresponding discontinuity mapping and finally the Jacobian $\hat{D}_{N \hat{x}} p_{N}$ of the state after chattering completes with respect to the initial conditions:
$\hat{D}_{N \hat{x}}=\left(\begin{array}{cccc}1 & 0 & e^{n} v_{0}^{\prime} & 0 \\ 0 & 0 & 0 & 0\end{array}\right), \quad \hat{D}_{N \hat{x}} p_{N}=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$.

The last result shows that the sticking state is indeed independent of initial conditions. The time evolution of the derivative of the position and velocity with respect to the initial position are shown in Fig 4. We note the gradual decay to 0 for the position, and the sudden jump to 0 when chattering ends for the velocity.


Fig. 4 Time evolution of two components of the Jacobian matrix for the bouncing ball with $g=9.8$ and initial height $s=1$. Left: $\frac{\partial x_{1}(t)}{\partial x_{1}(0)}$, right: $\frac{\partial x_{2}(t)}{\partial x_{1}(0)}$. The chattering map was applied at $N=15$

## 5 Numerical scheme

In this section we will describe our proposed numerical scheme for solving impacting systems with one impacting surface. In particular we will focus on transitions that occur at various events, such as at impacts and release from stick.

To solve impacting systems with a hybrid-system approach (see Sect. 1) is basically the same as solving any smooth system since in both cases a smooth solver is used to solve IVPs. The main difference is that when an event is detected in an impact problem, a discontinuity map is applied and a new IVP is solved.

As with any ODE solver for smooth systems, one first has to give a vector field, initial conditions, simulation times and various tolerances. On top of this, information about the impact surface and the impact law at the surface has to be provided.

In what follows we will assume that an ODE solver for smooth systems combined with an event-detection routine exists. Therefore the focus will be on the local maps, state shifts and the logic used to keep track on what system of ODEs to use in a particular situation. Also, to show that our proposed methodology works for both simulation and stability analysis we have in Sect. 6 used a simulation driver that is based on the methodology described here on top of one of MatLAB's ODE solvers that has a built-in event-detection routine. However, it is of course possible to write your own ODE solver and event-detection routine, which could for instance be based on interval halving or the secant method.

Let us now describe what the proposed simulation driver for impacting systems with chattering can look like.

### 5.1 Simulation driver

The basic idea for the simulation driver using the hybrid-system approach is based on discrete states $S_{k}$. Following the methodology described in Sect. 4.1, there are two discrete states, $S_{k}=f$ for the free flight and $S_{k}=s$ for sticking, and three possible events that can occur. When solving an IVP with a time stepper it is well known that near-grazing zero crossings are often missed. Therefore we will extend this idea in two steps.

Let us first make the basic idea described above more robust from a numerical point of view by extending $S_{k}$ so that
$S_{k}= \begin{cases}f^{+}, & x \in S_{1}^{+}, \\ f^{-}, & x \in S_{1}^{-}, \quad \text { and } \\ s, & x \in \Sigma_{2}^{-}\end{cases}$
$F_{k}= \begin{cases}F, & S_{k} \in\left\{f^{+}, f^{-}\right\}, \\ F^{\prime}, & S_{k}=s .\end{cases}$
Five different events can now occur: (i)-an impact with negative velocity, (ii)-a complete chattering event, (iii)-release from stick, (iv)—negative velocity becomes positive, and (v)-positive velocity becomes negative. A flow diagram of this is presented in Fig. 5(a).

Fig. 5 (a) A flow diagram showing the state transitions that occur during simulation. (b) A flow diagram showing the state transitions that occur during simulation for the extended simulation algorithm
(a)


states $s_{i}$ and transitions from one state to another occur at the events. Short descriptions of the different states are given below:

State $s_{1}$ : Free flight with $v(x)>0$. Impacts are not possible.
State $s_{2}$ : Free flight with $v(x)<0$. Impacts are possible.
State $s_{3}$ : Free flight with $v(x)>0, a(x)>0$. Impacts are not possible.
State $s_{4}$ : Stick phase with $v(x)=0, a(x)<0$.
State $s_{5}$ : Free flight with $\hat{v}(\hat{x})>0, \hat{a}(\hat{x})<0$. Impacts are not possible.
State $s_{6}$ : Free flight with $\hat{v}(\hat{x})<0$. Impacts are possible.

Recall that $v(x)$ and $a(x)$ are respectively the velocity and acceleration relative to the impacting surface (cf. (2) and (3)). Notice also that $\hat{x}, \hat{v}(\hat{x})$ and $\hat{a}(\hat{x})$ are the extended state, the extended relative velocity and acceleration, respectively. The states $s_{1}-s_{4}$ use the original state variable $x$ and in states $s_{5}$ and $s_{6}$ the extended state variable $\hat{x}$ is used with a different event function to locate the impacting surface (see Sect. 4.3).

To further clarify how our proposed algorithm works, we show in Fig. 5(b) a flow diagram over the transitions between the states $s_{1}-s_{6}$. The Roman numerals I-XII correspond to the event locations (zero crossings), state transitions, and discontinuity mappings at specific events (cf. Fig. 6). In Table 1 we have listed, from left to right, the transition labels, zerocrossing functions, accelerations at the events, state transitions and local mappings. In the second column we have listed what zero crossing to looking for to

Table 1 A table corresponding to the time history in Fig. 6 and the flow diagram in Fig. 5 that shows the transition label, what zero crossing to look for to get a specific event, and the acceleration, state transition and the local mapping at that event

| Transition | Zero crossing | Acceleration | State | Mapping |
| :--- | :--- | :--- | :--- | :--- |
| I | $v(x) \downarrow 0$ | $a(x) \lesseqgtr 0$ | $s_{1} \rightarrow s_{2}$ | $x \rightarrow x$ |
| II | $v(x) \uparrow 0$ | $a(x)>0$ | $s_{2} \rightarrow s_{1}$ | $x \rightarrow x$ |
| III | $H(x) \downarrow 0$ | $a(x)<0$ | $s_{2} \rightarrow s_{5}$ | $x \rightarrow \hat{x} \rightarrow \hat{R}(\hat{x})$ |
| IV | $H(x) \downarrow 0$ | $a(x)<0$ | $s_{2} \rightarrow s_{4}$ | $x \xrightarrow{r=0} R(x)$ |
| V | $H(x) \downarrow 0$ | $a(x)>0$ | $s_{2} \rightarrow s_{3}$ | $x \xrightarrow{r=0} R(x)$ |
| VI | $\hat{v}(\hat{x}) \downarrow 0$ | $\hat{a}(\hat{x})<0$ | $s_{5} \rightarrow s_{6}$ | $\hat{x} \rightarrow \hat{x}$ |
| VII | $h(\hat{x}) \downarrow 0$ | $\hat{a}(\hat{x})<0$ | $s_{6} \rightarrow s_{5}$ | $\hat{x} \rightarrow \hat{R}(\hat{x})$ |
| VIII | $\hat{a}(\hat{x}) \uparrow 0$ | $a(x)=0$ | $s_{5} \rightarrow s_{1}$ | $\hat{x} \rightarrow x$ |
| IX | $\hat{v}(\hat{x}) \downarrow 0$ | $\hat{a}(\hat{x})<0$ | $s_{6} \rightarrow s_{4}$ | $\hat{x} \rightarrow \hat{Q}(\hat{x}) \rightarrow x, t \rightarrow \hat{q}(\hat{x})$ |
| X | $\hat{v}(\hat{x}) \uparrow 0$ | $\hat{a}(\hat{x})>0$ | $s_{6} \rightarrow s_{1}$ | $\hat{x} \rightarrow x$ |
| XI | $a(x) \uparrow 0$ | $a(x)=0$ | $s_{4} \rightarrow s_{3}$ | $x \rightarrow x$ |
| XII | $a(x) \downarrow 0$ | $a(x)=0$ | $s_{3} \rightarrow s_{1}$ | $x \rightarrow x$ |

get the transition in the corresponding row, and also if the zero crossing is from negative to positive $(\uparrow)$ or positive to negative $(\downarrow)$.

### 5.2 Error checking for the complete chattering event

At the complete chattering event there are two things that the algorithm has to check for. First, the algorithm has to make sure that the acceleration after the complete chattering mapping is negative, i.e. $a\left(E_{k}\left(x_{k}^{\prime}\right)\right)<0$ (see (38)), so that there will indeed be a transition to sticking. Second, to make sure that the error of using the approximate mapping at the complete chattering event is within the numerical tolerance, the method calculates $x_{k+1}, t_{k+1}$, given by (30) and (31), using the acceleration both at $x_{k}^{\prime}, t_{k}^{\prime}$ and at $x_{k+1}, t_{k+1}$. When the difference between these mappings is of the order of the tolerance, the method goes ahead with the complete chattering mapping. However, this method can be improved by comparing two consecutive impacts along the lines discussed in Sect. 3.4. An analysis of the proposed and an improved error indicator is given next.

### 5.2.1 Analysis of the error indicator

Recall the analysis in Sects. 3.1-3.4 and assume that

$$
\begin{aligned}
& X_{3}(x, v)=x+K(x) v+A(x) v^{2}+\mathcal{O}\left(v^{3}\right) \\
& V_{3}(x, v)=r(x) v+B(x) v^{2}+\mathcal{O}\left(v^{3}\right)
\end{aligned}
$$

for some coefficients $A(x)$ and $B(x)$, and that the firstorder truncation of $X_{5}$ is $X_{5}^{(1)}(x, v)=x+C_{1}(x) v$.

From this we can compute the error estimate (cf. (35))

$$
\begin{aligned}
X_{5} & (x, v)-X_{5}^{(1)}(x, v) \\
\quad= & \frac{A(x)+C_{1}(x) B(x)+r(x) C_{1 x}(x) K(x)}{1-r(x)^{2}} v^{2} \\
& +\mathcal{O}\left(v^{3}\right)
\end{aligned}
$$

Above, in Sect. 5.2, it is mentioned that the error indicator

$$
\begin{aligned}
& X_{5}(x, v)-X_{5}^{(1)}(x, v) \\
& \quad \sim x+C_{1}\left(X_{5}^{(1)}(x, v)\right) v-X_{5}^{(1)}(x, v) \\
& \quad=\frac{C_{1 x}(x) K(x)}{1-r(x)} v^{2}+\mathcal{O}\left(v^{3}\right)
\end{aligned}
$$

is instead used. We see that this indicator neglects the influence of the $v^{2}$ terms in $X_{3}$ and $V_{3}$, and that it is further off by a factor $r(x) /(1+r(x))$. This suggests that if it is possible to simulate an extra impact, before using the map at the chattering event, this should be done in order to find a better error estimate.

## 6 Example

Consider a double pendulum subject to gravitational acceleration $g$, depicted in Fig. 7, where $q_{1}$ is the absolute angle of the upper bar with length $L_{1}$ and $q_{2}$ is the absolute angle of the lower bar with length $L_{2}$. The two bars are considered to be massless, but the end-point of each bar has mass $m_{1}$ and $m_{2}$, respectively. Both joints are rigid and at the upper joint a


Fig. 7 The (a) front and (b) side view of a forced double pendulum with a unilateral constraint
constant torque $T$ and viscous damping $D \dot{q}$ are applied, where $D$ is the damping coefficient, while the lower joint is considered frictionless. The lower mass can impact with a rigid wall, a horizontal distance $d$ away from the upper joint. A restitution law is applied when impacting.

By letting
$q=\left(\begin{array}{ll}q_{1} & q_{2}\end{array}\right)^{\mathrm{T}}, \quad \dot{q}=\left(\begin{array}{ll}\dot{q}_{1} & \dot{q}_{2}\end{array}\right)^{\mathrm{T}}$
and
$s_{i}=\sin \left(q_{i}\right), \quad c_{i}=\cos \left(q_{i}\right), \quad s_{i j}=\sin \left(q_{i}-q_{j}\right)$,
$c_{i j}=\cos \left(q_{i}-q_{j}\right)$,
the horizontal and vertical positions of the impacting mass $m_{2}$ relative to the upper joint can be written
$X(q)=L_{1} s_{1}+L_{2} s_{2} \quad$ and $\quad Y(q)=-\left(L_{1} c_{1}+L_{2} c_{2}\right)$, respectively. Consequently, the distance from the lower mass $m_{2}$ to the rigid wall can be written as
$H(q)=X(q)+d$,
and thus an impact occurs as $H(q)=0$. The equations of motion for this system can be written as
$M(q) \ddot{q}+L(q, \dot{q})+V(q)=K(q) \dot{q}+\lambda N(q)$,
where
$M(q)=\left(\begin{array}{cc}\left(m_{1}+m_{2}\right) L_{1}^{2} & m_{2} L_{1} L_{2} c_{12} \\ m_{2} L_{1} L_{2} c_{12} & m_{2} L_{2}^{2}\end{array}\right)$,
$L(q, \dot{q})=L_{1} L_{2} s_{12}\binom{m_{1} \dot{q}_{2}^{2}}{m_{2} \dot{q}_{1}^{2}}$,
$V(q)=\binom{\left(m_{1}+m_{2}\right) g L_{1} s_{1}-T}{m_{2} g L_{2} s_{2}}$,
$K(q)=\left(\begin{array}{cc}-D & 0 \\ 0 & 0\end{array}\right)$,
$N(q)=\left(\frac{d H(q)}{d q}\right)^{\mathrm{T}}=\left(\begin{array}{ll}L_{1} c_{1} & L_{2} c_{2}\end{array}\right)^{\mathrm{T}}$,
and where $\lambda$ is a Lagrange multiplier.
If we let $\dot{q}^{-}$and $\dot{q}^{+}$be the velocity just before and just after impact, respectively, we have at impact that

$$
\begin{align*}
M\left(\dot{q}^{+}-\dot{q}^{-}\right) & =-N \Lambda  \tag{54}\\
N^{\mathrm{T}} \dot{q}^{+} & =-e N^{\mathrm{T}} \dot{q}^{-} \tag{55}
\end{align*}
$$

where $N \Lambda$ is the impulse and $e$ is the restitution coefficient. Equations (54) and (55) can be written as
$\left(\begin{array}{cc}M & N \\ N^{\mathrm{T}} & 0\end{array}\right)\binom{\dot{q}^{+}}{\Lambda}=\binom{M \dot{q}^{-}}{-e N^{\mathrm{T}} \dot{q}^{-}}$,
and solving (56) yields
$\Lambda=\frac{(1+e)}{N^{\mathrm{T}} M^{-1} N} N^{\mathrm{T}} \dot{q}^{-}$,
$\dot{q}^{+}=\dot{q}^{-}-\frac{M^{-1} N(1+e)}{N^{\mathrm{T}} M^{-1} N} N^{\mathrm{T}} \dot{q}^{-}$,
and if we use $x=\left(q^{\mathrm{T}} \dot{q}^{\mathrm{T}}\right)^{\mathrm{T}}$ as our state variable, we get the vector field $F$ as
$F=\binom{\dot{q}}{M^{-1}(q)(-L(q, \dot{q})-V(q)+K(q) \dot{q})}$
and the impact law can be written as (5), where
$W=\binom{0}{-\frac{M^{-1} N(1+e)}{N^{\mathrm{T}} M^{-1} N}}$.
Now we have all information we need to simulate trajectories that have both impacts and chattering sequences, as well as calculate the stability of periodic orbits and continue them under parameter variations.

In what follows we will look at three typical scenarios, namely, transition from periodic orbits with complete chattering to motion with incomplete chattering, and local (period-doubling) and global (homoclinic) bifurcations. In the three examples we let
$g=9.81, \quad m_{1}=1, \quad m_{2}=2, \quad L_{1}=L_{2}=1$,
$D=10$
and we will vary $e, T$ an $d$ in order to highlight the different aspects of impacting systems with chattering mentioned above. Also we demonstrate that our proposed simulation algorithm works in the way one would expect.

### 6.1 Transition from complete to incomplete chattering

Consider the double pendulum with vector field (59) and let $d=0.5$ and $T=-31.15$. First we let the coefficient of restitution be $e=0.89$. For this value of $e$ we have a stable period-1 orbit with complete chattering, as shown in Fig. 8(a). In the figure we have indicated the non-zero time spent in sticking mode as $\tau>0$. To see what happens to the stable period-1 orbit as $e$ is increased we calculated a brute-force bifurcation diagram, which can be seen in Fig. 8(b). It is clear that there is a transition from a stable period-1 orbit to some other attractor. What happens here is that as $e$ is increased the time $\tau$ spent in sticking mode is decreased until ultimately $\tau$ becomes 0 for some $e^{*}$. Precisely what happens to the orbit at $e^{*}$ is that there is an infinite number of impacts that end at a point in $\Sigma_{3}^{+}$, so that no sticking can occur. In Fig. 8(c) a part of a
trajectory for $e=0.896$ is depicted to show the special situation where there is a finite, but large, number of impacts.

The continuous transformation of a trajectory like (a) into one like (c) clearly involves the loss of an infinite number of impacts, and at a point where the number of impacts decreases, the trajectory must have a grazing impact. Thus we expect that the parameter value $e^{*}$ is the accumulation point of an infinite sequence of grazing bifurcation points. Preliminary theoretical analysis on one-degree of freedom models [26] leads us to conjecture that the size of the attractor for $e>e^{*}$ is asymptotically proportional to $\left(e-e^{*}\right)^{\kappa}$, where $\kappa$ is very close to but slightly larger that 1.2. This means that the size of the attractor is continuous at $e^{*}$, which is indicated in Fig. 8(b). Although the attractors in Fig. 8(b) seem to be mostly chaotic, we conjecture that asymptotically the attractor should be a stable finite number of impact period-1 orbits similar to Fig. 8(c) with a probability approaching 1, as $e \rightarrow e^{*}$.

### 6.2 Period-doubling bifurcation

Consider the double pendulum and let $e=0.19, T=$ -40 . For $d=0.5009$ a stable period- 2 orbit with two time intervals of sticking can be located, which is depicted in Fig. 9(a). The Poincaré section is given by $q_{1}-\pi / 2=0$ so one period corresponds to one revolution of the upper bar. A brute-force bifurcation diagram, see Figs. 9(b) and (c), reveals that as the distance to the impacting surface is increased the period-2 orbit undergoes a period-doubling cascade, and the first period-doubling bifurcation occurs at $d \approx 0.5010$. To


Fig. 8 (a) A time history of the lower mass $X$ for one period of the system where $e=0.89$. The trajectory has a complete chatter sequence and the time spent sliding is $\tau>0$. (b) A bruteforce bifurcation diagram showing $q_{2}$ versus the coefficient of
restitution $e$ at the Poincaré section $q_{1}-\frac{\pi}{2}=0$. (c) A time history of the lower mass $X$ with an incomplete chattering sequence and where the time spent in sticking phase is $\tau=0$ for $e=0.896$. In all three figures $d=0.5$ and $T=-31.15$

Fig. 9 (a) A trajectory for the lower mass $m_{2}$ for $d=0.5009, e=0.19$, $T=-40$. The scalars $\tau_{1}$ and $\tau_{2}$ represent two intervals of sticking motion.
(b) A brute-force bifurcation diagram and (c) a zoom-in, where the Poincaré section is $q_{1}=\pi / 2$. (d) The eigenvalues $\lambda_{i}$ corresponding to the branch of period-2 limit cycles in (b) and (c). The dashed line represents $\lambda_{i}=-1$





Fig. 10 (a) A time series for $X(t)$ showing seven periods of a stable period-1 orbit for $T \approx-31.09$, which corresponds to the point I in (b). (b) The period time versus the torque $T$ when continuing a stable period-1 orbit. Trajectories corresponding
to the points I and II can be seen in (a) and (b), respectively. (c) A time series for $X(t)$ showing about 1.7 periods of a stable period-1 orbit for $T \approx-31.0017$, which corresponds to the point II in (b)
verify that the proposed algorithm for stability analysis performs as it should, we continued the periodic orbit in Fig. 9(a) as the parameter $d$ was varied. In Fig. 9(c) the unstable part of the branch is denoted with a ' $u$ ' and the corresponding eigenvalues are shown in Fig. 9(d). Recall that when an eigenvalue $\lambda_{i}$ for a periodic orbit becomes -1 the system undergoes a perioddoubling bifurcation, and one of the eigenvalues is 1 since the trajectory is a limit cycle.

### 6.3 Homoclinic bifurcation

Consider the double pendulum and let $d=-0.5$, $e=0.9$. For $T \approx-31.09$ there exists a stable period-1
orbit, with a period time of $\approx 7.25$, which is depicted in Fig. 10(a). By varying the torque $T$ it is possible to continue this stable period-1 orbit and record the period time of the orbit. The change in period as the torque $T$ varies is shown in Fig. 10(b). It is clear that as $T$ approaches -31 the slope of the curve and the period increase. In Fig. 10(c) approximately 1.7 periods of the motion at the point II in Fig. 10(b) are shown. We can see that the free-flight motion and the complete chattering sequence are very similar in both the cases depicted in Figs. 10(a) and (c), but the main difference is the time spent sticking. This behavior suggests that there is a homoclinic orbit for a nearby parameter

Fig. 11 (a) A projected. phase portrait showing $\dot{Y}$ versus $Y$ for $T \approx-31.001666$ with a period time of $\approx 76.26$. (b) A zoom-in of the projected state portrait in (a), in a vicinity of the saddle equilibrium S . The arrows show the direction of the flow


Fig. 12 (a) A time history of $|\dot{Y}|$ corresponding to the phase portrait in Fig. 11(a). (b) A close-up of (a) near the time when the trajectory of the periodic orbit passes that saddle equilibrium $S$ in Fig. 11(b). Notice the logarithmic scale


value and thus there should exist a saddle equilibrium close to the periodic orbit. As it happens, this equilibrium is constrained to a surface where the lower mass is sticking against the impacting wall. Let us now take a closer look at this situation to verify that the proposed algorithms behave as they should in this situation.

Assuming that there is an equilibrium $(q, \dot{q}, \lambda)=$ $\left(q^{*}, \dot{q}^{*}=0, \lambda^{*}\right)$, we have from (53) that
$V\left(q^{*}\right)=\lambda^{*} N\left(q^{*}\right)$,
$H\left(q^{*}\right)=0$,
which can be solved numerically. For
$T=-31.00166609425$
the saddle equilibrium is given by
$q_{1}^{*}=4.91990567552337$,
$q_{2}^{*}=0.49899755317827$,
$\lambda^{*}=10.69293096743960$,
with non-trivial eigenvalues
$\mu_{1} \approx 0.3366, \quad \mu_{2} \approx-3.2953$.

For this specific value of $T$ we show in Fig. 11(a) the projected phase plane $Y-\dot{Y}$ for the stable periodic orbit with period time $\approx 76.26$. In Fig. 11(b) the close-up of Fig. 11(a) in a vicinity of the saddle equilibrium ' $S$ ' is shown. It is clear from Fig. 11(b) that the trajectory comes very close to the saddle equilibrium before it leaves the same.

In Fig. 12(a) the time series of $|\dot{Y}|$ corresponding to the projected phase diagram is shown and we see that the magnitude of the velocity $\dot{Y}$ is very small, as expected for a periodic orbit close to a homoclinic orbit. Let now
$\hat{Y}_{i}(t)=e^{-21.8+\mu_{i}(t-\hat{t})}, \quad i=1,2$,
where $\mu_{i}$ are the two eigenvalues for the saddle equilibrium and $\hat{t}=10.17727070016352$. The two curves $\hat{Y}_{i}(t)$ are plotted in Fig. 12(b), and they confirm that the dynamics of the stable periodic orbit close to the saddle equilibrium is very similar to what one would have along its stable and unstable manifolds. This also confirms that our simulator gives the results as expected.

## 7 Discussion

In this manuscript we have introduced a novel numerical algorithm to simulate impacting systems with complete chattering. The new approach introduces a mapping that takes the state forward in time, bypassing the tail of complete chattering (that consists of an infinite number of impacts), and thus only a finite number of impacts needs to be handled in the simulation algorithm. We have chosen an event-driven approach since it is relatively straightforward to include the special mappings needed at the impacts and the tail of chattering sequences. Another important aspect of the proposed method is that it is possible to extend the pure simulator to also be able to perform stability analysis, by solving the first variational equations and merge the fundamental solution matrices from the free-flight phases with saltation matrices at the impacts and the complete chattering.

We showed that the method worked well for a forced double pendulum by numerically solving the equations of motion, locating periodic orbits, calculating their stability and continuing them under parameter variations. In particular we showed that the proposed methods can deal with situations that are common in impacting systems, namely, the loss of sticking and the location of local and global bifurcations.

The ultimate aim of this and similar work is to come up with numerical methods that can be included in numerical simulation packages, and make them available for not only specialists on non-smooth systems, but also to students, engineers and professionals simulating and analyzing some specific applications.
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