
HAL Id: hal-01303532
https://hal.science/hal-01303532

Submitted on 18 Apr 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Characterization of the nonlinear behavior of nodular
graphite cast iron via inverse identificationeAnalysis of

uniaxial tests
Zvonimir Tomicevic, Janos Kodvanj, François Hild

To cite this version:
Zvonimir Tomicevic, Janos Kodvanj, François Hild. Characterization of the nonlinear behavior of
nodular graphite cast iron via inverse identificationeAnalysis of uniaxial tests. European Journal of
Mechanics - A/Solids, 2016, 59, pp.140-154. �10.1016/j.euromechsol.2016.02.010�. �hal-01303532�

https://hal.science/hal-01303532
https://hal.archives-ouvertes.fr


Characterization of the nonlinear behavior of nodular

graphite cast iron via inverse identi�cation

Analysis of uniaxial tests

Zvonimir Tomi£evi¢a,b, Jano² Kodvanja, François Hildb

aDepartment of Engineering Mechanics, Faculty of Mechanical Engineering and Naval
Architecture, University of Zagreb, Ivana Lučića 5, 10000 Zagreb Croatia
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Abstract

The aim of this work is to estimate the parameters of elastoplastic and dam-

age laws for nodular graphite cast iron from a cyclic uniaxial test on a dog-

bone sample. The paper focuses on the identi�cation of material parameters

coupling �nite element models and full-�led measurements. The gap be-

tween the measured and simulated data is used to estimate the quality of the

proposed constitutive postulates.

Last, a cyclic uniaxial experiment is carried out in a lab tomograph to

reveal the damage micromechanism. Digital volume correlation is used to

measure displacement �elds in the bulk of the sample. The correlation resid-

uals are used to detect the damage mechanism occurring in the heterogeneous

microstructure of the material.

Keywords: Digital Image Correlation, Digital Volume Correlation,

Full-�eld measurements, Material parameter identi�cation, Nonlinear

constitutive laws.
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1. Introduction

The way of identifying material parameters to describe constitutive pos-

tulates has experienced major changes with the development of full-�eld

measurement techniques (e.g., Digital Image Correlation (DIC), moiré and

speckle interferometry, and grid methods [1]). Di�erent approaches [2] are

developed to obtain the sought parameters with various measured data

(i.e., displacement or strain �elds, load levels). These identi�cation meth-

ods are applied to model di�erent phenomena (e.g., elasticity [2, 3], plastic-

ity [4, 5, 6, 7, 8], damage [9, 10, 11, 12, 13]) from a wide range of experiments.

In a review on the identi�cation of elastic properties [2] �ve di�erent iden-

ti�cation methods were introduced. In general the material parameters can

be obtained by iteratively updating or direct identi�cation procedures. The

following iterative methods Finite Element Model Updating (FEMU), Consti-

tutive Equation Gap Method (CEGM), Reciprocity Gap Method (RGM) use

computed displacement and/or stress �elds by FE analyses. An FE computa-

tion with an initial guess of the constitutive parameters is needed, while ma-

terial parameters are identi�ed by minimizing a cost function where the avail-

able measurements are compared with their computed counterparts. The cost

functions for FEMU-U (displacement method), FEMU-F (force method) and

FEMU-UF (displacement & force method) are usually de�ned as quadratic

errors of measured and computed values.

Contrary to updating procedures, non iterative methods such as the Vir-

tual Fields Method (VFM) [14] and Equilibrium Gap Method (EGM) [9] use

measured strain/displacement �elds to determine material parameters [2].

In comparison with updating techniques a big advantage of these methods is
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the smaller duration of computation since they do not require a series of FE

calculations.

Very few identi�cations have been conducted to account for elastoplas-

ticity and damage. However, both phenomena were investigated separately

with non-iterative (i.e., EGM [15, 16]), and iterative identi�cation methods,

namely, FEMU [5, 6, 8], VFM [17, 18], CEGM [19]. Damage identi�cation

from full-�eld measurements was �rst proposed by resorting to the equilib-

rium gap method [15]. It consists of a �nite element formulation in which the

nodal displacements are known and the elastic properties (i.e., the damage

�eld) are sought. Elastic properties are assumed to remain uniform over each

element, but vary from element to element. The damage �eld is nothing but

a simple way to account for a heterogeneous sti�ness within the sample. The

additional step that has been tested against experimental data is to require

for constitutive consistency, namely, that the damage inhomogeneity results

from a homogeneous damage law combined with a heterogeneous loading [23].

EGM has the advantage of being directly applicable as a post-processor to

the current displacement �eld measurement techniques such as digital image

correlation.

Rossi et al. [24] identi�ed damage parameters of Lemaitre's model from a

uniaxial experiment. The main aim was to show how digital image processing

may be used in material testing and characterization. DIC was used to

obtain the plastic strain from which �ve parameters were obtained. Pierron et

al. [18] made an extension of the virtual �elds method to combine isotropic

and kinematic hardening. Displacements were obtained by using the grid

method. Since stress-related parameters were identi�ed load measurements

3



were included in the identi�cation procedure. Based on the e�ect of noisy

data to the cost function the choice of optimal virtual �elds was investigated.

CEG-based methods [19] have also been proposed and applied in the con-

text of nonlinear constitutive models. The identi�cation of heterogeneous

elastoplastic properties (i.e., linear kinematic hardening) and strain energy

densities from kinematic �eld measurements have been addressed. The iden-

ti�cation was based on an incremental version of CEGM where tangent or

secant sti�ness operators associated with elastoplastic models are sought.

Integrated DIC (or I-DIC) was also considered to tune elastoplastic [7, 8]

and damage models [11] independently. Initially such types of techniques

used closed-form (i.e., elastic) solutions [20, 21]. They were subsequently

generalized by numerically generating sensitivity �elds to material param-

eters for linear or nonlinear constitutive laws [22, 11, 8]. Very recently, it

was shown that when properly weighted, FEMU and I-DIC lead to similar

parameter uncertainties in the limit of small measurement uncertainties [8].

In the present paper weighted FEMU coupled with global DIC [27] will

be used to tune elastoplastic material properties from a quasi-static uniaxial

experiment. The proposed method was already applied for the identi�cation

of elastoplastic material parameters [5, 6, 8]. However, the cost functions

were not weighted by covariance matrices associated with measurement un-

certainties, which probe the level of each considered quantity with respect

to its uncertainty level and accounts for correlations when needed. Three

di�erent constitutive postulates will be used herein to describe the nonlin-

ear behavior (i.e., isotropic hardening, kinematic hardening and isotropic

hardening coupled with damage). The main goal of the present paper is
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to determine the elastoplastic behavior coupled with damage by analyzing

loading and unloading steps in one identi�cation procedure. Second, the re-

sults obtained with di�erent material models will be compared in terms of

displacement and force residuals in order to provide the most reliable con-

stitutive model among the proposed laws. Last, in order to detect damage

micromechanisms an in-situ cyclic uniaxial test was performed in an X-ray

tomograph. Regularized Digital Volume Correlation (RC8-DVC [40]) mea-

sures displacement �elds in the observed volume. The correlation residuals

will be used to detect damage.

2. Mechanical test and material

The material considered in this study is spheroidal graphite (SG) cast

iron. At the macroscopic level SG cast iron is considered to be homogeneous

with isotropic elastic properties although it is heterogeneous at a microscopic

level. The heterogeneous microstructures of ductile cast iron consist of a fer-

ritic matrix containing randomly distributed graphite inclusions (Figure 1).

Figure 1: Metallography of the investigated SG cast iron
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A cyclic tensile test was carried out with an electro-mechanical testing

machine on a dog-bone sample. The region of interest is approximately 50-

mm long, its ligament is 10-mm wide, and the sample is 5-mm thick. The

measurement protocol used herein consisted of an optical setup (for DIC mea-

surements) on one side of the sample while for validation purposes a strain

gauge was mounted on the other side. Before the experiment, the specimen

was prepared for DIC purposes. An arti�cial texture (i.e., speckle pattern)

was applied with white and black paints sprayed over the ligament. The

latter was observed with a single camera (i.e., 2D-DIC measurements). A

telecentric lens with a magni�cation ×4 was mounted on a PCOedge cam-

era (16-bit digitization, de�nition: 2560 × 2160 pixels). The chosen lens

allows artifacts related to out-of-plane motions to be minimized (if not com-

pletely canceled out). The physical size of one pixel on the acquired images

corresponds to 52 µm. The strain gauge data were compared with DIC mea-

surements to validate the latter ones with the present optical setup. A very

good consistency was observed [35].

Figure 2 shows the cyclic loading path. The experiment was conducted in

a displacement controlled mode with a loading rate of 3 µm/s except for the

�rst cycle (0.5 µm/s). The �rst two cycles with maximum loads 8 and 12 kN

were performed in the elastic regime. After the third one (i.e., 15 kN peak

load) plastic strains were observed. Cycling was continued with 1-kN load

increments in each following cycle. The camera was triggered with a testing

machine output analog signal so that the load level is known for each acquired

picture. After eleven unloading/reloading sequences the sample broke and

5,520 images were shot with an acquisition rate of 1 frame per second. The
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displacement �elds were measured with a global T3-DIC code [46]. The

correlation was performed with the reference image shot in the unloaded

state and the deformed ones in the loaded state.
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Figure 2: Loading history for the uniaxial cyclic experiment. The image acquisition rate

was 1 frame/s

3. Identi�cation strategy

3.1. DIC measurement

The general concept of DIC is pattern matching to measure the displace-

ment �eld by correlating the image taken in the reference con�guration f(x)

and other ones in the deformed con�guration g(x). Images f and g are ma-

trices of gray level values where x denotes the position of pixels. For the two

images gray level conservation (i.e., rule of optical �ow) is usually assumed

f(x) = g(x + u(x)) (1)

where u is the unknown displacement �eld to be measured. Global DIC [25,

26, 27] considers the whole region of interest (ROI) of an image for correlation
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purposes to �nd the sought displacement �eld minimizing the sum of squared

di�erences Φ2
c

Φ2
c =

∫
ROI

ϕ2
c(x)dx (2)

where ϕc(x) de�nes the �eld of correlation residuals

ϕc(x) = |f(x)− g(x + u(x))| (3)

The objective of global DIC is to reduce measurement uncertainties with

the reduction of the number of unknowns by introducing known information

(i.e., continuity of the displacement between the elements found in �nite ele-

ments [28]). The sought displacement �eld is written as u(x) =
∑

n unψn(x).

Di�erent forms of shape functions can be chosen to analyze the displacement

�elds (e.g., 4 noded quadrangles (Q4-DIC [27, 28]), three-noded triangles

(T3-DIC [22, 46])). In the following studies, 3-noded elements will be con-

sidered. They are the simplest in terms of displacement interpolations, even

though they are seldom used, if ever, in the framework of global DIC.

3.2. Weighted Finite Element Model Updating

The aim of this work is to identify elastoplasticity coupled with damage

phenomena. When applying the minimization to strain �elds [5] the man-

agement of the kinematic boundary conditions is not necessarily straight

forward. When using displacement �elds it becomes easier. Simulations and

measurements (with local DIC [29, 30, 31]) are usually carried out with dif-

ferent softwares. As a consequence the reference points from measured and

calculated data are not located at the same position. With additional inter-

polations the two �elds are then compared. This is adding extra interpolation

8



errors and uncertainties. On the contrary, global DIC is based on FE formu-

lations. Hence, coupling FE simulations with global DIC within FEMU is a

natural tool to determine material parameters because the same mesh can

be used [3, 8]. The results will be compared on the nodes of the very same

mesh, which excludes any subsequent interpolation operation.

To determine elastic contrasts FEMU-U is appropriate [3]. However, if the

sought mechanical parameters are a�ected by stresses the minimization of the

cost function based on displacement/strain �elds is not su�cient. This case

requires the introduction of the global equilibrium gap in the identi�cation

procedure [6, 8]. The identi�cation is then the result of minimizing the total

residual summed over all states where an image is captured [8]

χ2
tot = (1− ω)χ2

u + ωχ2
F (4)

where χu is the displacement residual, χF the force residual, and ω a (di-

mensionless) weight with limits 0 ≤ ω ≤ 1. Since di�erent types of data are

gathered in χtot it may be proposed to use ω = 1/2 so that the credit given

to static and kinematic information is identical [8]. Depending on the value

of ω, di�erent techniques are obtained:

• FEMU-U (ω = 0)

As mentioned earlier FEMU-U consists of minimizing the cost func-

tion as the squared norm error between measured {um} (i.e., a vec-

tor gathering all measured nodal displacements) and computed {uc}

(i.e., vector gathering all calculated nodal displacements) [3, 8]

χ2
u ({p}) =

1

γ2uNu

‖{um} − {uc}‖2 (5)
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where {p} is the column vector gathering all unknown material pa-

rameters of a chosen constitutive model, and γu is the standard dis-

placement uncertainty (if the measurements are uncorrelated). Since

di�erent data are considered in χtot (displacement and force residu-

als) it is necessary to introduce the normalization factor 1/γ2uNu [8],

where Nu denotes the total number of kinematic degrees of freedom.

In the present case, the minimization is performed by resorting to the

χ-squared estimate

χ2
u ({p}) =

1

Nu

({um} − {uc})t [Cu]−1 ({um} − {uc}) (6)

where [Cu] is the covariance matrix equal to 2γ2f [M]−1 [27], and [M]

the global DIC matrix.

The minimization of χ2
u is performed by successive linearizations and

corrections. The new estimate (i.e., at iteration i) of the computed

displacement �eld reads

uc

(
x, t,

{
p(i)
})

= uc

(
x, t,

{
p(i−1)

})
+

∂uc

∂ {p}
(
x, t,

{
p(i−1)

})
{δp} (7)

where
{
p(i−1)

}
is the set of parameters at iteration i− 1, and {δp} the

sought parameter increment. The computation of the sensitivity �elds

[S] =
∂uc

∂ {p}
(8)

is performed numerically by computing displacement �elds for small

variations of each parameter of the considered set. For iteration i it is

necessary to calculate the sensitivity �elds and once they are obtained

the correction of the sought parameters read

{δp} =
[
H(i−1)

]−1 [
S(i−1)

]t
[M]

(
{um} −

{
uc

(i−1)
})

(9)
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where
[
H(i−1)

]
=
([

S(i−1)
]t

[M]
[
S(i−1)

])−1

is the approximate Hessian.

Convergence is usually written in terms of relative variations of the

sought parameters.

• FEMU-F (ω = 1)

Similar to FEMU-U, the χ-squared equilibrium gap χF is minimized

χ2
F ({p}) =

1

γ2FNF

{Fc − Fm}t {Fc − Fm} (10)

where γF is the standard resolution of the load measurement, and NF

the total number of load data. Thus the expected value of χF is unity

when only noise is at play. The identi�cation is then the result of the

minimization of χ2
F .

• FEMU-UF (0 < ω < 1)

The last procedure is a combination of the two previous approaches [8].

To treat all measured data on the same footing,

ω =
NF

NF +Nu

. (11)

Under such conditions the total cost function is consistent with a

Bayesian framework. This weighting will be used for all the results

reported hereafter.

3.3. Implementation

As previously presented, FEMU methods rely on the comparison of the

measured displacement �elds and reaction forces with those calculated by FE
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simulations. It is mandatory for the calculated and the measured displace-

ments to be compared at the same locations. In the present case, the mea-

surement of the displacement �eld is carried out with the same mesh as that

used in simulations. The dialog between simulation and experimental data

can also be limited by the common assumption that the loading conditions

of the simulation are associated with ideal boundary conditions that are not

re�ecting the inherent imperfections of the test. On the FE model boundary

conditions extracted from the experiment can also be applied (e.g., measured

displacements, static loading information).

In this work the identi�cation is carried out on a simple specimen geom-

etry. Hence, a 2D model in the commercial FE code Abaqus is created from

the T3-DIC mesh. Dirichlet boundary conditions prescribed in the simula-

tions will be extracted from DIC measurements (Figure 3). It is important to

Figure 3: Reference picture of the uniaxial experiment used for a DIC analysis with 25-

pixel elements. The blue rectangle depicts the zone where the DIC gauge was measuring

the mean strain. In the FEMU procedure, boundary conditions measured with DIC were

prescribed on the edge nodes depicted with green circles

emphasize that many issues can in�uence the performance of an experiment.

Usually, even simple tests (e.g., uniaxial tension) are not perfect and their

response includes some anomalies. Observing the displacement �eld in the
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transverse direction (Figure 4(a)) an additional rotation is noted even though

the test was carried out in tension. Applying the measured displacements to

the boundary of the FE model accounts for these imperfections. The mate-

rial parameters obtained by curve �tting of a monotonic tensile test in which

the mean strain was measured via DIC analyses and coupled with the load

data will be used as initial inputs for the FEMU procedure. Displacement

�elds and reaction forces are calculated in Abaqus and extracted via Phyton

scripts. The FEMU-UF procedure is carried out in Matlab to minimize the

total chi-squared error (Equation (4)).
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Figure 4: Measured displacement �elds via T3-DIC in (a) transverse and (b) longitudinal

directions for a load level corresponding to 18 kN. The displacements are expressed in

pixels (1 pixel↔ 52 µm)

4. Nonlinear constitutive models

The �rst three postulates to be calibrated herein are built-in models while

the damage model has been implemented via a User Material (UMAT) sub-

routine. The following postulates are selected:

• Linear isotropic elasticity

Before identifying the nonlinear material parameters it was necessary to
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tune the elastic parameters (i.e., Poisson' ratio ν and Young's modulus

E).

• Ludwik's isotropic hardening law

Ludwik's law [32] is considered for describing isotropic hardening. Its

general expression is

σeq = σy +Kpn (12)

where the sought parameters are the yield stress σy, the hardening

modulusK and the hardening exponent n. σeq =
√

2
3
σDijσ

D
ij corresponds

to von Mises' equivalent stress, σDij the deviatoric stress tensor, and p

the cumulated plastic strain.

• Armstrong-Frederick's kinematic hardening

Armstrong and Frederick's model [33] is an upgraded version of Prager's

linear kinematic law [34] in which a memory term is added

Ẋ = Cε̇pl + γXṗ (13)

where X is the back-stress tensor, C and γ are material parameters to

be identi�ed and ṗ the rate of cumulated plastic strain. When com-

pared with experimental results, Armstrong-Frederick's predictions are

generally more accurate than Prager and von Mises's models for cyclic

uniaxial loadings and torsion-tension of thin tube tests [33].

• Lemaitre's damage model

The derivation of Lemaitre's damage law [36] uni�es a damage model

coupled with Ludwik's elastoplastic hardening (Equation (12)). The
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damage growth is written as

Ḋ =

(
Y

S

)s
ṗ when p ≥ pth (14)

where s and S are material-dependent parameters, and pth the strain

equivalent strain below which damage does not grow. The identi�-

cation will consist of determining those two parameters while in the

same procedure the corresponding Ludwik's parameters describing the

elastoplastic behavior will be sought. The energy release rate density

Y is the associated force with the damage variable

Y =
σ̃2
eqRν

2E
(15)

where Rν is the triaxiality function

Rν =
2

3
(1 + ν) + 3 (1− 2ν)

(
σH
σeq

)2

(16)

and σH = σkk/3 the hydrostatic stress, σ̃eq = σeq/(1−D).

5. FEMU results

5.1. Elastic parameters

The aim of the present subsection is to identify Young's modulus and

Poisson's ratio in a single identi�cation procedure. The FEMU-UF variant

is chosen. Before performing the identi�cation the measurement uncertainty

was estimated on 10 images acquired when the specimen was mounted and

without loading. The standard displacement resolution is equal to 0.004 pixel

and the corresponding load resolution γF is equal to 5 N.

The identi�cation was performed on the �rst 929 images that correspond

to the �rst two loading cycles. The initial parameters for the FEMU-UF
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analysis are given in Table 1. The reference value for the Young's modulus

was taken from a standard curve �tting on the linear part of the monotonic

curve. The initial value of Poisson's ratio was chosen to be equal to 0.33.

The identi�ed Young's modulus via FEMU-UF (Table 1) changes slightly in

Table 1: Initial and identi�ed elastic parameters for cyclic uniaxial tension

Parameter E ν χu χF

(GPa)

Reference\ 156 0.33 2.22 60

FEMU-UF 158±1 0.28±0.00 2.19 50
\: identi�ed from a monotonic test [35]

comparison with the initial value. This is mainly causing a decrease of χF

while a small decrease of χu is induced by the identi�ed Poisson's ratio, which

corresponds to the value measured with the strain gauge data [35]. The fact

that the force residual is still high is presumably due to the fact that measured

kinematic boundary conditions induce an additional contribution [37], which

is neglected in the present case.

It is worth noting that the identi�ed parameters have their uncertainties

evaluated by propagating the displacement and load uncertainties to the ma-

terial parameters [8]. Consequently, the identi�ed parameters are reported

with the corresponding ± standard uncertainty due to the previously men-

tioned uncertainties. In the present case, the uncertainties associated with

both elastic parameters are very small thanks to the coupling of kinematic

and static data in the minimization procedure.
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5.2. Ludwik's parameters

The identi�cation of Ludwik's parameters was performed on all acquired

images (i.e., 5,520 pictures). The �rst calculation of the FEMU-UF analysis

yielded high levels of normalized force residuals (i.e., χF = 350) in com-

parison with the elastic case (Table 1). The reference plastic parameters

(i.e., obtained from a monotonic test [35]) do not describe in a reliable way

the cyclic loading history (Figure 5), which is to be expected from an isotropic

hardening model.

The identi�ed values of the sought parameters (σy, K and n) given in

Table 2 decrease χu and χF . Figure 5 shows the comparison of the measured

force and calculated sum of reaction forces for both sets of parameters. It

is observed that the yield stress decreases by almost 30 %, which requires

parameters K and n to change as well. The uncertainties on the identi�ed

parameters remain very small and of the same order of magnitude as what

was observed for the elastic parameters.

For comparison purposes the elastic (see Table 1) and elastoplastic anal-

yses can be studied. When the whole experiment (i.e., 5,520 images) is

analyzed χu = 37 while for the elastic identi�cation (950 images) χu = 2.2.

The fact that lower levels of χu are obtained when compared with the elasto-

plastic analysis indicates a model error. The same trend is observed for the

load residuals.

Figure 5 shows that higher levels of χF are due to a model error. The

sti�ness of the specimen is too high after the second cycle since the sum

of reaction forces does not stop at 0 N upon unloading. This leads to the

hypothesis that damage may occur very early on. Before discussing this
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Table 2: Identi�ed Ludwik's parameters via FEMU-UF

Parameter σy K n χu χF

(MPa) (MPa)

Reference\ 289 1260 0.62 40 350

FEMU-UF 207±2 1300±15 0.44±0.005 37 240
\: identi�ed from a monotonic test [35]

phenomenon, let us �rst analyze the experiment with a kinematic hardening

model.

5.3. Armstrong-Frederick's parameters

The identi�cation of Armstrong-Frederick's nonlinear kinematic harden-

ing law was performed over the whole cyclic experiment. The reference pa-

rameters were also taken from the monotonic test (Table 3). The sought

Armstrong-Frederick parameters for the cyclic loading history take di�erent

values than those obtained in monotonic loading. Figure 6 illustrates the

di�erent load levels reached. The initial parameters better describe the un-

loading parts of the history, while the identi�ed parameters better capture

the various �uctuations of the loading path.

The parameters identi�ed for a cyclic loading history yield a signi�cantly

lower value of χF with respect to the parameters describing the monotonic

test. Further, when the same test is identi�ed they lead to lower residuals

than Ludwik's law (Table 2). The fact that the loading cycles are not fully

captured may be due to damage. This hypothesis will be checked in the

following section. The uncertainties on the identi�ed parameters are still

very small in the present case.
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Figure 5: (a) Comparison of measured force and sum of reaction forces computed with ini-

tial and identi�ed material parameters for Ludwik's law. (b) Di�erence between measured

and predicted load levels for the initial and optimized elastic parameters
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Figure 6: (a) Comparison of measured force and sum of reaction forces computed with the

initial and identi�ed parameters for Armstrong-Frederick's constitutive law. (b) Di�erence

between measured and predicted load levels for the initial and optimized parameters
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Table 3: Identi�ed Armstrong-Frederick's parameters with the FEMU-UF variant

Parameter σy C γ χu χF

(MPa) (GPa)

Reference\ 289 10 45 35 400

FEMU-UF 222±0.3 27±0.1 106±0.5 36 180
\: identi�ed from monotonic test [35]

5.4. Lemaitre's damage parameters

Without including damage phenomena in the identi�cation procedure of

Ludwik's model it is not possible to describe the cyclic behavior in a reliable

way. Since damage represents the progressive material deterioration, it can

be de�ned in terms of relative reduction of the net section of a representative

volume element (RVE). With the additional assumption of isotropic damage,

the damage tensor is reduced to a scalar D for which a practical de�nition

is given by [36]

D = 1− Ẽ

E0

(17)

where E0 and Ẽ are Young's moduli of the undamaged and damaged material.

To identify the nonlinear behavior from a cyclic experiment isotropic

hardening Ludwik's law is coupled with Lemaitre's damage model in a single

UMAT routine. Since FE calculations considering damage are time consum-

ing the identi�cation will �rst be carried out on one element. The identi�ed

parameters will give closer initial guesses for the complete FE model.
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5.4.1. Results on one element

One cube element with unitary size is used to obtain a �rst evaluation

of the damage parameters. Two boundary conditions are prescribed on the

simple model. First, the bottom surface is motionless in the loading direction,

while on the upper surface the displacement is prescribed in the vertical

direction. The prescribed displacement corresponds to measured axial strains

(Figure 7(a)) with the DIC gauge (Figure 3). The identi�cation procedure

consists of minimizing the load di�erence from the cyclic stress-strain data

(Figure 7(b)), which corresponds to FEMU-F.
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Figure 7: (a) Strain history in longitudinal (i.e., axial) and transverse directions.

(b) Stress/strain curve for the cyclic uniaxial test

The sought parameters describing isotropic hardening are extended with

the two damage parameters (S and s) of Lemaitre's law (Equation (14)).

Except the two parameters it is necessary to de�ne an equivalent plastic strain

threshold (i.e., pth at which damage starts to grow). To have access to the
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latter, the change of Young's modulus for each loading/unloading cycle was

studied (Figure 8). An early loss of sti�ness is detected. Hence, pth is set to

0. Apart from setting the plastic strain threshold, it is mandatory to provide

a limit de�ning microcrack initiation (i.e., D > Dcr). Since Dcr was di�cult

to identify, an arbitrary value of 0.3 was chosen from the literature [38].
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Figure 8: Change of Young's modulus with cumulative plastic strain

The FEMU-F procedure aims to identify/validate six parameters (E, σy,

K, n, S and s). Initial values of the sought parameters are shown in Table 4.

The reference elastoplastic parameters are chosen from the monotonic test

while the damage parameters were arbitrarily chosen from the literature [38].

During the �rst few identi�cation calculations it was noted that it is not

possible to identify both damage parameters at the same time. Hence, the

�rst iterations consisted of the identi�cation of all the parameters except the

damage exponent s, and the second one just focused on s. This approach

successfully identi�ed the sought parameters (see Table 4).

The biggest change of identi�ed elastoplastic parameters was the hard-
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Table 4: Identi�ed elastoplastic and damage parameters on one element via FEMU-F

Parameter E σy K n S s χF

(GPa) (MPa) (MPa) (MPa)

Reference\ 157.6 207 1257 0.62 0.5 1.5 540

FEMU-F 158.3±0.3 242±1 2880±39 0.61±0.005 0.25±0.02 1.2±0.1 180

\: (E, σy, K, n) identi�ed from monotonic test [35] and (S, s) obtained

from the literature [38]

ening modulus (57 %) and yield stress (20 %) while Young's modulus and

hardening exponent hardly changed. The damage parameters also decreased

(S by 50 % and s by 25 %). Figure 9 shows the comparison of the measured

load levels and sum of reaction forces for the initial and identi�ed parameters.

The decrease of χF is observed in Table 4, which results in a better agreement

with the measured load levels obtained with the identi�ed parameters.

5.4.2. Results for FE model

The same identi�cation procedure as in the previous evaluation was ap-

plied to determine the sought parameters on the complete FE model of the

test. The initial parameters are those obtained from the previous identi�ca-

tion procedure (Table 5) and the identi�ed results slightly di�er from those

obtained on one element. The uncertainties on the identi�ed parameters are

higher when compared to the results of Section 5.2 for the same harden-

ing postulate. For the two damage parameters the coe�cient of variation

(i.e., the ratio of the standard uncertainty to the mean value) is one order of
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Figure 9: (a) Comparison of the measured load and sum of reaction forces computed with

the initial and identi�ed material parameters of an elastoplastic law coupled with damage

for one element. (b) Di�erence between measured and predicted load levels for the initial

and optimized parameters
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magnitude higher than that of the elastoplastic parameters, which is an addi-

tional proof that the identi�cation of the damage parameters is very delicate.

Table 5: Identi�ed elastoplastic and damage parameters with an FE model

Parameter E σy K n S s χu χF

(GPa) (MPa) (MPa) (MPa)

Reference\ 158.3 242 2880 0.61 0.25 1.2 35 150

FEMU-UF 157.9±0.4 234±1 2530±56 0.59±0.005 0.26±0.03 1.2±0.1 34 90
\: analysis of Section 5.4.1

Figure 10 shows a good agreement between the sum of reaction forces

extracted from the displacement prescribed boundaries with the measured

load (in comparison with the previous case shown in Figure 5). Both com-

ponents of the total residual decrease in comparison with the elastoplastic

case (Table 2). Hence, the coupled elastoplastic and damage model describes

in a better way the cyclic experiment. Similarly, the present identi�cation

out-performs that with kinematic hardening since the latter leads to load

residuals 1.4 times higher than the former.

5.5. Discussion

Three di�erent constitutive postulates have been tested herein. They

could be ranked thanks to the weighted displacement and load residuals χu

and χF (Table 6). The displacement residual remains high in comparison

to the elastic case (Table 1). Conversely, the load residual for the damage
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Figure 10: (a) Comparison of measured force and sum of reaction forces computed with

the initial and identi�ed parameters of the elastoplastic and damage law. (b) Di�erence

between measured and predicted load levels for the initial and optimized parameters
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model is less than two times that obtained for an elastic case. This result

further validates this model in comparison with the other two elastoplastic

postulates.

Table 6: Identi�cation residuals for the three analyzed models

Model Ludwik Armstrong & Frederick Lemaitre

χu 37 36 34

χF 240 180 90

χσ 230 180 130

The comparison can be further extended by using the longitudinal strain

measurements and the mean longitudinal stress inferred from the load mea-

surements. These data constitute the reference that is compared with the

prediction of the three models when applied to the same volume element as

in Section 5.4.1. Figure 11(a) shows the corresponding stress strain curves.

From the stress di�erences shown in Figure 11(b) it can be concluded that

the best prediction is obtained with the damage model coupled with isotropic

hardening.

In quantitative terms, the RMS stress di�erence when normalized by the

corresponding standard stress resolution de�nes χσ. Table 6 shows that the

order of magnitude of χσ and χF are similar. However, for the damage model,

the FEMU-UF procedure leads to static residuals that are notably lower than

those that would be obtained by a procedure assuming that the test is pure

tension.
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Figure 11: Comparison between the uniaxial stress/strain response of the three identi�ed

models and the reference obtained with strain gauge and load cell data. (b) Di�erence

between measured and predicted stresses by the three studied models
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6. Detection of damage micromechanisms via X-ray tomography

In the previous sections cast iron was studied at the macroscopic level

without any access to phenomena appearing within its heterogeneous mi-

crostructure. In this section a cyclic uniaxial experiment carried out in an

X-ray tomograph is presented. The aim is to analyze from the displacement

and residual �elds given by volumetric correlation the interaction of the fer-

ritic matrix and the graphite nodules under tensile loading. In particular,

the development of damage will be discussed.

To measure displacements of a 3D reconstructed volume it is possible

to resort to local or global DVC. Local DVC consists of correlating small

volumes of interest [41, 42, 43] as in 2D local DIC [29]. In the following a

global and regularized scheme [40] will be considered. Gray level correlation

residuals (see Equation (3)) will be used to detect damage. The sought

displacement �eld will be decomposed onto a basis of continuous functions

using 8-noded cubes with trilinear shape fonctions as proposed in classical

�nite element methods.

6.1. Experimental procedure

The X-ray microtomographic experiment is performed using the X50+

system (North Star Imaging, see Figure 12(a)) of LMT. A uniaxial speci-

men of the investigated SG cast iron is loaded in situ in a testing machine

(Figure 12(b)). The custom made uniaxial device is placed on the turn table

(while scanning the sample it is rotated 360 ◦ along its vertical axis). The

gripped specimen is placed inside the composite carbon tube whose purpose

is to transmit the load and hold the load cell above the sample. The specimen
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is loaded from 200 up to 750 N in twelve incremental loading and unloading

steps (Figure 13). To estimate the standard displacement resolution the �rst

two scans were taken at equal load level (F = 200 N).

(a) (b)

Figure 12: X50+ computed tomography system (a) and corresponding custom made uni-

axial tensile machine for in situ experiments (b)

The dog-bone specimen is electrodischarge machined from a 1.6-mm thick

plate. To ensure that the specimen will break in the ligament area and not in

the grips the central part is thinned with a radius of 20 mm (Figure 14(a)).

The ligament is 9-mm high, while the smallest cross-section of the sample is

1.6× 1 mm2. Each tomographic scan was initially acquired with a de�nition

of 1280×1860 pixels. The physical voxel size is 6.4 µm, and the reconstructed

volume is encoded with 8-bit deep gray levels. In those 3D images, a region

of interest is de�ned in which the displacement �eld will be measured. The

size of the ROI was adjusted to the sample geometry (Figure 14(a)) focusing

on the thinned part of the sample corresponding to an image size of 160 ×

196× 608 voxels.
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Figure 13: Loading history for the in situ experiment

(a) (b)

Figure 14: (a) Dog-bone sample used for tomography. The red zone inside the sample

denotes the investigated ROI (160 × 196 × 608 voxels). (b) Reference gray level ROI

(F = 200 N)
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6.2. Uncertainty analysis

Before studying the displacement �eld between two scans, it is important

to evaluate the level of uncertainty attached to the natural texture of the

image. Figure 14(b) shows the ROI of the reference scan used for DVC

analyses. Two volumes acquired with the same load level (F = 200 N) are

correlated to evaluate the standard displacement resolution. Even though a

�ne contrast was found between the ferritic matrix and the graphite nodules,

a large size of nodules is noted in comparison with previous studies [44, 45].

Since the investigated cast iron has a coarse microstructure it is necessary

to make a compromise between the spatial and displacement resolutions.

The only di�culty is to be able to capture the displacement without being

trapped in secondary minima of the objective function. Two DVC algorithms

(i.e., C8-DVC [39] and RC8-DVC [40]) are used to evaluate the measurement

uncertainty.

First, C8-DVC was used. The smallest possible element size ` was 32 vox-

els. With smaller elements convergence was not reached. Bigger elements

(i.e., 64 voxels) were also useless since the ROI width in the x direction

is 160 voxels. Regularized C8-DVC was also used with 16-voxel elements.

The initial regularization length `m was chosen to be 64 voxels in the three

directions. During the relaxation process [46] `m is decreased by 16-voxel

increments in every new computation. When the regularization length was

smaller than 16 voxels the algorithm could not converge since regularization

has no signi�cant impact if `m is less than the element size `.

Figure 15 shows the standard displacement resolution when C8 and RC8-

DVC are used to measure displacement �uctuations. When `m = 64 voxels is
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used a signi�cant gap is noted when compared to classical C8-DVC. However,

the relaxation of the regularization length increases the displacement resolu-

tion (i.e., the larger the regularization length, the smaller the displacement

resolution). It is important to stress that the computation with 16-voxel

elements converged even when `m = 16 voxels was used.

6.3. Analysis of the results

Several results are presented from RC8 analyses when `m = 32 voxels.

The correlation was performed between the undeformed volume (scan 0) and

deformed ones (scans 00-11). First, the displacement �elds of the volumes

corresponding to scan 05 (i.e., 560 N) and the last loading scan 11 (i.e., 750

N) are studied, which show di�erent distributions in the volume. Studying

the displacement in the x-direction of scan 05 the contraction due to the

Poisson's ratio is observed (Figure 16(a)). The displacement �elds in y and

z-directions (Figure 16(c,e)) show that the sample was not loaded in pure

tension. Additional rotations occur due to the gripping system of the test-

ing machine. It is necessary to emphasize that no localization is observed

on the displacement �elds. However, the measured displacement �elds for

scan 11 show localized phenomena. Displacements in x and y-directions

(Figure 16(b,d)) show the presence of a macrocrack between z = 500 and

600 voxels in the longitudinal direction. Virtually the same levels of stan-

dard displacement resolution (i.e., σx = σy = σz = 0.03 voxel) were reported

for the three directions in Figure 15. The measured displacement �uctua-

tions reported for the two loading levels (Figure 16) are much higher when

compared with the measurement resolution. It is concluded that the reported

displacement �elds are trustworthy.
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Figure 15: Standard displacement resolution with C8 and RC8-DVC for di�erent regular-

ization lengths `m (RC8-DVC) or element size ` (C8-DVC, circle). 16-voxel elements are

used in RC8-DVC analyses
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(a) (b)

(c) (d)

(e) (f)

Figure 16: Measured displacement �elds (expressed in voxels, 1 voxel↔ 6.4 µm) in (a) &

(b) x, (b) & (c) y and (c) & (d) z-directions corresponding to load levels 560 N (left) and

750 N (right)
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Von Mises' equivalent strain �elds are shown in Figure 17(a,b). When the

sample was loaded at 560 N (Figure 17(a)) two critical locations are detected,

namely, one in the lower part (i.e., z = 200 voxels) and another one in the

upper part (i.e., z = 440 voxels) of the ROI. For the load level corresponding

to 760 N (Figure 17(b)) localization becomes dominant. Plotting the gray

level residuals a damage mechanism is revealed in Figure 17(c,d). Observ-

ing the reference volume (Figure 14(b)) higher residual values are observed

around the nodules. This phenomenon is caused by debonding between the

matrix and the nodules. In the last step of loading the residuals show the

macrocrack path that was caused by the localization of the displacement and

strain �elds.

In the sequel, the 12 volumes will be considered. The gray level residual

maps (Figure 18) corresponding to the section normal to the y-axis ϕc(x, y =

30 voxels, z) are chosen. The dynamic range of the residuals is selected so

that an increase of �uctuations can be captured. Debonding between the

matrix and the nodules is detected in the very early stages (i.e., even for scan

01). There is an increase of residuals as the loading levels become higher.

Segmentation of the SG cast iron constituents even at the �rst loading level

de�nes the damage micromechanism. This fact explains the loss of sti�ness

observed in the cyclic tensile experiment (see Figure 8).

From the SEM analysis of the broken sample (Figure 19) brittle damage

is also recognized. Two brittle fracture mechanisms are found. First, trans-

granular damage is observed in the green window. Second, cleavage fracture

is detected (in the red window of Figure 19).
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(a) (b)

(c) (d)

Figure 17: Von Mises' equivalent strain �elds (a) & (b), and gray level residual �elds (c)

& (d) for load levels 560 N (left) and 750 N (right)
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Figure 18: Gray level residual maps corresponding to the plane normal to the y-axis for

the 12 scans
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Figure 19: SEM analysis of the broken tomographic sample
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7. Conclusions and perspectives

The goal of this study was to identify elastic and nonlinear properties

(i.e., isotropic and kinematic hardening) for a cyclic and uniaxial load history.

The identi�cation was performed via FEMU. Since global (FE-)DIC was

used to measure displacement �elds FE simulations were run in the same

FE framework (i.e., the measured displacement �eld is obtained at the same

nodes as the simulated displacement �eld [3]). The weighted FEMU-UF

variant was used to minimize the total cost function comparing the measured

and calculated displacement �elds and static (load) information with sum of

the reaction forces.

In the present work the two elastic parameters were �rst optimized in

one identi�cation procedure. The Poisson's ratio could be identi�ed with

FEMU-U and FEMU-UF variants [35]. However, the change of Young's

modulus does not impact the displacement �eld in elasticity so only FEMU-

UF and FEMU-F could identify it. Consequently, the FEMU-UF variant is

chosen. A good agreement was found for elastic parameters identi�ed in a

conventional way and via FEMU procedures.

Second, the identi�cation of isotropic (Ludwik's law) and kinematic

(Armstrong-Frederick's model) hardening postulates was performed. Initial

(i.e., reference) input parameters were obtained with via standard curve �t-

ting of the monotonic uniaxial response. The identi�ed parameters with

the proposed identi�cation procedure yielded di�erent residual levels for the

cyclic loading history. When only the elastoplastic behavior is considered

higher values of force residuals are reported. The reason why the cyclic

loading regime cannot be described in a reliable way lies in modeling errors
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since Ludwik/Armstrong-Frederick's laws do not account for damage. When

a coupled elastoplastic and damage law (i.e., Ludwik's isotropic hardening

and Lemaitre's damage model) is considered the force residuals are the low-

est. The latter is the best of the three models in the present case.

By measuring the displacement �elds at a macroscale it was detected

that the investigated SG cast iron has a low elongation to failure. When

identifying the elastoplastic material response early damage initiation was

observed. From the latter the micromechanism could not be distinguished.

Hence, a cyclic experiment was carried out in an X-ray tomograph. The

correlation residuals revealed that debonding between the matrix and the

nodules occurs at the �rst analyzed loading step. It is worth noting that

this experiment was used herein to reveal the damage micromechanisms. It

may also be used to identify or validate plastic and damage models at the

microscale.

The next part of the present study will consist of assessing elastoplastic

parameters from biaxial experiments where three di�erent loading histories

have been applied to the same material [47]. The parameters determined

herein will therefore be initial guesses for the same type of updating proce-

dure. It will therefore be possible to probe the predictive capacity of the

elastoplastic models studied herein for more complex loadings and specimen

geometry.
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