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The present work investigates the local modal and non-modal stability of round jets for varying aspect ratios $\alpha = R/\theta$, where $R$ is the jet radius and $\theta$ the shear layer momentum thickness, for Reynolds numbers ranging from 10 to 10 000. The competition between axisymmetric (azimuthal wavenumber $m = 0$) and helical ($m = 1$) perturbations depending on the aspect ratio, $\alpha$, is quantified at different time horizons. Three different techniques have been used, namely, a classical temporal stability analysis in order to characterize the unstable modes of the jet; an optimal excitation analysis, based on the resolution of the adjoint problem, to quantify the potential for non-modal perturbation dynamics; and finally an optimal perturbation analysis, focused on the very short time transient dynamics, to complement the adjoint-based study. Besides providing with the determination of the critical aspect ratio below which the most unstable perturbations switch from $m = 0$ to $m = 1$ depending on the Reynolds number, the study shows that perturbations can undergo a rapid transient growth. It is found that helical perturbations always experience the highest transient growth, although for large values of aspect ratio, this transient domination can be overcome by the eventual emergence of axisymmetric perturbation when more exponentially unstable. Furthermore, the adjoint mode, which excites optimally the most unstable mode of the flow, is found to coincide with the optimal perturbation even for short time horizons, and to drive the transient dynamics for finite times. Therefore, the adjoint-based analysis is found to characterize adequately the transient dynamics of jets, showing that a mechanism equivalent to the Orr one takes place for moderate to small wavelengths. However, in the long wavelength limit, a specific mechanism is found to shift the jet as a whole in a way that resembles the classical lift-up effect active in wall shear flows.

I. INTRODUCTION

The study of round jet stability has been carried out by many authors in the past.1–7 In particular, it has been shown that the selection of the azimuthal symmetry of the most unstable modes depends on the details of the base flow velocity profile. For inviscid flows, it has been analytically determined that fully developed jet profiles,1 characterized by low aspect ratios $\alpha = R/\theta$, where $R$ is the jet radius and $\theta$ stands for the shear layer momentum thickness, are only unstable to helical perturbations (azimuthal wavenumber $m = 1$). On the other hand, when the base flow has a steep velocity gradient,2 in the shape of a “top-hat” profile, the range of unstable azimuthal wavenumbers is large,3 and includes axisymmetric perturbations $m = 0$, which become the most
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unstable for vanishing shear layer thickness. It has been found that perturbations with higher azimuthal wavenumbers \( m \geq 2 \) are always more stable than axisymmetric or helical perturbations. Similar instability properties have been shown for fully developed and top-hat jets when considering viscous flows, although growth rates are smaller for low Reynolds numbers due to the stabilizing effect of viscosity.

The two extreme cases of fully developed and top-hat profiles show that the stability of round jets is characterized by a transition in the azimuthal symmetry of the most unstable azimuthal mode, between \( m = 1 \) and \( m = 0 \) when the velocity profile stiffens. This competition between azimuthal modes has been partially studied in temporal stability analyses, though the transition has never been quantitatively identified. In this context, it should be noted that a spatiotemporal inviscid analysis was performed by Coenen et al. for light jets. This study found important differences in the properties of dominant azimuthal modes of instability when the length of the nozzle from where the jet emerges (a parameter characterizing the jet profile) and the jet-to-ambient density ratio are modified. However, in order to complete our quantitative knowledge of homogeneous round jets instability, a parametric study on the temporal behavior of azimuthal perturbations is therefore needed, with a focus on the influence of the steepness of the jet velocity profile.

The stability of round jets can be analyzed through different techniques of investigation. The classical temporal stability approach predicts the asymptotic long-time behavior of modal perturbations that grow or decay exponentially. But it fails to capture the short-time flow response to disturbances and the potential transient growth of perturbations which might eventually trigger a by-pass transition if the growing disturbances enter the non-linear regime. The possibility of transient growth is correlated with the non-normality of the linearized Navier-Stokes operator, as shown in the case of wall shear flows or vortex flows, for instance. The study of the transient dynamics of perturbations therefore involves specific, non-modal analyses and a global discussion of the results obtained by the modal and non-modal analyses is necessary to describe consistently the stability properties of a given flow. Different physical mechanisms are involved in the transient growth phenomenon in shear flows. One is the Orr mechanism, which corresponds to the reorientation of two-dimensional vortical structures initially inclined against the shear that inject energy by rearranging along it. Another transient growth mechanism is the lift-up effect, which consists in the development of intense streamwise velocity streaks due to the reorganization of the flow by streamwise counter-rotating vortices. A recent work on spatially developing incompressible jets has found that the largest transient energy gains were due to helical perturbations, leading the authors to suggest that a type of lift-up mechanism could be involved. A similar conjecture has been made for round viscous jets, based on the amplification of the streamwise velocity component of the jet. By contrast, results on the optimal forcing of jets suggest the contribution of an Orr-type mechanism to the perturbations growth. In that general context, the lack of firm evidence of both the lift-up and Orr mechanisms in round jets is a strong motivation for a detailed investigation of the non-modal stability of round jets. More precisely, in addition to the clarification on the relevant growth mechanisms, the analysis of the optimal perturbations that benefit from the transient growth could reveal important differences on how axisymmetric or helical disturbances eventually dominate the flow evolution, depending on the characteristics of the jet velocity profile.

The present paper aims at revisiting the local stability of parallel round jets, with an emphasis on the influence of the jet velocity profile on the competition between the axisymmetric \((m = 0)\) and helical \((m = 1)\) perturbations, in a both modal and non-modal framework. This study can be considered as a first attempt to characterize the kind of structures that would be eventually promoted when the profile varies continuously in a downstream evolution of the jet from the nozzle. First, the classical (modal) temporal stability analysis of round jets is complemented by a parametric study that allows to determine the critical value of \( \alpha \) above which the structure of the most unstable mode switches from axisymmetry \((m = 0)\) to helical \((m = 1)\) azimuthal symmetry, for different Reynolds numbers. This part of the study is used as a reference and compared later to results obtained by means of non-modal stability techniques, namely, optimal excitation and optimal perturbation analyses. These analyses will allow to quantify how the non-normality of the linearized Navier-Stokes operator can foster transient energy growth, and to identify the perturbations that benefit the most from this phenomenon, depending on the aspect ratio. The competition between axisymmetric and
helical disturbances, for a wide range of parameters, will therefore be discussed in the light of both modal and non-modal perturbation dynamics, and the underlying growth mechanisms will be presented.

The paper is organized as follows: the problem formulation and technical aspects are presented in Sec. II. Results are presented in Sec. III, with a quantification of the competition between the unstable azimuthal modes through a modal stability analysis (Sec. III A), followed by results of optimal excitation and optimal perturbation analyses (Secs. III B and III C, respectively) for both \( m = 0 \) and \( m = 1 \) azimuthal wavenumbers. The transient growth mechanisms are discussed in Sec. III D. The paper ends with the conclusions and perspectives in Sec. IV.

II. PROBLEM FORMULATION AND TECHNICAL BACKGROUND

A. Base flow

The base flow consists of an axisymmetric parallel jet whose velocity components and pressure can be expressed in cylindrical coordinates \((r, \phi, z)\) as \( U = U(r) \hat{e}_r \) and \( P = P(r) \). In the present study, the physical quantities are nondimensionalized by the jet radius \( R \) and the jet centerline velocity \( U_j \), as the characteristic length and velocity. This choice defines the Reynolds number \( Re = U_j R / \nu \), where \( \nu \) is the kinematic viscosity of the fluid, as one of the two dimensionless control parameters of the flow. The other control parameter is the aspect ratio, \( \alpha = R / \theta \), defined by the ratio between the jet radius \( R \) and the shear layer momentum thickness \( \theta \), where, in dimensional variables \( \tilde{r} \) and \( \tilde{U} \),

\[
\theta = \int_0^\infty \left[ 1 - \frac{\tilde{U}(\tilde{r})/U_j}{\tilde{U}(\tilde{r})/U_j} \right] d\tilde{r}.
\]

The velocity profile is chosen as (Fig. 1)

\[
U(r) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{\alpha}{4} \left( \frac{1}{r} - r \right) \right) \right].
\]

The dimensionless base flow determined by Eq. (2) corresponds to the family of velocity profiles also used by Michalke. The shear layer becomes steeper as the aspect ratio \( \alpha \) increases, leading to higher peaks of azimuthal vorticity \( \xi_\phi = -dU(r)/dr \), as shown in Fig. 1(b). These velocity profiles will be considered as steady base flows, so that the local stability analysis can be performed under the classical assumption of a frozen parallel flow.

B. Linearized problem

The linear stability analysis considers the evolution of infinitesimal perturbations of the base flow, with velocity \( u' = (u'_r, u'_\phi, u'_z) \) and pressure \( p' \). The system invariance with respect to the azimuthal and axial directions allows a classical spatial Fourier decomposition to be adopted,
\( (u', p') = [u(r, t), p(r, t)] \exp[(im\phi + k z)] + c.c., \) where \( u = (u_r, u_\phi, u_z) \) and \( p \) correspond, respectively, to the velocity and pressure amplitudes, \( m \) (integer) is the azimuthal wavenumber, \( k \) (real) is the axial wavenumber, and c.c. denotes the complex conjugate.

Expressing \( u \) and \( p \) as functions of \( u_\phi \) and \( u_r \), the linearized incompressible Navier-Stokes equations can be written in terms of the compact variable \( v = (u_r, u_\phi)^T \) as follows:

\[
F(v) = L \frac{\partial v}{\partial t} + Cv - \frac{1}{Re} Dv = 0, \tag{3}
\]

with \( L, C, \) and \( D \) linear operator matrices defined in Appendix A, where the partial derivatives \( \partial / \partial \phi \) and \( \partial / \partial z \) have been substituted by \( im \) and \( ik \), respectively. The problem formulation is closed with the appropriate boundary conditions for the perturbations, namely, regularity at the origin and decay at infinity.

C. Modal stability analysis

The initial value problem defined by Eq. (3) can be tackled differently depending on the choice for the time horizon of the perturbation evolution. The classical linear stability approach assumes an asymptotic time behavior of the perturbations by considering long-time solutions in the form \( v(r, t) = \mathcal{V}(r) \exp(-i\omega t) \), corresponding to modes of complex frequency \( \omega \). The real part \( \omega_r = \Re(\omega) \) is the mode angular frequency and the imaginary part \( \omega_i = \Im(\omega) \) is the perturbation growth \( (\omega_i > 0) \) or decay \( (\omega_i < 0) \) rate. This exponential time dependence leads to the following generalized eigenvalue problem:

\[
\left[ C - \frac{1}{Re} D \right] \hat{\mathcal{V}} = -i\omega L \hat{\mathcal{V}}, \tag{4}
\]

where \( \omega \) is the eigenvalue. The solution of Eq. (4) will provide the asymptotic modal stability properties of the flow at large time horizon.

D. Non-modal stability analyses

A complementary approach is to look for optimal perturbations, i.e., the initial conditions that maximize the gain of energy at a given time horizon \( t = \tau \), where the gain is defined as the ratio between the perturbation kinetic energy at the final time \( \tau \) and that at initial time \( t = 0 \),

\[
G(\tau) = \frac{E(\tau)}{E(0)}, \tag{5}
\]

with

\[
E(t) = \frac{1}{2} \int_0^\infty \left( |\hat{u}_r(r, t)|^2 + |\hat{u}_\phi(r, t)|^2 + |\hat{u}_z(r, t)|^2 \right) r \, dr. \tag{6}
\]

1. Adjoint system and optimal excitation

In the context of optimal perturbation analysis, it is useful to introduce the adjoint system of the linearized Navier-Stokes operator of Eq. (3). The Lagrange identity\(^{22}\) can be used to derive the adjoint system in the compact form as

\[
F^*(a) = -L \frac{\partial a}{\partial t} + C^* a - \frac{1}{Re} D a = 0, \tag{7}
\]

where \( a = (a_r, a_\phi)^T \) are the so-called adjoint perturbations. Here, \( C^* \) represents the adjoint operator of \( C \), and \( L \) and \( D \) are the operators already defined in the direct system (Eq. (3)).

The adjoint initial value problem can be solved as previously, by considering solutions in the form \( \mathbf{a}(r, \phi, z, t) = \hat{a}(r) \exp[im\phi + kz - \omega^* t] \). This leads to a generalized eigenvalue problem similar to that defined in Eq. (4). The relation between the eigenmodes \( \hat{a} \) of the adjoint problem and the eigenmodes \( \hat{\mathcal{V}} \) of the direct problem, and their growth rates, can be found by using the
biorthogonality condition.\textsuperscript{22} For a given set of $k$ and $m$ wavenumbers, a direct mode $\hat{v}$ of complex frequency $\omega$ is associated to the adjoint mode $\hat{a}$ of complex frequency $\omega^* = \omega^*$, which is the complex conjugate of $\omega$.

It has been shown that the optimal initial condition for large time horizons $\tau \to \infty$, for two-dimensional instabilities governed by the Orr-Sommerfeld equation, is the adjoint mode of the most unstable mode of the flow.\textsuperscript{23} This result has been later generalized for the linearized Navier-Stokes equations, using a two-dimensional base flow and a three-dimensional perturbation.\textsuperscript{24}

Therefore, this specific initial condition can be interpreted as the optimal excitation of the most unstable mode, which eventually emerges after a transient with an extra gain that can be quantified at large times by

$$\eta(t) = \frac{G_{op}(t)}{G_{mu}(t)} \approx \frac{G^*(t)}{e^{2\omega_1 t}} \geq 1,$$

where $G_{mu}(t)$ and $G_{op}(t)$ are the energy gains when the initial condition corresponds to the most unstable mode, or the optimal perturbation at time horizon $t$, respectively, and $G^*(t)$ is the energy gain given by the time evolution of the initial optimal excitation, i.e., the adjoint mode of the most unstable mode, whose growth rate will be denoted $\omega_1$ hereafter. If the most unstable mode and its adjoint are, respectively, denoted by $\hat{v}_{\text{max}}$ and $\hat{a}_{\text{max}}$, the energy gain reached after a transient by the optimal excitation of the most unstable mode can be computed using the general expression derived by Ortiz and Chomaz\textsuperscript{24} for large time,

$$\ln G^*(t) = \ln \left[ \frac{1}{(\hat{v}_1, \hat{a}_1)^2} \right] + 2\omega_1 t,$$

where $\hat{v}_1 = \hat{v}_{\text{max}}/||\hat{v}_{\text{max}}||$ and $\hat{a}_1 = \hat{a}_{\text{max}}/||\hat{a}_{\text{max}}||$ corresponds to the normalized modes, and $(\hat{v}_1, \hat{a}_1)$ is the inner product defined as

$$(\hat{v}_1, \hat{a}_1) = \int_0^\infty \hat{v}_1^* \cdot \hat{a}_1 \, rdr + c.c.$$ \tag{10}

The second term on the right-hand side of Eq. (9) is associated with the energy gain at time $t$ of the most unstable mode, when directly injected at initial time $t = 0$, and the first term can be related to an extra gain due to transient growth when the initial perturbation consists of the adjoint mode. This leads to the following prediction for the extra gain for large time horizon, $t \to \infty$:

$$\eta_{\infty} = \frac{1}{(\hat{v}_1, \hat{a}_1)^2}.$$ \tag{11}

2. Optimal perturbation analysis

If the adjoint-based optimal excitation at large times is a measure of the potential for transient growth, it is also interesting to analyze the optimal perturbation that maximizes the energy gain at shorter time horizons. This optimization problem can be solved using the technique described by Corbett and Bottaro.\textsuperscript{25} The problem involves maximizing the energy gain, defined in Eq. (5), as a target function, constrained by the linearized Navier-Stokes equations and the associated boundary conditions, using the perturbation at initial time $t = 0$ as the control variable. Following Corbett and Bottaro,\textsuperscript{25} we introduce the Lagrangian functional

$$\mathcal{L}(v, v_0, a, c) = G(\tau) - \langle F(v), a \rangle - \langle H(v, v_0), c \rangle,$$ \tag{12}

where $a(r, t)$ and $c(r)$ are the adjoint (or co-state) variables that work as Lagrange multipliers. The last term imposes the initial condition, which must match the control condition, $H(v, v_0) = v(0) - v_0 = 0$. In Eq. (12), the term $\langle H(v, v_0), c \rangle$ represents the inner product of $H(v, v_0)$ and $c$ as defined earlier, and

$$\langle F(v), a \rangle = \int_0^T \int_0^\infty F(v)^* \cdot a \, r \, dr \, dt.$$ \tag{13}
The problem reduces to find the set of variables \((v, v_0, a, c)\) corresponding to a stationary Lagrangian functional, \(L\), by setting to zero the directional derivative with respect to an arbitrary variation in the set of variables. In the case of the state variable \(v\), the adjoint system expressed in Eq. (7) arises for the co-state variable, \(a\). Additionally, by setting to zero this derivative with respect to \(v\), both the transfer condition between direct and adjoint systems at \(t = \tau\),

\[
a(\tau) = \frac{2}{E_0} v(\tau),
\]

and the compatibility condition,

\[
c = L a(0),
\]

are obtained. Besides, the optimality condition can be derived by combining the result of the \(v_0\) derivative of \(L\),

\[
c = \frac{2}{E_0} E_t v_0,
\]

and Eq. (15),

\[
v_0 = \frac{1}{2} \frac{E_0^2}{E_t} a(0).
\]

On the other hand, the two remaining variations of \(L\), with respect to \(a\) and \(c\), recover the constraints \(F(v) = 0\) and \(H(v, v_0) = 0\), respectively. The strategy followed is an iterative algorithm that, starting from any initial condition, integrates the direct system first from \(t = 0\) to \(t = \tau\), followed by an integration of the adjoint system backwards in time, after applying the transfer condition Eq. (14). At that stage, the optimal condition Eq. (17) provides a new guess to iterate again. Convergence is generally achieved within 4 or 6 iterations.26

E. Numerical aspects

The numerical method used in this work is the same as that used by Antkowiak and Brancher13,26 to study the stability properties of a Lamb-Oseen vortex. The reader is referred to these papers and Antkowiak27 for the details, validation, and convergence issues. However, some numerical aspects along with convergence tests are briefly described in Appendix B. In order to accurately solve the direct and adjoint eigenvalue problems, a pseudospectral Chebyshev technique has been implemented.28 The radial coordinate is discretized as a mapping of the Gauss-Lobatto grid points, by applying an algebraic function29 to adjust the grid into a distribution of points along a semi-infinite domain. This grid and the differentiation matrices were computed with the DMSuite package written in MATLAB by Weideman and Reddy.30 In order to avoid the geometric singularity at the axis \(r = 0\) and to force the regularity of the solution in its neighborhood, the parity properties of functions with azimuthal dependence of the form \(\exp(im\phi)\) have been used, ensuring the smoothness of the solution near the axis.31

III. RESULTS AND DISCUSSION

A. Temporal modal stability analysis

Figures 2(a) and 2(b) display the growth rate of the most unstable modes of instability for each wavenumber \(k\) for \(m = 0\) and \(m = 1\), \(Re = 1000\), and two different aspect ratios (\(\alpha = 7\) and 14, respectively). For \(\alpha = 7\) (Fig. 2(a)), the helical mode \(m = 1\) has the largest growth rate, being the most unstable. However, for a larger aspect ratio, \(\alpha = 14\), the most unstable mode is axisymmetric as shown in Fig. 2(b). In fact, Fig. 2(c) displays the maximum growth rate \(\omega_{\text{max}}\) for both \(m = 0\) and \(m = 1\), where it can be observed that the unstable modes correspond to shear layer modes, and that both growth rates scale linearly with the aspect ratio in the limit of large \(\alpha\).7 For a given azimuthal wavenumber, \(k_{\text{max}}(m)\) is classically defined as the axial wavenumber associated to the
FIG. 2. Growth rates of the most unstable azimuthal modes at $m = 0$ (dashed curve) and $m = 1$ (solid curve) for aspect ratios $\alpha = 7$ (a) and $\alpha = 14$ (b) for a jet of $Re = 1000$. Evolution of the maximum growth rate $\omega_i^{\text{max}}$ with the aspect ratio, for $m = 0$ and $m = 1$ (c). Evolution of the wavenumbers of maximum growth rate $k_{\text{max}}$ and of the transition wavenumber $k_{tr}$ (d).

The stability curves of Figs. 2(a) and 2(b) show that the helical perturbations are always more unstable than the axisymmetric ones at low wavenumbers, below a critical wavenumber denoted by $k_{tr}$ on both figures. Reciprocally, the axisymmetric modes are found to be more unstable than the helical modes above $k_{tr}$. Figure 2(d) presents the evolution of this transition wavenumber $k_{tr}(\alpha)$ as a function of the aspect ratio $\alpha$. For low values of $\alpha$, $k_{tr}$ initially decreases with $\alpha$ until it reaches a constant value of about 2.2 for $\alpha > 10$ approximately, which is in contrast with the monotonous increase of the most unstable wavenumbers $k_{\text{max}}$ for both $m = 0$ and $m = 1$.

For very small aspect ratios $\alpha < 2$, the only unstable mode is the helical one. Above this threshold, the axisymmetric mode becomes unstable as well. More precisely, the bigger the aspect ratio, the more azimuthal modes become unstable (data not shown). This is true in the limit of high Reynolds numbers, and more generally, the number of azimuthal modes that become unstable with increasing aspect ratios depends on the Reynolds number. For instance, at $Re = 100$ and $\alpha = 20$, only $m = 0, 1, 2, \text{and 3}$ are found to be unstable while at $Re = 1000$, unstable azimuthal modes up to $m = 7$ are observed, indicating the stabilizing effect of viscosity for high azimuthal wavenumbers. This effect is also accompanied by a decrease in the growth rate of the unstable perturbations, although it does not have the same quantitative impact on both $m = 0$ and 1, which remains the two most unstable modes for all $Re$. 

largest growth rate, $\omega_i^{\text{max}}(m)$. As for the maximum growth rate, $k_{\text{max}}$ scales as the aspect ratio $\alpha$ for both azimuthal modes (Fig. 2(d)). Also note that the cut-off wavenumber $k_c(m)$ corresponding to the axial wavenumber at which the growth rate decreases to zero also scales as the aspect ratio $\alpha$, see Figs. 2(a) and 2(b).
There is a critical aspect ratio \( \alpha_{cr}(Re) \) between 7 and 14 above which the dominant azimuthal mode changes from \( m = 1 \) to \( m = 0 \) (i.e., above the curve, the flow will develop vortex rings (for the wide unstable range \( k > k_{tr} \))), as a consequence of the jet destabilization through the most unstable perturbation, which is axisymmetric in that case. On the other hand, if the pair (\( \alpha, Re \)) corresponds to the region dominated by \( m = 1 \) modes (i.e., below the curve), the flow is expected to develop mostly a helical structure (except for the narrow unstable range \( k_{tr} < k < k_c \)).

B. Optimal excitation

The potential for transient energy growth in perturbed round jets is illustrated in Fig. 4, which compares the time evolution of energy gain for different initial conditions for \( \alpha = 10 \) and \( Re = 1000 \), and azimuthal symmetry \( m = 0 \) (Fig. 4(a)) and \( m = 1 \) (Fig. 4(b)). In both cases, the wavenumber corresponds to \( k_{max} \), at which the respective modes reach their maximum growth rate, namely, \( k_{max} = 2.30 \) for \( m = 0 \) and \( k_{max} = 2.13 \) for \( m = 1 \). When the most unstable mode is injected as an initial condition (thin solid line), the time evolution of the energy gain follows exactly the prediction by modal stability analysis, given by \( G_{mu}(t) = \exp(2\omega_i t) \), with \( \omega_i > 0 \) being the growth rate of the mode. On the other hand, when the initial condition is the adjoint of the most unstable mode, the energy gain \( G^+(t) \) (thick solid line) undergoes a rapid initial growth before reaching an asymptotic exponential growth parallel to the growth of the direct mode, after \( t \approx 4 \) for \( m = 0 \) and \( t \approx 5 \) for \( m = 1 \) when the perturbation has eventually evolved into the most unstable mode. The growth of the adjoint mode is characterized by an extra gain compared to the growth of the direct mode when the latter is directly injected at initial time. This extra gain \( \eta(t) = G^+(t)/G_{mu}(t) \) reaches a factor 2 to 3 for \( m = 0 \) and \( m = 1 \), respectively, which is an evidence of transient energy growth mechanisms at play in round jets. It is also consistent with the role of the adjoint as the optimal excitation of the most unstable mode. For this specific case, the potential for transient growth is, therefore, more pronounced for helical optimal excitations than for axisymmetric ones. Note that the asymptotic extra gain at large time \( \eta_{\infty} \) corresponds exactly with the prediction of Ortiz and Chomaz given by Eq. (11).

The quantification of \( \eta_{\infty} \) for different axial wavenumbers and Reynolds numbers has been done through a parametric study, which compares the asymptotic extra gains for different azimuthal wavenumbers, in order to complement the modal stability analysis and to quantify the influence...
of viscosity, aspect ratio, and axial wavenumber. Figure 5 displays the extra gain, $\eta_{\infty}$, in the range of unstable axial wavenumbers $k$ for $m = 0$ and $m = 1$ at $\alpha = 10$ and $Re = 100, 1000, \text{ and } 10000$, respectively. These results confirm that the helical optimal excitations experience a larger transient energy growth than the axisymmetric ones, whatever the axial wavenumber and Reynolds number are. It is noteworthy that transient growth is the most effective for both small and large axial wavenumbers, whereas it is moderate at intermediate wavenumbers. More precisely, the highest gains are obtained for the largest wavenumbers at large Reynolds numbers, for both $m = 0$ and $m = 1$ perturbations. These gains are lower when the Reynolds number is decreased due to the stabilizing influence of viscous dissipation for these small length scales. Since the extra gain is associated to the non-normality between the adjoint mode $\hat{a}_1$ and the direct mode $\hat{v}_1$, this viscous stabilizing effect at high axial wavenumbers might be associated to a less pronounced spatial separation between both modes (convective non-normality) as the Reynolds number decreases (see Sec. III D for details on the nature of such non-normality). For small wavenumbers, or large wavelengths, the extra gain remains moderate for $m = 0$ whereas it is large for helical perturbations. Note that in both cases, it does not depend much on the Reynolds number.

The influence of $\alpha$ on $\eta_{\infty}$ is displayed in Figure 6 which plots the extra gain, $\eta_{\infty}$, for a given Reynolds number ($Re = 1000$) and three different aspect ratios ($\alpha = 4, 10, \text{ and } 16$). As previously observed, the helical perturbations experience the highest transient energy growth for all aspect ratios. The extra gain for axisymmetric perturbations stays at the same levels, and the potential for transient growth shown previously in the axisymmetric case is practically independent on the aspect
Asymptotic extra gain, $\eta_{\infty}$, in the range of unstable $k$ for $Re = 1000$ and $\alpha = 4$ (a), $\alpha = 10$ (b), and $\alpha = 16$ (c).

Only a slight decrease is observed for the largest wavenumbers, correlated with the increasing relative influence of viscous dissipation as the range of unstable wavenumbers increases with the aspect ratio. This effect is also observed for the helical perturbations $m = 1$. For this azimuthal symmetry, the influence of the aspect ratio is significant in the whole range of axial wavenumbers. More precisely, transient growth is the most efficient for small aspect ratios, i.e., fully developed jets, with extra gains as large as 20 for moderate axial wavenumbers are observed for $\alpha = 4$ (Fig. 6(a)), while they are ten times smaller for $\alpha = 16$ (Fig. 6(c)).

As mentioned previously, the optimal excitation analysis shows that the potential for transient growth is always larger for helical perturbations, independently of $k$, $Re$, and $\alpha$; however, it does not imply that they are the most energetic at all times. Indeed, transient growth induces a larger total energy gain for $m = 1$ at short times, but if the growth rate of an $m = 0$ unstable mode is larger than that of $m = 1$, the axisymmetric mode will eventually emerge as the most unstable, after a critical transition time, denoted hereafter as $\tau_{tr}$. This issue is illustrated in Figs. 7(a) and 7(b), which present the time evolution of the energy gain for $k = 0.3$ and $k = 4.3$, respectively. For $k = 0.3$, Fig. 7(a) shows that the energy gain associated to $m = 1$ is always larger than the growth corresponding to $m = 0$. This is consistent with the fact that $k = 0.3$ is lower than the transition wavenumber $k_{tr} \approx 2.2$ in that case (see Sec. III A): the $m = 1$ unstable mode that emerges has therefore a larger growth rate than the axisymmetric one. Since the extra gain is larger for helical optimal excitations, the $m = 1$ perturbation remains the most energetic for all times. By contrast, the $m = 0$ unstable mode exhibits the largest growth rate for axial wavenumber $k > k_{tr}$, and, consequently, will eventually emerge for $t > \tau_{tr}$. This can be observed in Fig. 7(b), corresponding to $k = 4.3$, where it is shown that, during the transient, and shortly in the exponential growth regime until $t = \tau_{tr}$, the helical mode is more energetic than the axisymmetric one. However, after $t = \tau_{tr}$, the modal, long-time, prediction is retrieved with the emergence of the axisymmetric mode.

This result shows that, even if the axisymmetric mode is the most unstable one, the short-time dynamics, dominated by the helical optimal excitation, could lead to a helical bifurcation of the flow if the energy gain for $m = 1$ was large enough to trigger non-linearities, a phenomenon that would contradict the prediction of the classical temporal stability analysis. In that context, it is interesting to compute the transition time, $\tau_{tr}$, in order to quantify the potential for non-linear by-pass transition.
in terms of timescale: for low values of $\tau_{tr}$, the axisymmetric unstable mode emerges too rapidly to let the transient energy growth at $m = 1$ activate the helical mode, whereas for large values of $\tau_{tr}$, there could be enough time for the helical mode to be transiently excited and to trigger non-linearities before the axisymmetric mode emerges. As already mentioned, for a given $\alpha$ and $k < k_{tr}$, the time evolutions of the energy gains corresponding to $m = 0$ and $m = 1$ do not cross, and the transition time $\tau_{tr}$ is undefined. Consequently, $\tau_{tr}$ can be computed only for axial wavenumbers larger than $k_{tr}$.

Figure 7(c) shows the evolution of $\tau_{tr}$ with $k$ for $Re = 1000$ and different aspect ratios $\alpha$. For all aspect ratios, $\tau_{tr}$ is found to decrease monotonously with $k$, although it slightly increases for the largest $k$, in the vicinity of the cut-off wavenumbers $k_{c}$. As the aspect ratio is increased, the axisymmetric mode is dominant over a larger range of axial wavenumbers, which corresponds to the widening of the unstable range of $k$ while $k_{tr}$ barely changes, and the transition time decreases, leaving less time for the optimally excited helical mode to by-pass its axisymmetric counterpart. Thus, as a partial conclusion, these results suggest that helical perturbations are more expected to dominate the perturbed jet flow at small wavenumbers (i.e., large wavelengths) and small aspect ratios $\alpha$ (i.e., fully developed jets).

C. Optimal perturbation analysis

An optimal perturbation analysis has been carried out to complement the previous adjoint-based study. The energy gains for different optimal perturbations are included in Fig. 4 as circles located at the corresponding terminal time $\tau$ at which the optimal energy gain has been computed. As already mentioned, the transient is relatively short, especially when $k$ is large as shown in Fig. 7(b), since the energy gain reaches rapidly the asymptote given by the optimal excitation prediction provided by Eq. (11). It is observed that the energy gain of the optimal perturbations computed at the terminal times indicated in Fig. 4 (circles) is quite close to the time evolution of the energy gain $G^+(t)$ of the adjoint mode (thick solid line). This result indicates that the adjoint mode dominates the transient growth process for the cases studied. A general and objective validation of this hypothesis has been performed through the computation of the inner product between the optimal perturbation and adjoint mode shown in Figure 8(b), where the structures (isocontours of azimuthal vorticity) of the optimal perturbations for $\tau = 0.5, 2, 5$ together with that of the adjoint mode (optimal perturbation for $\tau \to \infty$) are depicted. As shown in Figure 8(a), it is seen that at $\tau = 5$, the adjoint of the most unstable mode is already the optimal perturbation.

In order to quantify the domination of the adjoint mode in the short-time dynamics of the perturbed jet, it is useful to define $\tau_{tr}$ as the time at which the inner product reaches a value of 99%. Figure 8(c) shows the evolution of $\tau_{tr}$ with $k$ for three different aspect ratios at $Re = 1000$, where it can be seen that, for a given aspect ratio, $\tau_{tr}$ decreases when the axial wavenumber $k$ increases, and that, for large $k$, the $m = 0$ and $m = 1$ perturbations reach the same level of $\tau_{tr}$. The difference between the two azimuthal symmetries is more pronounced at small $k$, when the curvature influence becomes important. In fact, in that range of small $k$, $\tau_{tr}$ is found to be lower for helical perturbations. It is also found that the larger the aspect ratio, the smaller the characteristic time $\tau_{tr}$, which reaches values of order unity for $\alpha = 16$. These results suggest that for large aspect ratios, the short-time dynamics of the perturbed jet can be adequately described by the evolution of the adjoint of the most unstable mode.

D. Transient growth mechanisms

The previous results show that transient growth is active in perturbed round jets, especially in the two limits of small and large axial wavenumbers, suggesting that two distinct growth mechanisms
FIG. 8. (a) Inner product between the normalized optimal perturbation and adjoint mode, \((v_0, \hat{a})\), as a function of the terminal time at which the optimal perturbation has been computed. \(\alpha = 10\), \(Re = 1000\), and \(k = 4.3\). \(\tau_+\) corresponds to the time at which the inner product reaches 99%. (b) Isocontours of azimuthal vorticity for optimal perturbations \(v_0\), at different optimal times \(\tau_+\), and adjoint mode \(\hat{a}\) \((\alpha = 10\), \(Re = 1000\), \(m = 1\), and \(k = 4.3\)). (c) Evolution of \(\tau_+\) with \(k\) for \(\alpha = 4\), 10, and 16 at \(Re = 1000\).

could be involved. Moreover, since the adjoint mode dominates the perturbation dynamics, the physical analysis can be conducted by focusing on the adjoint mode time evolution: at initial time, the perturbation is composed of the adjoint of the most unstable mode into which it eventually evolves after a transient period. These initial and final structures of the perturbation (i.e., the adjoint mode and the associated most unstable direct mode, respectively) are displayed in Fig. 9 for \(Re = 1000\), \(\alpha = 10\), and for both \(m = 0\) and \(m = 1\) at different axial wavenumbers \(k\).

The dynamics of the perturbation at moderate wavenumber, \(k = k_{max}\) associated to the most unstable mode, is similar for both \(m = 0\) and \(m = 1\) (Figs. 9(e)-9(h)). The initial condition corresponding to the adjoint mode consists of azimuthal vorticity structures of alternate signs that are centered at the jet radius \((r = 1)\) and inclined against the shear of the jet (Figs. 9(e) and 9(g)). The part of these structures that lies within the jet, where the velocities are higher, is advected forward and catches up the part at the outer periphery of the jet. This evolution is similar to that shown by the two-dimensional Orr mechanism in plane shear flows. In the present case, this mechanism leads to a transient energy growth for the perturbation, while making it eventually evolve into the most unstable mode (Figs. 9(f) and 9(h)) associated with the adjoint mode injected as the initial condition. Once locked into the unstable mode, the perturbation behaves in a strictly modal way, i.e., through an exponential amplification, without changing its spatial structure.

The same comments hold for the perturbation dynamics at a higher wavenumber \((k = 4.3\), Figs. 9(i)-9(l)). The main difference lies in the shape of the vorticity structures that are thinner and more inclined. This suggests that the reorientation of these structures due to the shear will be more pronounced, and so will be the transient growth associated with this mechanism. Moreover, the influence of the jet curvature is lowered at a large wavenumber, and therefore the Orr mechanism, which is intrinsically two-dimensional, is expected to be more efficient in that case. These points are
consistent with the large values of extra gain observed for the largest wavenumbers, for both \( m = 0 \) and \( m = 1 \) (see Figs. 5 and 6).

The scenario is qualitatively different at large wavelengths, as shown in Figures 9(a)-9(d) that correspond to a small axial wavenumber \( k = 0.3 \). As previously, the axisymmetric adjoint mode shows azimuthal vorticity structures of alternate signs but that are inclined against the shear only in the outer periphery of the jet (Fig. 9(a)). At large wavelengths, the perturbation structure spreads radially within the jet and contaminates the inner potential core that exists for this moderate value of the aspect ratio (\( \alpha = 10 \)). The potential core of the jet corresponds to a uniform velocity flow, where any transient mechanism based on the shear is inhibited. Therefore, the part of the vortical structures that lies within the jet is not affected, and is just advected as a whole, while only the outer part is sheared and reoriented (Fig. 9(b)). This dynamics at \( m = 0 \), that resembles a truncated Orr mechanism, leads to an energy growth which is smaller than that observed at larger wavenumbers. This is also consistent with the fact that the linearized Navier-Stokes operator becomes self-adjoint in the limit \( m = 0 \) and \( k \to 0 \).

For \( m = 1 \) (Figs. 9(c) and 9(d)), the adjoint mode is composed of the same kind of vorticity structures as for higher wavenumbers. These structures are wider radially but do not spread in the potential core as much as their axisymmetric counterpart. Although these structures are completely aligned against the shear, suggesting that their time evolution is similar to the previously analyzed \( m = 1 \) perturbations, it should be noted that the associated vorticity distribution corresponds to very elongated vortical structures in the streamwise direction (see the scales in \( z \)). Therefore, they differ from the nearly azimuthal vortices observed at higher wavenumbers. This is confirmed by the relative levels of azimuthal vorticity of the normalized adjoint modes, which have been measured about ten times smaller at \( k = 0.3 \) than at \( k_{\text{max}} = 2.13 \). The \( m = 1 \) perturbation vorticity at low \( k \) is found to be aligned mainly with the streamwise direction, suggesting the importance of analyzing the transient growth mechanism by focusing on cross-sections of the axial vorticity \( \xi_z \) in a plane normal to the jet axis \( z \).

Figure 10(a) displays the distribution of axial vorticity associated to the adjoint mode at \( m = 1 \) and \( k = 0.2 \) for \( Re = 1000 \) and \( \alpha = 10 \). This initial condition is characterized by the presence of two regions of opposite vorticity facing diametrically and lying in the shear layer of the jet. The velocity field in the cross-section plane associated with this vorticity distribution is displayed as vectors in Figure 10(a). As expected from the Biot-Savart theorem, the two counter-rotating streamwise vortex structures induce a velocity field that decays to zero in the far field but that is maximum between the structures. It should be noted that the specific shape of the vortex structures leads to a perturbation
induced velocity that corresponds to a virtually uniform flow in the jet. This solid-body translational flow activates a transient growth of energy by shifting up the jet as a whole, as confirmed by the resulting mode that eventually emerges after the transient (Fig. 10(b)): the axial velocity perturbation associated to this mode shows a velocity increase (respectively, decrease) on the top (respectively, bottom) of the jet, which indeed corresponds to a global upward displacement of the jet. This “shift-up” effect bears some resemblance with the classical lift-up mechanism active in wall flows, where periodic pairs of counter-rotating streamwise vortices lift fluid of low velocity from the wall up in the main stream and reciprocally inject high velocity fluid toward the wall, generating intense streamwise velocity streaks. The present shift-up mechanism acts in a qualitatively similar way, except that only one pair of streamwise vortex structures are involved, and that the entire flow is affected through the radial displacement of the jet as a whole.

It is noteworthy that this shift-up effect is only active in the limit of large wavelengths (or small axial wavenumbers $k$) since it is based on velocity induction by streamwise, or almost streamwise, counter-rotating vortex structures which are aligned with the axial direction only in the limit $k/m \to 0$. This is confirmed in particular by Fig. 11, which displays the distribution of axial vorticity associated to the adjoint mode for the same parameters’ values as in Fig. 10 but at a larger wavenumber, $k = k_{max} = 2.13$. By contrast with the previous initial perturbation at large wavelengths, the two regions of opposite vorticity are intertwined and overlap each other, leading

---

**FIG. 10.** Cross-section of the adjoint mode axial vorticity $\xi_z$ with the associated velocity vector field (a). Cross-section of the direct mode streamwise velocity $u_z$ (b). Here, $k = 0.2$, $m = 1$, $Re = 1000$, and $\alpha = 10$. Light-colored contours stand for positive values of $\xi_z$ and $u_z$, whereas negative values are represented by dark-colored contours.

**FIG. 11.** Cross-section of the adjoint mode axial vorticity $\xi_z$ with the associated velocity vector field for $k = k_{max} = 2.13$, $m = 1$, $Re = 1000$, and $\alpha = 10$. Light-colored contours stand for positive values of $\xi_z$, whereas negative values are represented by dark-colored contours.
to negligible induced velocities in the jet (see vectors in Fig. 11). Therefore, the shift-up effect is inhibited, and it is the Orr mechanism which is the relevant one in that case, as described previously (see Figs. 9(e)-9(h)). Finally, regarding the effect of the Reynolds number on the transient growth, it can be directly inferred upon evaluation of Fig. 5, that viscosity hinders more efficiently the extra gain given by the transient Orr mechanism, acting at high axial wavenumbers, than that provided by the shift-up mechanism at low axial wavenumbers, which is barely affected. Consequently, as the Reynolds number decreases, the spatial separation between adjoint and direct modes becomes less pronounced, resembling the effect of decreasing axial wavenumber depicted in Fig. 9.

IV. CONCLUSIONS

A thorough parametric analysis on the local temporal modal and non-modal stability of parallel round jets with varying aspect ratio, \( \alpha = R/\theta \), and Reynolds number, \( Re \), has been performed, characterizing the short-time and long-time dynamics of the perturbations. We have focused on the competition between perturbations of azimuthal wavenumbers \( m = 0 \) (axisymmetric) and \( m = 1 \) (helical), that are known to be the most unstable for top-hat (high \( \alpha \)) and fully developed (low \( \alpha \)) profiles, respectively.

A classical temporal modal stability analysis has shown that helical perturbations are always more unstable at a low wavenumber than the axisymmetric ones and, in general, below a critical wavenumber denoted by \( k_{tr} \) for all \( \alpha \). Reciprocally, the axisymmetric modes have been found to be more unstable than the helical ones above \( k_{tr} \), for \( \alpha > 2 \). When the aspect ratio increases, the unstable range \( k_{tr} < k < k_c \) widens, and the axisymmetric mode becomes overall gradually more unstable. Then, we have determined the critical aspect ratio, \( \alpha_{cr} \), for which the general dominant azimuthal perturbation changes from \( m = 1 \) to \( m = 0 \) (i.e., \( \omega_{\text{max}}^{m=0} > \omega_{\text{max}}^{m=1} \)) for different Reynolds numbers. In particular, it has been shown that, in the limit of inviscid flows \( (Re \gtrsim 1000) \), \( \alpha_{cr} \approx 10 \), but as \( Re \) decreases, the transition takes place at larger aspect ratios, so that \( m = 1 \) becomes the most unstable over a wider range of \( \alpha \). However, it should be noted that these viscous results must be interpreted with care due to the limitations of the frozen profile assumption.

The long-time dynamics picture has been completed with studies of adjoint-based optimal excitation and optimal perturbation to evaluate the potential for transient energy growth in round jets. It has been shown that when the initial condition is the adjoint mode, the most unstable mode is optimally excited, and, after a rapid initial growth, the energy gain \( G^*(t) \) reaches an asymptotic exponential growth parallel to that of the most unstable global mode, \( G_{\text{max}}(t) \), with an extra gain, \( \eta_{\infty} \), that is always bigger for perturbations with \( m = 1 \) for all \( Re \) and \( \alpha \) investigated, this extra gain being moderate for \( m = 0 \).

The higher transient growth anticipated by the optimal excitation study for \( m = 1 \) perturbations suggested the existence of a transition time \( \tau_{tr} \), determining the critical instant for which the time evolution of the energy gain of \( m = 0 \) perturbations crosses and overcomes that given by \( m = 1 \), retrieving therefore the prediction of the asymptotic classical stability analysis (with an extra gain quantified by \( \eta_{\infty} \)). A parametric optimal excitation analysis has been performed in order to evaluate the critical transition time for different values of \( \alpha \) and \( k \). It has been shown that transients are in general short, rendering possible to reverse soon the \( m = 1 \) dominance given by the short-time dynamics, and observing the unstable \( m = 0 \) perturbations emerging at \( t = \tau_{tr} \), whose value decreases with increasing \( \alpha \). This result is related to a comparative smaller difference in \( \eta_{\infty} \) between \( m = 1 \) and \( m = 0 \), what leaves less time for the optimally excited helical mode to trigger any non-linearities and by-pass the axisymmetric mode. Besides, for all \( \alpha, \tau_{tr} \) has been found to decrease monotonously with \( k \). Therefore, helical perturbations are more expected to dominate the perturbed jet flow at small wavenumbers and small aspect ratios.

On the other hand, the optimal perturbation analysis for \( Re = 1000 \) has proven that the adjoint mode drives the transient growth process relatively early, since the asymptotic gain given by Eq. (9) is reached quite soon (see Fig. 4). Moreover, a comparison for different short and finite time horizons between optimal initial conditions and the adjoint modes as initial conditions has shed similar values of \( G(t) \) (Fig. 4), indicating that the optimal conditions and the adjoint modes are similar, and
eventually, at relatively short optimal times, they are nearly identical. In this sense, a quantification of the optimal time for which the adjoint mode starts maximizing \( G(\tau) \) has been done with \( \tau_a \), defined as the optimal time \( \tau \) for which the inner product between the adjoint mode and the optimal initial condition is 99%. This time is lower than 5 for \( \alpha \geq 10 \), except for small \( k \), so that, for large aspect ratios, the transient dynamics could be properly characterized by the evolution of the adjoint of the most unstable mode.

The previous observation has encouraged us to analyze the transient growth mechanisms focusing on the adjoint mode and its time evolution: at initial time, the perturbation consists of the adjoint mode of the most unstable perturbation, which is retrieved after a short transient time. As said before, the short-time dynamics provides with larger energy gains for perturbations with \( m = 1 \), for all \( \alpha \) and \( Re \) investigated. This observation was recently associated\(^{18,19} \) to the existence of a mechanism that resembles the lift-up mechanism. However, the transient growth is especially effective for both small and large axial wavenumbers \( k \), which suggests the existence of two distinct mechanisms. For \( Re = 1000 \) and \( \alpha = 10 \), we showed that initial conditions corresponding to adjoint modes consisted of azimuthal vorticity structures aligned against the shear, and centered at the jet radius, for moderate and large \( k \). These structures evolve into the most unstable direct modes, as the outcome of an Orr-type mechanism that leads to a transient energy growth, which is more pronounced at large values of \( k \).

The latter is related to more inclined adjoint structures, and a lower jet curvature (the Orr mechanism is intrinsically two-dimensional and therefore more effective when the curvature is low). For small wavenumbers and \( m = 0 \), the adjoint structures are only partially oriented against the shear in the jet outer part (in the limit \( k \to 0 \), the equations are self-adjoint), which renders the mechanism weaker.

The scenario is different for \( m = 1 \) and small \( k \). Although the vortical structures resemble those of higher \( k \), they are very elongated in \( z \), and feature lower levels of azimuthal vorticity, the energy being mainly concentrated on the streamwise component of vorticity, \( \xi_z \). An analysis of \( \xi_z \) in a plane normal to the jet revealed two regions of opposite vorticity concentrated in the shear layer, which induce a nearly uniform flow between them in the jet core, shifting the jet upwards as a whole. This “shift-up” effect is similar to the classical lift-up mechanism, and leads to a transient growth of energy by radially displacing the jet, which creates two streamwise velocity streaks of opposite sign whose cores are formed according to the global displacement by the adjoint mode induced cross-section velocity. This mechanism has been shown to be only active for small \( k \), in the limit \( k/m \to 0 \), where the vortex structures are aligned with the axial direction, giving rise to large transient energy growth (see Fig. 6).

In summary, the present study constitutes an exhaustive analysis of parallel jets instability from a local point of view, that provides with a complete picture of short and long-time stability and retrieves many of the features described in the recent studies. In particular, the combination of local modal and optimal excitation approaches has been proven to be quite accurate to characterize the overall dynamics, including the physical mechanisms behind the transient energy growth, at a low computational cost and without the convergence shortcomings encountered for the global modal approach when the flow is globally stable,\(^{16} \) associated to domain truncation and outflow boundary conditions issues.
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**APPENDIX A: OPERATORS OF THE LINEARIZED STABILITY PROBLEM**

The operators involved in the initial value problem of Eq. (3) are defined as follows:

\[
L = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + b_i b_i^T, \tag{A1}
\]
optimal combinations of consumption, a moderate value of a mapping function was applied to adjust the grid into a point distribution so that highly "top-hat" jet (when the number of points overcomes some threshold. To work out this contradictory problem Spectral methods imply the use of full and ill-conditioned matrices, creating some instabilities layer, but, as was expressed before, this would go against the computational performance. Might need to increase the number of collocation points to ensure a good resolution in the shear potential eigenfunction1 can be expressed as a function of the second kind, which decays exponentially as \( r \to \infty \). In this sense, in the limit \( \alpha \to \infty \) (cylindrical vortex sheet), the velocity potential eigenfunction1 can be expressed as \( \Phi(kr) = DK_n(kr) \), standing \( K_n \) for the modified Bessel function of the second kind, which decays exponentially as \( \sim \frac{1}{\sqrt{k}r} e^{-k r} \) when \( r \to \infty \). Thus, we might need to increase the number of collocation points to ensure a good resolution in the shear layer, but, as was expressed before, this would go against the computational performance.

Besides, another problem arises when the number of collocation points becomes too large. Spectral methods imply the use of full and ill-conditioned matrices, creating some instabilities when the number of points overcomes some threshold. To work out this contradictory problem of grid parameter choice, we performed some convergence tests for two kinds of base flows: a highly "top-hat" jet (\( \alpha = 30 \)) and a developed profile (\( \alpha = 4 \)). These two values represent the two extreme cases of our parametric study, even though they are far from the critical ratios for which the transitions between the most unstable azimuthal modes take place. Thus, choosing the numerical parameters by analyzing the convergence of these cases ensures the accuracy of the results obtained.

\[
C = ik U(r) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + i k b_1 U(r) b_1^T - b_1 \left( \frac{\partial U(r)}{\partial r} \right)_0, \quad (A2)
\]

\[
D = \begin{pmatrix} \nabla^2_{m,k} - \frac{1}{r^2} & -2im/r^2 \\ 2im/r^2 & \nabla^2_{m,k} - \frac{1}{r^2} \end{pmatrix} + b_1 \nabla^2_{m,k} b_1^T, \quad (A3)
\]

where

\[
b_1 = \frac{1}{ik} \left( \frac{\partial}{\partial r} + \frac{1}{r} \right), \quad b_2 = \frac{1}{ik} \left( \frac{\partial}{\partial r} + \frac{1}{r} \right), \quad \nabla^2_{m,k} = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) - \frac{m^2}{r^2} - k^2. \quad (A4)
\]

**APPENDIX B: NUMERICAL DETAILS**

As reported in Sec. II E, the direct and adjoint eigenvalue problems were solved using a pseudospectral Chebyshev technique. More precisely, the infinite radial coordinate was first mapped onto a Chebyshev space, \( s \in [-1,+1] \), using the Gauss-Lobatto grid, consisting of \( N \) points. This grid and the differentiation matrices were computed with the DMSuite30 package, and an algebraic mapping function was applied to adjust the grid into a point distribution so that \( r \in ]-\infty, +\infty[ \), taking afterwards only the positive semi-infinite grid, \( r > 0 \). This function,

\[
r(s) = \gamma s/\sqrt{1 - s^2}, \quad (B1)
\]

depends upon a stretching factor, \( \gamma \), that controls the points spreading after imposing the radius of the penultimate point, \( r_{\text{max}} \), and that is defined through \( \gamma = r_{\text{max}} \sqrt{1 - s_{2N+1}^2} / s_{2N+1} \), being \( s_{2N+1} \) the penultimate point of the Gauss-Lobatto grid. With this transformation, the radial derivatives are calculated as \( d/dr = d/ds \ ds/dr \), where \( d/ds \) is computed with the derivation matrix, and the points \(-1 \) and \(+1 \) correspond to \(-\infty \) and \( +\infty \), respectively. To apply the boundary conditions at \( s = \pm 1 \) (perturbation velocity and its derivative are null), we simply eliminate the first and last columns and lines of the general differentiation matrix dealing only with the internal collocation points, \( j = 2, \ldots, 2N + 1 \).

It is evident that one of the critical parameter to ensure accuracy of results is the number of points within the shear layer, which affects highly the convergence of the code employed. Because of the mapping, the value will depend on the total number of Chebyshev points, \( N \), and on the maximum radius for the mapping, \( r_{\text{max}} \). To avoid problems of spectral instability and large time consumption, a moderate value of \( N \) is advisable, although it can hinder the accuracy, so that optimal combinations of \( N \) and \( r_{\text{max}} \) were required. In this sense, several issues must be taken into account. We know that the larger the aspect ratio \( \alpha \), the steeper the profiles near the shear layer are, requiring a more compact grid in its vicinity to ensure a smooth solution. As it can be inferred from Eq. (B1), a small \( r_{\text{max}} \) will ensure a highly clustered grid close to the origin and shear layer. Nevertheless, if the axial wavenumber, \( k \), is too small, the value of the penultimate point must be increased to map properly the flow, due to the fact that the approximated function decays exponentially as \( r \) tends to infinity. In this sense, in the limit \( \alpha \to \infty \) (cylindrical vortex sheet), the velocity potential eigenfunction1 can be expressed as \( \Phi(kr) = DK_n(kr) \), standing \( K_n \) for the modified Bessel function of the second kind, which decays exponentially as \( \sim 1/\sqrt{k}r e^{-k r} \) when \( r \to \infty \). Thus, we might need to increase the number of collocation points to ensure a good resolution in the shear layer, but, as was expressed before, this would go against the computational performance.
FIG. 12. Effect of mapping parameters $N$ and $r_{\text{max}}$ on amplification factors for $\alpha = 30$ ($Re = 75$), (a) $k = 0.5$ and (b) $k = 4.65$; and $\alpha = 4$ ($Re = 10000$), (c) $k = 0.1$ and (d) $k = 2$. Each graphic depicts, from top to bottom, tests corresponding to $r_{\text{max}} = 100$, 200, 300, 400, 500, and 800. The ticks around centered values of $\omega_i$ denote an interval $\Delta \omega_i = \pm 1.5 \times 10^{-3}$.

for the rest. On the other hand, to assess the influence of $Re$, we took advantage of the fact that for smaller $Re$, the transition takes place for high aspect ratios, whereas for large $Re$, it occurs for lower aspect ratios, so that we performed the convergence tests at $Re = 75$ and $Re = 10000$ for $\alpha = 30$ and $\alpha = 4$, respectively.

The tests, aimed at selecting $N$ and $r_{\text{max}}$, characterized the numerical stability and convergence of the perturbation growth rate, $\omega_i$, for the two kinds of base flows mentioned before. The tests were defined for $k = 0.5$ and $k = 4.65$ when $\alpha = 30$, and $k = 0.1$ and $k = 2$ when $\alpha = 4$, which are axial wavenumbers sufficiently smaller and larger than those of interest in our problem framework, so that the convergence task was representative. We carried out analyses to obtain the evolution of $\omega_i$ as $N$ is increased, for different $r_{\text{max}}$, whose results are shown in Fig. 12. As it can be inferred from it, for all $r_{\text{max}}$, a constant value for $\omega_i$ is reached after some oscillation when $N$ is small, so that the larger the $r_{\text{max}}$, the larger the number of points needed for the mode to be converged. It is proved that there is always an interval in $N$ for which the $r_{\text{max}}$ curves overlap, providing the same results. The upper limit of this interval is imposed by the spectral instability at large $N$, that gives rise to new oscillations in the value of the amplification rate. This limit appears early for all radii in the case shown in Fig. 12(c), i.e., for the developed jet at $Re = 10000$ and $k = 0.1$, not even converging when $r_{\text{max}} = 100$, indicating how critical this parameter is when the perturbation has a small axial wavenumber. For the final calculation to be accurate enough, the choice of numerical parameters must lie on the converged limit for all the extreme cases tested, and on the other hand, a small value of $N$ should be selected to reduce the computation time. Taking into account these considerations, $N = 200$ and $r_{\text{max}} = 300$ stand out as an optimal combination to meet the necessities and, consequently, were chosen as default values for the present work, providing with accurate results even at high values of $Re$.