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Abstract

For automated maintenance operations for vinessiarvsystem, with one embedded
camera on a mobile robot, was developed in orddetect and locate, in real time, vine
trunks and to achieve automatic vehicle guidanosecto the crop rows, to perform the
task. The image processing algorithm developed istmus of a series of operations.
Some of them include variable parameters deperafirtge research area in the images.
The applied operations are classification techrsdgweseparate vine trunks from other
elements (ground, grass or leave), a mathematicapmlogy method, a labeling
operation and a computation of geometric parameterslentified objects. To identify
vine trunks, geometric models that characterizes #ement were used. A linear
regression was finally applied to determine theevinunks line. The success rate
obtained with this vision method, working in RGB l8IS space, to detect the vines,
was 90%, on a bank of 300 images acquired at diffevegetation stages, with some
perturbations like variable lighting conditions astthdow presence.
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Introduction

Autonomous robotic system development, used fomteaance operations such as
weeding, hold promise toward the automation of ohegriculture's few remaining
non-mechanized tasks, such as hand weed contraldisier, D.C., 2007). Robotic
technology, with the use of different sensors saslGPS, cameras or lasers to detect
and locate weeds could reduce dependency on higbjamproving sustainability and
reducing environmental impact. Various automatisteays have demonstrated the
potential of this technology in the field, for vamis crops. Automated guidance of the
machinery not only reduces operator fatigue bu misreases both the productivity and
safety of the operation. An essential aspect obraatic guidance is the ability to
identify the pathway between the crop rows. Reseantivities concerning automatic
guidance of agricultural vehicles have led to wasicsolutions (Keicher & Seufer,
2000). Sensors, including mechanical ones, gloaeailgation satellite systems, machine
vision, laser triangulation, ultrasonic, can getenaosition, attitude and direction-of-
movement information as input to control algorithn#s review of research in
agricultural vehicle guidance technologies was gmesd in Ming et al (2009), with the
analysis of guidance system characteristics. GESrachine vision fused together, and
also with others technologies, are the trend foicaljural vehicle guidance systems. In
a vision-based automatic guidance system for rap-@pplications, finding guidance
information such as known crop row spacing is atsmh for achieving accurate control
of the vehicle and improvement of measurement acgu(Han et al, 2004). Current
production navigation systems for agricultural wis rely on GPS as the primary



European Conference on Precision Agriculture, July 12-16, 2015, Tel Aviv

sensor for steering control. However, for differerdps, like for example citrus groves,
the tree canopy frequently blocks the satellitenaig to the GPS receiver. In these
conditions, an alternative method using a visiostay and a laser radar has been
developed to navigate a tractor (Subramanian &0&l6). As most crops are cultivated
in rows, an important step towards this long-teroalgs the development of a row-
recognition system, which allows a robot to acelyafollow a row of plants. As
examples of guidance devices using artificial \isiBakker et al (2007) and Astrand &
Baerveldt (2004), used methods for recognition lainp rows based on the Hough
transform, tested them on sugar beets and rapdinggéy & Schoenfisch (1995)
proposed a guidance device to follow rows of cottoops. Vision guidance systems
using a stereovision device have also been dewdldpése et al, 2005) to get
information on a 3D environment. Supervised guigarsystems have also been
developed for positioning mechanical or thermaldamrrectly near crops (Peruzzi et
al, 2012). For vision guidance operations, the megumages are sensitive to vehicle
vibrations. Studies have also been undertaken pyowe detection of crop rows, by
vision, taking into account the perturbations cdulsg some unwanted movements of
tractor with an embedded camera (Ruiz-Ruiz et@l22 and (Sainz-Costa et al, 2012).
This paper proposes a method to detect and locake tvunks, by vision, after
discriminating the elements vine trunk, groundf lead grass, on images, to obtain
finally the vine row, in real time. From the visianformation, a lateral deviation
computation between the vehicle and the row is dand maintenance tasks near trunk
vines can be carried out. The work was realized irelative mode using a camera,
instead of working in an absolute mode with a GPA& aim was to develop a system,
without learning path for guidance, which can adaptarious grounds and vegetation
stages and which takes into account variable fesne trunks in the images and
lighting variations.

Materials and methods

The vehicle used for carrying the vision sensorciwiperformed data acquisition and
image processing operations in vines is a mobtetravith an embedded color camera
(resolution 1280 x 720) (Figure 1). The images veaguired on vines corresponding to
two vegetation stages (with (a) and without (by&=).

— b) E
Figure 1. Mobile robot with a color camera andegn
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The image processing algorithm developed to detedtiocate vine trunks, consisted of
a series of operations. Some of them have varjadri@meters according to the research
area in the images. The goal was to locate vingksuespecially their lowest point on
the images. The image spaces tested were RGB (Reen@lue) and HIS (Hue
Intensity Saturation). Figure 2 shows images cpoeding to HIS space, with the
computation formula between RGB and HIS spaces.

H=acos (F/V -
F=05R-G)+(R-B)
V= ((R-GY + (R-B).(G-B)y*®
Figure 2. Vine images in HIS space.

Texture parameters such as contrast and energyalger¢ested to discriminate the vine
trunks from the other three classes, with a thresloperation. For each pixel, the
texture parameters were computed in a window @@&)nd the pixel.

Contrast: C %, ;i —j1*p(i.)) Energy: E £, p(i))? (1)

p(i,j) is the pixel value in | space at positiof)(©n the image

Firstly, in the vision algorithm, an object clagsation method, like SVM (Support
Vector Machine) or ANN (Artificial Neural Network)vas applied to discriminate the
vine trunk class from the three classes, grassingr@and leaf in the vine environment.
For the SVM method (Hyeran & Seong-Whan, 2002),gheciple is to separate two
classes (Figure 3).

*2 T e The distance betwieen two hyperplanes is
e =% 4

SeTe T Tl

Ce = B prod The objective is to minimize w

7 - / o 2S) The following constraint, is added for each pixel

-7 Lo oo y=+1, wx-b>1 if x € first class

P / B @ Co y=-1, wx-b< -1 ifx € second class
P L x, This can be rewritten as:; wx; —b)>1 for 1<i<n

Figure 3. SVM method to discriminate two objectaumimage.

The principle of the neural network method (Kren&eBester, 2011)with the different
equations, is presented in Figure 4. First, a lagrroperation was carried out
considering color samples of the four objects, mining an error calculation and
computing the weights of the different layers, teate the network. The input data
were RGB or HIS components for each pixel; the out@alues were one index value
(1, 2, 3 and 4) to identify each of the four clageme trunk, grass, ground, leaf).
Different hidden layer numbers were defined, toaobthe best network as possible.
Then, the test operation consisted of determinhreg dlass of all pixels in the vine
images.



European Conference on Precision Agriculture, July 12-16, 2015, Tel Aviv

Y= F (Z wi(k) - % k) + b)

Where:

x;(k) is input value in discrete time k where i goes from 0 to m,
w; (k) is weight value in discrete time k where i goes from 0 to m,
b is bias,

F is a transfer function,

¥:(k) is output value in discrete time k.

P Som Transter rcton _ {l if wix; = threshold
Y= 0if wx; < threshold

Figure 4. Neural network building principle to segga some classes in images.

Secondly, a mathematical morphology operation wadied to remove noise, then a
labeling operation, to obtain separated objectse(drunks or noise), and a geometric
computation on identified objects for identifyingng trunks, using models that
characterize them were undertaken. A linear regnessgas finally applied to determine
the vine lines, taking into account the lowest paihthe trunks in the images. The
artificial vision method developed consisted ofrshing vine trunks one after the other,
In successive images. After the detection of ouekira new research area was created
to look for a new one. To take into account thaalde sizes of trunks in the image,
different parameters of the image processing oje&st (morphology function,
geometric parameters) were defined for each reseasa. Figure 5 presents the image
processing algorithm developed to detect vine tsuimkimages and achieve the auto-
tracking of vine rowsXmaxandYmaxare respectively the image width (1280 pixels)
and height (720 pixels).

> x Original image iE1 area Ai=[0-Xmax,0-Y max])
Vine
trunk +
Image i |«
A l Y
3 T Classification (SVM or ANN) in RGB or HSV
v | Parameters| | Mathemat ¢I ol I->i+1
. » athematical morpholo
¥ (Xi,Yi) (area Ai) photogy 4
New research area to look for
New research area + new vine trunk
Parameters computation areaAi = [ 0-Xi-di, 0-Yi]
¥ 0
Parameters
. Vine i detection lowest point (Xi Yi)
(area Ai)

A 4
| ifi =nvinesend |
v

Linear regression to obtain the vine

Figure 5. Image processing algorithm to detect tineks and obtain vine row.

For each captured image, a brightness test wasrperfl to see if the light intensity
was very different from reference intensity. In theginning, this operation with SVM
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or ANN method was performed with a reference imegeesponding to an average
intensity named4;. If one given image had an average intensiynlvery different
from let (| Imearlres [> Threshold), then the point bases HIS (Base &$eBl, Base_S)
were modified for the four classes used for classion to obtain new bases
(NewBase H, NewBase_I|, NewBase_S) (2). An autonwddissification was achieved
with these data, and the HIS point values were alsdified to obtain a new image.
Then all the algorithm operations (class discririora morphology,...) were applied to
this image.

coef I = hean/ lref NewBase | = Base_| x coef_| Inewl x coef_|
coef H = Hyea/ Het NewBase H =Base H x coef H Hnew =H x chef  (2)
coef S =Qea/ Set NewBase S=Base S xcoef S  Snew =@k S

Results

Classification method for vine environment

For classification, SVM and ANN methods, in RGB a#i& color spaces, gave correct
results to separate the vines from others elen{grass, ground, leaf) considering both
vegetation stages (Figure 6). Discrimination wasrmebable in the texture parameters
space tested. In the application, it was noticed tihe SVM method was faster than the
ANN method. However, there is always a classifaratiesult, with the ANN method,
even if there is not an important difference betw@éxel bases, whereas the SVM
method can sometimes diverge, if the differencavéen pixel classes is not very
significant.

o Vine trunk base o Vine trunk base
Grass base Leaf base
180 F

o Vine trunk base
+ Ground base ¥

Figure 6. Pixel bases in RGB space used to diseataithe four classes.

Detection of vines row taking into account the egsb area of each vine individually

A result example of the different image processipgrations is presented in Figure 7 (a
- d), for one global image. The geometric dataaiédted objects (vine trunks and noise
(other elements)) are shown in Table 1. In the ldges local detection method, the
classification operation was undertaken once baet iorphology, labelisation and
identification operations were carried out at eatdp, with different parameter sets
depending on the research area (Table 2). Thesenggjgo parameters are the
following: OpeningM (Mathematical Morphology), Surfade (pixel number for each
object), ElongationE (ratio between major axis length and minor axisgth) and
OrientationO (orientation angle of an object). After detectafreach vine trunk, a new
research area was created, taking into accoumbwest point of this detected trunk and
a horizontal deviation;gto look for a new one.
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a) Original vine image

z TTWTE T W

¢) Mathematical morphology d) Labelisation
Figure 7. Image processing operations to ideniif wrunks.

Table 1. Geometric data of detected objects (vuneks and other elements).

Detected object 1 2 3 4 5 6 7 8 9 10 11 12 13

Surface 223 195 366 195 672 557 219 207 17 1329 246 1344 2441

Orientation -7 33 89 62 86 87 -16 -88 -83 0 44 82 79
Elongation 1.9 1.2 2.5 11 2.7 2.8 1.6 1.2 1.3 3.3 1. 3B 31

Research area (horizontal axis) M E o A d;
[0-Xmax] 10 3 -50° +50° 1000 130
[0-560] 10 2 -50° +50° 500 60
[0-500] 5 15 | -50°+50° 300 40
[0-430] 2 1 -50° 50° 200 30
[0-330] 1 1 -40° 40° 150 20
a) Trunk 1 detected b) Area to search trunk 2 c) Trunk 2 detected
e AN i g
) ey iy
I § " '
d) Trunk 3 detected e) Trunk 4 detected f) Trunk 5 detected
- s e e ' E—
TN 15 )
' {
> st 3
g) Trunk 6 detected h) Localiaatof lowest point of all vine trunks i) Virdime detection

Figure 8. Vine trunk detection and determinationhef vine line.



European Conference on Precision Agriculture, July 12-16, 2015, Tel Aviv

Vine trunks detection taking into account highlightvariations

Figure 9 shows a result obtained, taking into antdugh-lighting variation between
the reference image (a) used for classification and image (C) (Hearlrel > 0.2
(Threshold value)). Classification operation resuibr both images are presented
respectively in images (b) and (d). The vine trlink detection result for image (d) is
shown on image (e).

-2 N
L T L

a) Vine image with b) Classification ruIt foige €)
ler= 0,53 {1=0,22 Hi=0,44

.

¥ ot

“c) Vine i.mage with d) Classificatiorsuét for image (c) e) \‘/ine4 line detection
) I mear™ 0176. %e.?n: 0,07 |_llne.?m: 0,44 ) ) . ) . o
Figure 9. Vine line detection result taking int@wagnt the high lighting variation.

This study was conducted in order to work in vdagalghting conditions in the
agricultural environment, for detecting vines auatically, with the application of an
automatic classification for the four pixel classé#snecessary. Working with fixed
permanent bases, some vine trunks could not betddiecither in RGB or HIS space,
for high-lighting variations. To remedy this lightoblem, another (and faster) solution
would be to perform several manual classificaticosresponding to different light
levels, and then choose, in real time, the best aoeording to the light level of the
environment to detect the vines.

To improve the accuracy on vine line detection lissturther research will consist of
using a lidar sensor, complementary to the canter#cate, in a fusion mode, vine
trunks. It will be also interesting to modify thegaisition conditions (zooming,
centering trunks on images), using for exampleratpaizoom camera, to detect some
small vine trunks and increase vine trunk numbeimages. This vine line detection
application will be tested on others cultures gt its robustness.

Conclusion

The vision method developed consisted of searching trunks one after the other,
automatically modifying at each step, some pararadte the algorithm, in order to
detect the most as possible vine trunks in imaljethere was a significant lighting
variation between a reference image and one captorage, then, before applying the
vision algorithm, the database points for the folasses (vine trunk, grass, leaf and
ground) were modified to achieve an automatic diaasion phase and the pixels in the
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image were also modified, in HIS space. The sucsswas 90%, working on a bank
of 300 images. The errors obtained in the deteci@endue to two main reasons: the
shadow problems near the vines and large coloawani between different vine trunks
but also within the same element. From the vine nofermation, referenced-vision
guidance operations are applied to control a vehadhich follows the vine lines and
carries out maintenance operations. For classibica8VM and ANN methods, in RGB
and HIS color spaces, separated with accuracy ite tvunks from others elements
(grass, ground and leaf).
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