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Abstract: The Jet Erosion Test (JET) is an experimental device increasingly used to quantify 

the resistance of soils to erosion. This resistance is characterised by two geotechnical 

parameters: the critical shear stress and the erosion coefficient. The JET interpretation model 

of Hanson and Cook (2004) provides an estimation of these erosion parameters. But Hanson’s 

model is simplified, semi-empirical and several assumed hypotheses can be discussed. Our 

aim is to determine the relevance of the JET interpretation model. Therefore, we developed a 

numerical model able to predict the erosion of a cohesive soil by a turbulent flow. Our 

numerical model is first validated on a benchmark: erosion of an erodible pipe by a laminar 

flow. The numerical results are satisfactorily compared with the theoretical solution. Then, 

three JETs are modelled numerically, with values of erosion parameters obtained 

experimentally. A parametric study is also conducted to validate the accuracy of the 

numerical results and a good agreement is observed. The erosion parameters found 

experimentally permit to predict numerically the evolution of the erosion pattern within good 

accuracy. This result contributes to the validation of the JET’s semi-empirical model. The 

numerical model also gives a complete description of the flow, including vortices which can 

be observed in the cavity created by erosion. The whole erosion pattern evolution is given by 

the numerical results. Our numerical model gives information that is not available otherwise. 

 

Keywords: Erosion, Jet Erosion Test, critical shear stress, erosion coefficient, turbulent flow, 

numerical modelling 
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Introduction  

The Jet Erosion Test (JET) is a testing apparatus used to study soil resistance to erosion. The 

erosion is induced by a submerged circular turbulent jet impinging a sample of soil. This test 

was developed by Hanson (1990) and Hanson and Cook (2004). It enables quantifying the 

resistance of a soil to erosion via two geotechnical parameters. The first is the critical shear 

stress τc (Pa), which is the erosion threshold. The second is the erosion coefficient kd (m.s-1.Pa-

1), that quantifies the erosion kinetics. The erosion rate of a soil is therefore equal to kd(τ −τc) 

where !  is the shear stress exerted by the flow on the soil. The JET is currently the only test 

allowing the estimation of erosion parameters both in laboratory and in situ. In particular it 

has been used intensively, first in the USA and then in other countries for about ten years 

(Allen et al. 1997; Chang et al. 2011; Hanson and Hunt 2007; Karmaker and Dutta 2011; Lee 

et al. 2009; McClerren et al. 2012; Midgley et al. 2012; Pollen-Bankhead and Simon 2010; 

Thoman and Niezgoda 2008). The model interpreting the JET by Hanson and Cook (2004) 

uses the analytical approach of Stein et al. (1997) and the identification method of both 

erosion parameters has been recently refined by Pinettes et al. (2011). This is a simplified 

model which can be qualified as semi-empirical. It is especially based on the maximum shear 

stress exerted by a submerged jet impinging perpendicularly on a non-erodible flat plate. 

Hanson and Cook (2004) established a master equation which links geotechnical parameters, 

scour depth evolution and hydraulic parameters. This master equation is based on semi-

empiric relations. During a JET, the evolution of the scour depth in function of time is 

measured. So, after the test, the pressure applied at the inlet of the experimental device and 

the scour depth evolution in function of time are known. Two unknowns are still remaining: 

the geotechnical parameters of the soil (the critical shear stress and the erosion coefficient). 

To find them, Pinettes et al. (2011) performs a fit based on Monte Carlo’s method. The set of 
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parameters which permits to fit the best the experimental data is chosen. Geotechnical 

parameters are chosen so that the scour depth evolution obtained with the model fits the 

experimental data, they are fitted on the experimental results. To validate the accuracy of the 

erosion parameters found with the master equation, the development of a numerical model is 

needed. This model must be able to predict the erosion of a cohesive soil by a turbulent jet 

flow. As an input, the erosion parameters will be implemented and the evolution of the scour 

depth found numerically will be compared to the experimental results. If the final scour 

depths reached numerically and experimentally are within 30%, we will infer that the erosion 

parameters found with the Hanson’s semi-empirical model are relevant. The numerical 

modelling will then contribute to the validation of the JET interpretation model. Modelling 

numerically the erosion of a cohesive soil by a turbulent flow is a major challenge. Several 

studies present numerical models of erosion of granular soils by laminar flows (Papamichos 

and Vardoulakis 2005; Ouriemi et al. 2009), but none of them is suitable to cohesive soils 

submitted to turbulent flows. However, submerged impinging circular water jets have been 

vastly studied experimentally (Beltaos et al. 1974; Hanson 1990; Looney et al. 1984). A large 

number of semi-empirical formulas have been formulated on the basis of simplified models 

and measurements to characterise the evolution of different flow variables of a jet impinging 

on a non-erodible flat plate: the shear stress on the plate, the velocity field, and the static 

pressure. Nonetheless, although the geometry of this configuration is simple, it comprises 

highly complex physics due to the fluid mechanics involved, especially regarding the 

turbulence and flow close to the wall (Craft et al. 1993; Gibson et al. 1978). In addition, 

erosion modifies the surface of the soil by scouring it, forming a shape that depends on the jet 

and the resistance of the soil. 

The purpose of present article is to contribute to the evaluation of the relevance of the model 

interpreting the JET. The method includes CFD (Computational Fluid Dynamics) numerical 
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simulations of JET, with the two erosion parameters τc and kd as input data. The numerical 

results obtained are then compared to the experimental measurements that have been used to 

identify the erosion parameters. The system of equations used relies on the works of Bonelli 

and Brivois (2008), Bonelli et al. (2012), Golay et al. (2011). These works have shown that 

when the flow is strong enough, and when the soil is cohesive, erosion is sufficiently slow in 

comparison to the flow to allow neglecting the diphasic character of the phenomenon. Our 

numerical model addresses two major challenges: i) modelling the shear stress of a complex 

turbulent flow at the wall with accuracy; ii) modelling changes in geometry caused by the 

erosion. 

In this paper, we first describe the numerical model. Then, our numerical model is validated 

on a benchmark: erosion of a pipe by a laminar flow with a constant pressure drop. The 

results obtained for the numerical modelling of three JETs are presented in the next section. 

Eventually, a discussion is proposed in the last section. 

 

Numerical model 

Modelling flow/erosion coupling  

The intensity of erosion is characterised by the erosion number (Bonelli and Brivois 2008; 

Bonelli et al. 2012) in the same way as the Reynolds Number is used to characterise flow 

intensity. The erosion number is equal to ρkdV, where ρ is the density of the soil (kg.m-3), kd 

(m2.s/kg) is the erosion coefficient and V is the average velocity of the flow causing erosion 

and transport. When this number is low (ρkdV! 1), the following hypotheses can be made: 

i) If external conditions are such that the flow is stationary without erosion, then it remains 

stationary during erosion. 
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ii) The flow can be considered as a diluted suspension. The concentration of soil particles in 

the fluid is negligible and does not influence the flow. 

In practice, cohesive soils have a density about 103 kg.m-3 with a JET erosion coefficient less 

than 10-4 m².s/kg. The average flow velocity close to the soil is of the order of 1 m.s-1. 

Consequently the erosion number is less than 10-1. We can therefore make the assumption of 

slow erosion kinetics. It is then possible to simplify the model, since the only significant 

effect of erosion on the flow is the evolution of the soil-flow interface geometry (Bonelli et al, 

2012). 

Modelling a singular soil/water interface is a particularly complex task, since each medium is 

usually described using very different approaches: fluids are more naturally described by an 

Eulerian type model while solids are described by a Lagrangian type model. As it is necessary 

to determine the flow with accuracy close to the interface, especially the shear stress, a 

combined Euler-Lagrange method was chosen. 

After performing temporal discretization, the computation is carried out in two stages at each 

time step: 

i) The stationary flow is computed with a fixed flow/soil interface and the shear stress !  is 

evaluated, 

ii) The geometry is then updated for the following time step as a function of the erosion law, 

which gives x(t+Δt )=x(t)+c! Δt, where x(t) is a point of the flow/soil interface at the instant t, 

Δt is time step, and c!  is the celerity of the mobile interface noted 
!

. The time step is 

estimated by a kind of CFL (Courant, Friedrichs, Lewy) method. It is calculated so that the 

maximal displacement of the nodes composing the interface can not exceed 10% of the 

adjacent cell size. This percentage was chosen to ensure a good stability of the numerical 

model. 
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Equations related to the flow 

The flow is described by incompressible Navier-Stokes equations integrated by the finite 

volume method. The fluctuations of the unsteady flow are averaged statistically in order to 

obtain a stationary flow in conformity with the RANS (Reynolds Average Navier Stokes) 

method. 
()0wt!"#=$%&'()+"#="#%*+&,-.uuuuT

 (1) 

()2wwpµ!="+"#TIDuu'u'
   with   

1()()2T = + Duuu

 (2) 

with 3 110  Pa sw .! !=µ  the molecular viscosity and 3 -310  kg mw .=!  the density of water, p  the 

static pressure, T the Cauchy stress tensor, 
w!"#u'u'

 the turbulent stress tensor, often 

denoted Reynolds stress tensor 
R

. The turbulent stress tensor is determined from the velocity 

fluctuations 
u'

 in relation to the average velocity 
u

 and 
()Du

, the symmetrical part of the 

average velocity gradient. Direct Numerical Simulations or Large Eddy Simulations are still 

too costly in terms of calculation time to model such an extended domain with high Reynolds 

numbers, added to remeshing problems. 

The RANS closure problem is solved by a 
k

-
!

turbulence model (Wilcox 1998). This 

turbulence model is known to be well adapted to impinging jet flows and to wall flows with 

streamwise pressure gradient or wall curvature.  

The pressure/velocity coupling is solved by the use of the SIMPLE (Semi-Implicit Method for 

Pressure-Linked Equations) algorithm (Patankar and Spalding 1972). Spatial discretization is 

based on a second order accuracy upwind scheme (Barth and Jespersen 1989). Gradients are 

calculated with the Green-Gauss node based method (Rauch et al. 1991). 
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Erosion model 

The erosion law is written in terms of the mobile interface celerity c!  which is related to the 

rate of local erosion: 

( ) if 
0 else
d c ck

c
! ! ! !

!
" >

=  on 
!

 (3) 

with dk  the erosion kinetics coefficient, 
c!

 the critical shear stress and 
!

 the norm of the 

shear stress on the interface defined by: 

! 2 2( ) ( )= ? ! ? ?T n n T n  (4) 

where n is the unit normal to 
!

 oriented towards the soil. 

According to the erosion law Eq. (3), the displacement of a point of the interface depends 

only on the shear stress exerted by the fluid on the material at this point. In the case of a 

normal flow at the surface of the soil, the shear stress is null at the point of impingement, 

increases to its maximum and then decreases again by moving away from the stagnation zone 

(Fig. 1). As shown in Fig. 1, a geometric singularity appears in the stagnation zone that should 

be indicated by a peak of non-eroded soil. However, when carrying out the JETs, 

experimental observations relating to the shape of the eroded area showed that it did not fit 

the theoretical shape induced by the erosion law Eq. (3). Depending on the test, erosion was 

more or less deep and the diameter of the eroded area was more or less wide, but in no case 

was a central peak or a singular point at the center observed. 

We assume that in the case of erosion by turbulent jet flow, the fluctuations of instantaneous 

values associated with the flow at the jet stagnation zone, as well as the pulse of the jet in 3D 

geometry, enable smoothing the peak of non-eroded soil in practice. 

This stagnation zone of the jet flow Ωstag at the water/soil interface is defined between the jet 

centerline and the abscissa corresponding to the maximum shear stress on the interface. Thus 
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τmax is the shear stress at the outlet of the stagnation zone and the erosion law (1) can be 

modified as written by Eq. (5).  

max max stag

stag

( ) if  in 
( ) if  out of 

0 else

d c c

d c c

k
c k

! ! ! !
! ! ! !!

" > #
= " > #  (5) 

This form of the erosion law remains valid whatever the configuration of the flow. Therefore 

in the case of a non-normal flow at the water/soil interface, Ωstag=Ø and Eq. (5) remains the 

same as Eq. (3). 

 

The numerical model is first validated on a benchmark. The erosion of a channel by a laminar 

flow with a constant pressure drop is modelled and the results are compared with the 

theoretical solution. Then three JETs performed on different soils are modelled. The 

numerical results are compared with the experimental and the semi-empirical ones. 

 

Validation of the numerical model on a laminar case 

The erosion of a cohesive soil by a laminar flow, in the well-known 2-dimensional Poiseuille 

flow configuration (Fig. 2), can be used as a benchmark to test our numerical modelling. The 

theoretical solution for the horizontal velocity of the flow u  reads: 

( ) ( )
( )

( )

2 223 1 1
2 2av

w

R tr p r
u u t

R t x R tµ

! " ! "# $ # $%& ' & '= ( = () * ) *) * ) *%& ' & '+ , + ,- . - .
 (6) 

with R(t) the channel diameter at time t, avu  the average horizontal velocity and p  the 

pressure field. The wall shear stress is deduced from the horizontal velocity: 

( )
( )

3 w avu t
R t
µ

! =  (7) 
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For a constant pressure drop, the resolution of the erosion law in Eq. (3) gives (Bonelli et al. 

2012): 

( )
0 0 0

1! !
er

t
tc cR t L L e

R R p R p
! "

= + #$ %& &' (
, er

d

Lt
k p

=
!

 (8) 

with R0 being the initial diameter of the erodible channel, ert  a characteristic erosion time 

scale and L  the length of the channel.  

We set the following boundary conditions: R0=0.5 mm, 2 1 mL =  and 210  PaP !" = . The 

erosion parameters are: 6 210  m .s/kgdk
!= , 0 Pa!c = .  To ensure the independence of the 

results from the mesh density, the mesh used is a uniform grid of 20x20,000 cells. 

The numerical results obtained are compared with the theoretical solution of Eq. (8). As the 

pressure condition is imposed at the inlet, the erosion process never stops. On the contrary, 

the erosion accelerates exponentially through time, as described by the Eq. (8). Fig. 3 shows 

the evolution of the channel diameter as a function of dimensionless erosion time. A good 

agreement between numerical and theoretical results is obtained: in any time, the relative 

error is lower than 2%. These results validate our fluid-structure interactions numerical 

model. The Lagrangian interface movement model with remeshing is able to predict 

satisfactorily the erosion phenomenon. This validation is established for a laminar pipe 

erosion case, theoretical solution for turbulent impinging jets remains unknown. Therefore in 

the next section, we compared our numerical results obtained for turbulent flows to the 

experimental ones. 
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Jet Erosion Tests modelling 

Characteristics of the soils tested 

The three different soils tested with the JET tests, labelled respectively A, B and C were taken 

from existing dikes. The test protocol followed for these different erosion tests conformed to 

that of Hanson et al. (2004). Soil A is a clayey soil with a dry density of 3 -31 83 10  kg m, . .  and 

a water content of 16.2% volume. Soil B is a sandy soil with a dry density of 3 -31 63 10  kg m, . .  

and a water content of 21.8% volume. The full results of the identification tests performed on 

test materials A and B are presented in Table 1. Soil C is a mixture of a sandy-gravel material 

and a mud composed of 69% water, 25% cement and 6% bentonite. The test was performed 

after 24h drying. No other characteristics of soil C are available. 

The initial conditions applied for each test are presented in Table 2 and the notations used are 

explained in Fig. 4. The photographs of soil samples before and after the JET tests are shown 

in Fig. 5. The mould is 11.6 cm depth and its radius is 5.6 cm. The test data were interpreted 

using the equations of Hanson et al. (2004) and the identification method by Pinettes et al. 

(2011). The results obtained for the characteristic erosion parameters (erosion coefficient and 

critical shear stress) are given in Table 2. 

These three tests were chosen for their differences in terms of soil type, final scouring depth 

and duration of the erosion process. However, the erosion parameters, critical shear stress and 

erosion coefficient of the materials tested are quite similar. Fig. 6 illustrates the differences 

observed experimentally on the scouring depths and erosion kinetics between the three tests. 

In the case of test B, the final scour depth is reached 10 times more rapidly than for test A. 

Their final scouring depths are about 5 and 6 cm respectively. In the case of test C the bottom 

of the mould in which the material was placed is reached rapidly. Fig. 6 also presents the 

results obtained using the semi-empirical model fitted on the experimental results. 
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Results obtained for the three JETs 

Whatever the JET modelled, the independence of the results regarding the mesh density is 

ensured to within 10%. At 0 st = , the meshes contain almost 70,000 cells. The soil/water 

interface is divided into almost 350 faces, whose lengths are about 10-4 m. 

The results obtained numerically on the scour depths at the jet centerline are also shown in 

Fig. 6. The numerical results of the three tests are in good agreement with the experimental 

and semi-empirical results for the three tests. It can be seen in Table 3 that whatever the 

considered test, the error on the scour depth is lower than 25% for the comparison with the 

experimental results. The numerical results differ from the semi-empirical ones to 20% at 

maximum. Results obtained for the JET performed on soil B present the highest relative error 

on final scour depth and results on soil A the lowest. Concerning the erosion coefficient, the 

numerical results are also close to the experimental and the semi-empirical ones, especially 

given the time scale of the test. For the three tests, the time required to reach the final scour 

depth numerically is quite higher than the experimental one. With the erosion parameters 

found experimentally, our numerical model permits to find an evolution of scour depths 

within a good accuracy. 

The evolution of the interface as a function of time for the three tests is presented in Fig. 7. 

The numerical results obtained for tests A, B and C are compared. The current experimental 

device does not allow the measurement of the whole interface position. Only the scour depth 

at the jet centerline is available. On the contrary, our numerical model gives the complete 

evolution of the erosion pattern and permits to visualize the flow inside and outside the 

eroded area. The curves show the evolution of the interface at some erosion times. For each 

graph in Fig. 7, the curves located at the greatest depths give the final state of the water/soil 

interface when the erosion process is already stopped. The shear stress is then equilibrated 
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with the critical shear stress at every point of the interface. This can be seen in Fig. 8, which 

shows the results obtained for the evolution of the shear stress at the water/soil interface. Fig. 

7 also shows in straight lines the threshold stresses specific to each test. The times selected 

correspond to those presented in Fig. 7. 

Erosion developed differently for each of the three cases (Fig. 7). This difference can be 

attributed to the erosion parameters, as well as to the test conditions: pressure differential and 

initial distance between the nozzle and the soil, as given in Table 2. Although the soil erosion 

parameters are close for the three tests, the differences on pressure drops and nozzle/interface 

distances explain why scour depth evolutions are not similar for the three JETs. In the case of 

test A, the erosion affects a much larger zone than in cases B and C. In case A, the affected 

zone extends approximately up to 4 cmr ! , in case B, up to 3 5 cmr .!  and in case C only 

up to 2 8 cmr .! . As shown in Fig. 8, the distribution of the shear stress at the water/soil 

interface at initial time points out the superposition of the areas affected by erosion and the 

areas for which 
c!!"

 in cases A and B. A difference is observed for case C, as the area 

where the shear stress is such that 
c!!"

 is larger than the area affected by erosion in reality. 

This can be explained by the fast reduction of the shear stress at the water/soil interface, as 

shown in the third graph of Fig. 8. Starting from the second curve of the evolution of shear 

stress on the water/soil interface, at a stage where erosion had hardly begun, the area for 

which 
c!!"

 is immediately reduced to 2 8 cmr .!  instead of 3 8 cmr .!  for the initial time. 

Similar reductions of shear stress can also be observed for the two other cases, but the 

intersection between curve 
c!!=

 and the first two evolution curves remains almost the same. 

As observed in Fig. 8, the values of the shear stress at the water/soil interface differ greatly 

from one test to another. The maximum shear stresses at the initial time are, for test A, about 

37 Pa, for test B about 70 Pa, and for test C about 120 Pa. The pressure gradients imposed in 

the case of tests B and C are nearly half those imposed for test A. The initial distances of the 
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jet nozzle from the surface of the soil follow the same trend: for test C, the distance between 

the nozzle and the material is nearly 4 times less than that for test A, while for B it is nearly 2 

times less than that for test A. The velocity of the fluid at the jet nozzle is about 7.8 m.s-1 in 

the case of test A and about 5.3 m.s-1 for the other two tests. The deceleration of the flow after 

the potential core of the jet (zone adjacent to the jet nozzle in which the velocity at the jet 

centerline remains constant) is inversely proportional to the distance between the nozzle and 

the considered ordinate. The velocity of the fluid just after the impact on the interface is 

nonetheless higher in case C in comparison to case B, and higher in the case of the latter than 

case A. The values of the different flow variables that are non-null at the water/soil interface, 

notably the shear stress exerted by the fluid on the material, are necessarily higher for test C 

compared to test B, and higher for test B than for test A. 

The eroded areas of tests B and C are deeper than for test A. The maximum depth is about 5 

cm for test A, about 8 cm for test B and about 9 cm for test C (see Fig. 6). As can be seen in 

Fig. 8, the maximum shear stress at the initial time in the case of test A is lower than that of 

test B, and lower in the case of the latter than that of test C. The highest shear stress values at 

the initial time lead to deeper scouring depths in the case where the critical shear stresses used 

for the different tests have very similar values. The distance of the nozzle from the water/soil 

interface increases progressively as the material erodes, leading to a decrease of shear stress 

on the interface. The erosion process stops when the shear stress becomes lower than the 

critical shear stress. Therefore for almost equal critical shear stress values, the higher the 

shear stress is at the beginning, the deeper the final erosion. 

Fig. 9 shows the final shapes of the samples after erosion which are obtained numerically. A 

2D view of the error made between the numerical and experimental results at the end of the 

erosion process for the JET performed on soil A is also shown. The difference is represented 

by the hatched zone between the two curves. The experimental results were obtained by direct 
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measurements on the soil sample after the test. In the most unfavourable case, i.e. at the jet 

centerline, the numerical results are still close to the experimental ones, with the error on 

scouring close to 14%. Although the erosion parameters are fitted with a flat plate semi-

empirical model, the numerical results obtained for the entire erosion pattern are satisfactory. 

Also, the erosion shapes obtained numerically in the case of test B agree quite well with the 

photographs taken at the end of the test (Fig. 5). However, for test C the error is greater for 

the final scouring depth. We do not provide a numerical representation of reaching the bottom 

of the mould, at which point the side walls of the cavity formed by scouring usually collapse, 

as shown in Fig. 5. Nonetheless, Fig. 9 clearly shows the conclusions relating to the influence 

of the distribution of shear stress and the critical shear stress described previously. 

Fig. 10 shows the comparison between the numerical results and the semi-empirical model for 

the evolution of the shear stress for tests A, B and C as a function of the distance between the 

jet nozzle and the interface reached at the jet centerline. At initial time for tests A and B the 

numerical model gives results relatively far from those of the semi-empirical model of 

(Hanson et al. 2004). However, the results of the latter model are very close to those of our 

model at the initial time in the case of test C. For the three tests, an instability occurs at a 

depth of about 2 cm. It causes a substantial difference between the numerical and semi-

empirical results in the case of test C. Whatever the considered test (after the instability in test 

C), we observed that the error between the numerical and semi-empirical results lessened as 

scouring depth increased. The curves related to tests A and B show a very similar stall at 

0 2 cmz z! =  whereas test C presents a slightly different form of instability. The fact that the 

initial distance between the jet outlet and the water/soil interface is very close to the length of 

the theoretical potential core could also explain the formation of a slightly different instability 

in the case of test C. The numerical results obtained for tests A, B and C are also compared in 

Fig. 11, which presents the evolution of the velocity fields and the shape of the water/soil 
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interface as a function of time. The times are the same for each test in order to compare easily 

the different erosion kinetics. For each test of Fig. 11, the image at time 15 000 =t , s  gives the 

final state of the water/soil interface. For a flat surface and for a slightly eroded water/soil 

interface, the impinging jet is deviated radially and in parallel to the surface, as shown by the 

first two pictures of the JET performed on soil A. The hollower the interface becomes, the 

more the flow at the outlet of the cavity is disturbed. Considerable zones of turbulence giving 

rise to the creation of vortices can be seen clearly on the first picture of tests B and C. For 

each of the tests, when the relative maximum depth reached is close to about 2 cm, the flow 

undergoes a change of regime and this time rises vertically and in parallel to the jet at the 

outlet of the cavity formed by erosion. This might explain the considerable disturbances at 

around 2 cm depth for the three tests shown in Fig. 10. Our numerical model permits to access 

flow characteristics which are not available elsewhere. The prediction of flow regime in the 

eroded areas and its evolution in function of time is first provided. Quantitative estimation of 

the role played by these vortices in the erosion process, in a way similar to the work 

performed by Hopfinger et al. (2004), will be the objective of more detailed analysis of the 

data obtained with the present numerical model. 

 

Parametric study 

To estimate the range of the erosion parameters for which numerical results are in good 

agreement with the experimental ones, a parametric study is carried out for test A. It permits 

to verify that the final scour depth is only dependent on the critical shear stress and that the 

erosion kinetics are a function of both erosion parameters. The parametric study also shows 

that the lower the erosion parameters, the higher the errors induced on the erosion kinetics or 

on the final scour depth are. An error of 50% on the erosion coefficient can lead to a 

differential of about 100% on the width of the scouring profile at 95% maximum scouring. 
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Likewise, an error of 100% on the critical shear stress leads to an error higher than 100% in 

asymptotic scouring depth. This demonstrates that the range of the erosion parameters for 

which numerical results are in good agreement with the experimental ones is narrow. Erosion 

parameters which are not at least of the same order of magnitude as those found with the 

interpretation model of Hanson can not permit to find a good agreement between numerical 

and experimental data. The erosion parameters found with the JET interpretation model 

within a range of few percent permits to track down the experimental results with a complex 

CFD numerical model. Our entry data were only the JET hydraulic parameters and the 

erosion coefficients obtained with Hanson’s fitting method. We implemented the entry data in 

our numerical model. And then we obtained the scour depth evolution in function of time. We 

compared this numerical data to the experimental ones, a good agreement is obtained. We 

also verified its reliability by a parametric study. The numerical model matches the 

experimental results; the Hanson and Cook (2004) model fits them. Our model takes the 

erosion parameters found by the semi-empirical method and verifies their accuracy. Therefore 

these results are a validation of the Hanson and Cook (2004) master equation. 

Another approach is to find the numerical best fit of the experimental results. This study was 

performed with soil A. The entry data of the numerical model are then only the hydraulic 

parameters of the JET. We implement several sets of erosion parameters chosen arbitrary in 

our numerical model. We obtain then several scour depth evolutions in function of time. We 

compare them to the experimental data and we choose the set whose scour depth evolution 

fits the best the experimental data. And we found that the best set, which permits to obtain 

numerically the closest scour depth evolution to the experimental data, is very similar to 

Hanson’s optimal set: 9 Pac! =  and 6 25 10  m .s/kgdk . != . Therefore we can deduce from 

these results that Hanson’s interpretation model of the JET is relevant, at least in terms of 

orders of magnitude and for this class of soils. Moreover, its shows that the semi-empirical 
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model gives accurate results within a very short calculation time. The numerical approach 

does not aim to replace the Hanson and Cook (2004) model nor to be more efficient. But it 

was needed to validate the objectionable assumptions on which the Hanson and Cook (2004) 

model is based. 

 

Discussion 

First, the discussion concerns the change in the flow regime, depending on the scour hole 

dimensions. The accuracy of this numerical result is supported by the experimental 

observations made by Aderibigbe and Rajaratnam (1996), Hollick (1976), Moore and Masch 

(1962). Depending on the scour hole observed at the end of the erosion process, two flow 

regimes are observed: the weakly deflected regime (WD) and the strongly deflected regime 

(SD). If the scour hole is wide and shallow, the WD regime is observed. On the contrary, if 

the scour hole is narrow and deep, the flow turns back to itself and SD regime is observed. At 

the current state of art, the transition between these two regimes is not yet clearly established. 

Then, Hanson’s semi-empirical model only takes into account the maximum value of the 

shear-stress on the interface. The shear stress model used is based on a flat plate assumption. 

Therefore, when the interface is eroded, digging the scour hole, it is expected that the error 

between numerical and semi-empirical results increases. On the contrary, the numerical 

results get closer to the semi-empirical ones with increasing erosion time. Despite the 

discrepancies observed in Fig. 10, the accuracy of the shear stress seems sufficient to obtain a 

good agreement of the results concerning the scour depth. 

It is now possible to model the erosion of a cohesive soil by a turbulent flow with a simplified 

model and with reasonable computation requirements. This study shows that the characteristic 

parameters 
dk

 and 
c!

, at least in terms of magnitude orders, permit to model the erosion 
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process within a good accuracy. This result is a validation of Hanson’s interpretation model, 

at least in terms of orders of magnitude and for this class of soils. Determining the range of 

the erosion parameters for which the model is validated requires additional cases modelling. 

Moreover, this study does not permit to validate the physical meaning of the erosion 

parameters. We imposed the erosion law in our numerical model. The implementation of 

another erosion law, with properly adjusted coefficients could also lead to numerical results in 

good agreement with the experimental ones. Considering the erosion law based only on the 

shear stress influence may not be justified and needs further considerable works to be 

validated or discredited. 

 

Conclusion 

A numerical model able to predict the erosion of a cohesive soil by a turbulent flow has been 

developed. It is first validated on a benchmark: the erosion of a channel submitted to a 

laminar flow, for which theoretical solution is known. Good agreement is obtained. Then, 

three JETs were simulated. The erosion parameters implemented in the CFD model were 

obtained from experimental data interpreted by Hanson’s semi-empirical model. The 

numerical results agree satisfactorily with the experimental results. The variations observed 

were of the same order of magnitude as the uncertainties usually encountered in soil 

mechanics with geotechnical parameters. A parametric study has been conducted to estimate 

the range of the erosion parameters for which numerical results are in good agreement with 

the experimental ones. Depending on the erosion parameters values, this range is always less 

than an order of magnitude. Therefore we deduce that despite its simplicity, the model of 

Hanson and Cook (2004) to interpret the JET results is relevant. Further work is still needed 

to determine the range for which erosion parameters are relevant and to determine the 
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physical meaning of the erosion parameters found with this erosion law. Moreover, our 

numerical model allows to access flow characteristics which are not provided with the semi-

empirical model or with experiments. It leads to a better understanding of the flow regime 

inside and outside the erosion pattern. It can also provide access, in the future, to more 

detailed understanding of the phenomena involved in erosion, such as the specific role played 

by large-scale coherent vortices. 
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Table 1. Identification tests on different soils subjected to JET tests. 
 
Characteristics of the soil  A B C 
Nature of soil  Silt with broken 

stones 
Fine clayey sand  Mixture of sandy 

gravel material and 
slurry  

Water content (%) 16.2 21.8 - 
Dry density (t/m3) 1.83 1.63 - 
Grain density (t/m3) 2.71 2.71 - 
Void ratio 0.48 0.65 - 
Degree of saturation (%) 92 90 - 
Passing at 80 µm (%) 51.4 79.6 - 
 
 
 

 

Table 2. Characteristic parameters of the Jet Erosion Tests modelled. 
 
Parameters settled for the JETs numerical models A B C 

Pressure differential (Pa) 30,000 15,000 14,000 
Initial distance of jet nozzle from soil surface (cm) 14.6 4.1 7.8 
Critical shear stress τc (Pa) 11.0 9.1 8.5 
Erosion coefficient kd (m².s/kg) 1.0×10-5 4.5×10-5 7.2×10-5 
 
 

 

Table 3. Relative error of numerical results in comparison to experimental results for the three 
tests. 
 

Error on the final scour 
depth in comparison to: A B C 

Experimental results 14.5% 24.0% 20.1% 
Semi-empirical results 13.4% 16.1% 19.5% 
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Fig. 1. Shear stress profile at the water/soil interface and erosion figure at different times 

calculated with Eq. (3). 
 

 
 
Fig. 2. Sketch of the erodible channel and notations. 
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Fig. 3. Results obtained for the numerical modelling of the erosion of a channel by a laminar 

flow. 
 

 
 
Fig. 4. Sketch of the Jet Erosion Test developed by Hanson and Cook (2004). 
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Fig. 5. Surface of the soil sample before (a) and after (b) the Jet Erosion Test in the case of 

test A, B and C. 
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Fig. 6. Numerical results of JET tests A, B and C compared to the Hanson’s semi-empirical 

model fit and to experimental results, scour depth in function of time. 
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Fig. 7. Evolution of the water/soil interface as a function of time: test A at the top, test B in 

the middle and test C at the bottom. 
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Fig. 8. Evolution of the shear stress along the water/soil interface as a function of time: test A 

at the top, test B in the middle and test at the bottom. 
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Fig. 9. Comparison of numerical results on the shape of the scour hole, case of tests A, B and 

C, experimental results are provided for test A. 
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Fig. 3. Comparison of numerical results and the Hanson’s semi-empirical model on the 

evolution of the norm of the shear stresses for tests A, B and C. 
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Fig. 11. Velocity field and profile of the water/soil interface as a function of time, in the case 

of JET tests A (top), B (middle) and C (bottom). 
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