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Abstract

In some real-world classification applications, such as target recognition, both training data collected by sensors

and expert knowledge may be available. These two types of information are usually independent and complementary,

and both are useful for classification. In this paper, a hybrid belief rule-based classification system (HBRBCS) is

developed to make joint use of these two types of information. The belief rule structure, which is capable of capturing

fuzzy, imprecise, and incomplete causal relationships, is used as the common representation model. With the belief

rule structure, a data-driven belief rule base (DBRB) and a knowledge-driven belief rule base (KBRB) are learnt from

uncertain training data and expert knowledge, respectively. A fusion algorithm is proposed to combine the DBRB

and KBRB to obtain an optimal hybrid belief rule base (HBRB). A belief reasoning & decision making module is

then developed to classify a query pattern based on the generated HBRB. An airborne target classification problem

in the air surveillance system is studied to demonstrate the performance of the proposed HBRBCS for combining

both uncertain sensor measurements and expert knowledge to make classification.

Index Terms

Hybrid classification system, belief rule, uncertain data, expert knowledge.

I. INTRODUCTION

Pattern classification is the study of how machines can observe the environment, learn to distinguish patterns of

interest from their background, and make sound and reasonable decisions about the categories of the patterns [1].

According to the type of information used in modeling, pattern classification methods can be categorized into data-

driven and knowledge-driven [2]. Data-driven models are based on the learning of training data characterizing the
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problem under modeling. The data is usually collected by the sensors observing the environment [3]. Popular data-

driven models include k-nearest neighbor rule, decision trees, support vector machines, artificial neural networks,

and fuzzy rule-based systems, etc. [4]. In contrast, knowledge-driven models are based on expert knowledge

understanding a particular domain or problem. The expert knowledge is often coded into rules or relations, based

on which inference is made [5]. Examples of the most popular systems using knowledge-driven models are expert

systems [6] and decision support systems [7].

In some real-world classification applications, both training data and expert knowledge may be available. For

example, for target recognition problem [8], [9], the historical measurements from a long period of collection by

sensors can be used to train the target recognition system. In addition, expert knowledge about target characteristics

obtained from the manufacturers or intelligence also provides important information for target recognition. In the

classification process, training data and expert knowledge are complementary [10]. The training data tends to provide

a relatively fine estimate for the real class-conditioned distribution but may be unreliable in some specific regions

of feature space due to limited training patterns and the potential measurement noise, whereas the expert knowledge

usually provides a relatively rough but overall reliable estimate for the real class-conditioned distribution. In the

past, several methods have been proposed to address the classification problem based on both training data and

expert knowledge. For instance, Zhou et al. [11] proposed to build an initial rule base from the available expert

knowledge, and then to optimize the rule base by adding or pruning rules based on training data. In [12], Tang et al.

developed a knowledge-based naive Bayes classifier, which uses training data to estimate the involved conditional

probabilities. Later, in [13], they proposed another similar method, which builds a fuzzy rule-based system based

on expert knowledge and then uses training data to optimize the involved fuzzy membership functions. In essence,

these methods follow the same idea that first building a base model from expert knowledge and then optimizing this

model based on training data. However, one major disadvantage of this idea is that the weights of training data and

expert knowledge cannot be adjusted according to the qualities of these two types of information. In this paper, we

intend to address the hybrid classification problem with a different idea. That is, to build a data-driven model and

a knowledge-driven model independently, and then to combine them into an adaptive hybrid classification model

by taking into account their weights.

In order to combine training data and expert knowledge for classification, a common representation model that

can make use of both types of information is needed. The IF-THEN rule is a good representation model, because,

on the one hand, the IF-THEN rule can be learnt from training data and, on the other hand, expert knowledge

is also easily coded into IF-THEN rule. Many fuzzy rule-based systems have been proposed to deal with the

classification problems using either training data or expert knowledge [14], [15], [16], [17]. However, different

types of uncertainty may coexist in real-world applications, e.g., both training data and expert knowledge may be

imprecise or incomplete. The fuzzy rule-based systems, which are based on fuzzy set theory [18], cannot address the

imprecise or incomplete information effectively in the modeling and reasoning processes. The belief function theory,

also called Dempster-Shafer theory, proposed and developed by Dempster [19], Shafer [20] et al., has become one

of the most powerful frameworks for uncertainty modeling and reasoning. Many researchers have investigated the
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relationship between fuzzy set theory and belief function theory and suggested different ways of integrating them.

Among them, Yang et al. [21] extended the fuzzy rule with belief function theory and proposed a new knowledge

representation scheme in a belief rule structure, which is capable of capturing fuzzy, imprecise, and incomplete

causal relationships. The belief rule structure has been successfully applied in a number of applications, such as

clinical risk assessment [22], inventory control [23], and fault diagnosis [24].

In our previous work [25], a belief rule-based classification system was developed based on uncertain training

data, which shows great advantages of the belief rule for modeling uncertain information in complex classification

problems. In this paper, we focus on more general cases, where both training data and expert knowledge are available.

Based on the belief rule structure, a hybrid belief rule-based classification system (HBRBCS) is developed to make

good use of these two types of information. The proposed HBRBCS is composed of two main components: a

hybrid belief rule base (HBRB) that establishes the association between the feature space and the class space, and

a belief reasoning & decision making module that provides a mechanism to classify a query pattern based on the

HBRB. With the belief rule structure, a data-driven belief rule base (DBRB) and a knowledge-driven belief rule base

(KBRB) are learnt from uncertain training data and expert knowledge, respectively. A fusion algorithm is proposed

to combine the DBRB and KBRB to obtain an optimal HBRB. Based on the generated HBRB, a belief reasoning

algorithm is applied to classify a query pattern in a robust way and both a hard and soft decision strategies are

provided for user to select depending on different needs. At last, the proposed HBRBCS is applied to solve an

airborne target classification problem based on uncertain sensor measurements and expert knowledge.

The rest of this paper is organized as follows. In Section II, the basics of belief function theory and the belief

rule structure are introduced. The hybrid belief rule-based classification system is developed in Section III, and then

an airborne target classification problem in the air surveillance system is studied to demonstrate the performance

of the proposed HBRBCS for combining both uncertain training data and expert knowledge to make classification

in Section IV. Finally, Section V concludes the paper.

II. THEORETICAL BACKGROUND

A. Basics of Belief Function Theory

Let Θ = {θ1, θ2, · · · , θn} be a finite set of mutually exclusive and exhaustive hypotheses about the problem

domain called the frame of discernment. A basic belief assignment (BBA) is a function m: 2Θ → [0, 1], verifying

m(∅) = 0 and
∑
A∈2Θ

m(A) = 1. (1)

The quantity m(A) measures the degree of belief exactly assigned to proposition A, given the available evidence.

A subset A ∈ 2Θ with m(A) > 0 is called a focal element. The belief assigned to Θ represents the degree of global

ignorance. A BBA m is said to be vacuous if there is full global ignorance.

Two evidential functions derived from the BBA are the belief function and plausibility function defined as

Bel(A) =
∑
B⊆A

m(B) and Pl(A) =
∑

B∩A̸=∅

m(B). (2)
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The belief Bel(A) and the plausibility Pl(A) are usually interpreted as lower and upper probabilities of proposition A.

For decision making, the pignistic probability BetP(A) [26] is usually used to approximate the unknown probability

in [Bel(A), Pl(A)], defined as

BetP(A) =
∑

B⊆Θ; A∩B ̸=∅

|A ∩B|
|B|

m(B), (3)

where |X| is the cardinality of set X .

For the case of partially reliable source of evidence characterized by BBA m, Shafer’s discounting operation with

reliability factor α ∈ [0, 1] is defined as

αm(A) =

 αm(A), for A ̸= Θ

αm(Θ) + (1− α), for A = Θ.
(4)

Consider now two distinct pieces of evidence on the same frame of discernment Θ represented by two BBAs

m1 and m2. They can be combined using Dempster’s rule to generate a new BBA m1 ⊕ m2 as follows

m1 ⊕ m2(A) =


0, for A = ∅∑

B∩C=A

m1(B)m2(C)

1−
∑

B∩C=∅

m1(B)m2(C)
, for A ∈ 2Θ and A ̸= ∅.

(5)

This rule is commutative, associative, and it has the vacuous mass function m(Ω) = 1 as the unique neutral element.

B. Belief Rule Structure

In order to capture the uncertain association between the feature space and the consequence space, Yang et al.

[21] extended the fuzzy rule with belief function theory and proposed a new knowledge representation scheme in

a belief rule structure as follows.

Belief Rule Rq : If x1 is Aq
1 and x2 is Aq

2 and · · · and xP is Aq
P , then the consequence is

Cq = {(ω1, β
q
1), · · · , (ωM , βq

M )} , with rule weight θq,
(6)

where x1, x2, · · · , xP represent the antecedent features and Aq = (Aq
1, A

q
2, · · · , A

q
P ) is the antecedent part of the

belief rule Rq with each Aq
p belonging to fuzzy partitions {Ap,1, Ap,2, · · · , Ap,np} associated with p-th feature. βq

m

is the belief degree to which ωm is believed to be the consequence for the q-th belief rule. In the belief structure,

the consequence may be incomplete, i.e.,
∑M

m=1 β
q
m ≤ 1, and the left belief 1−

∑M
m=1 β

q
m denotes the degree of

global ignorance about the consequence. The rule weight θq with 0 ≤ θq ≤ 1, characterizes the certainty grade of

the belief rule Rq .

Compared with the traditional fuzzy IF-THEN rule, the belief rule provides a more informative and realistic

scheme for knowledge representation. By introducing belief function theory, the belief structure makes the rule

more appropriate to characterize the uncertain information. For example, in generating each rule, only partial expert

knowledge or limited training patterns are available. Thus, the corresponding consequence of this rule should

not be complete. The belief rule structure can well characterize this type of incompleteness, with the left belief

1 −
∑M

m=1 β
q
m denoting the degree of global ignorance about the consequence induced by the partially available

information.
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III. HYBRID BELIEF RULE-BASED CLASSIFICATION SYSTEM

Considering the advantages of belief function theory for modeling and reasoning with uncertain information, in

this section, a hybrid belief rule-based classification system (HBRBCS) is developed to integrate uncertain training

data and expert knowledge to make classification. As shown Fig. 1, the proposed HBRBCS is composed of two

components: a hybrid belief rule base (HBRB) and a belief reasoning & decision making module. The HBRB is

constructed based on a data-driven belief rule base (DBRB) and a knowledge-driven belief rule base (KBRB). In

our previous work [25], the problem of learning belief rule base from training data has been addressed. In Section

III-A, we investigate how to learn from expert knowledge with the belief rule structure. In Section III-B, a fusion

method is proposed to obtain an optimal HBRB by combining these two types of information via an optimization

procedure. Sections III-C and III-D focus on how to make a reasoning based on the constructed HBRB and how

to make a reasonable decision based on the reasoning results, respectively.

A. Knowledge-Driven Belief Rule Base (KBRB)

In knowledge-based system development, knowledge representation is the task of encoding expert knowledge into

a knowledge base ready to use. Based on different types of applications, many knowledge representation schemes

have been proposed, such as logical representations, production rules, semantic networks and structured frames

[27]. For production rules, as knowledge is represented in the form of condition/action pairs, they provide a natural

way to characterize the association between feature space and class space for classification problems. Thus, in this

section, the production rules (especially, the fuzzy IF-THEN rules) are selected to represent expert knowledge.

Based on the fuzzy IF-THEN rules representation, expert knowledge is acquired from experts using the structured

interview technique [28]. That is, experts are asked to assign fuzzy regions to each class and to give corresponding

certainty grades. Accordingly, each piece of expert knowledge ej can be represented as

Expert Knowledge ej : If x1 is Aj
1 and x2 is Aj

2 and · · · and xP is Aj
P , then the consequence is ωj ,

with certainty grade θj , j = 1, 2, · · · ,M,
(7)

where Aj
p is subset of fuzzy partitions {Ap,1, Ap,2, · · · , Ap,np} associated with p-th feature, p = 1, 2, · · · , P .

With the above M pieces of expert knowledge ej , j = 1, 2, · · · ,M , the problem now is how to generate a belief

rule base with the belief rule structure as Eq. (6) from the expert knowledge. The knowledge-driven belief rule base

is constructed in the following two stages: first, to expand the expert knowledge ej , j = 1, 2, · · · ,M into belief

rules by enumerating all the possible antecedent conditions; then, to combine those expanded rules having the same

antecedent part.

1) Expansion of expert knowledge

For the belief rule as Eq. (6), each feature is associated with a single fuzzy partition, whereas for the expert

knowledge in Eq. (7), each feature is associated with a set of fuzzy partitions. Thus, one piece of expert knowledge

ej can be expanded into some belief rules with the same consequent part and rule weight by enumerating all of
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the possible antecedent conditions as follows.

Belief Rule R1
j : If x1 is A1

1 and x2 is A1
2 and · · · and xP is A1

P , then the consequence is

C1 = {(ωj , 1)} , with rule weight θj ,
...

Belief Rule Rq
j : If x1 is Aq

1 and x2 is Aq
2 and · · · and xP is Aq

P , then the consequence is

Cq = {(ωj , 1)} , with rule weight θj ,
...

Belief Rule R
Qj

j : If x1 is A
Qj

1 and x2 is A
Qj

2 and · · · and xP is A
Qj

P , then the consequence is

CQj = {(ωj , 1)} , with rule weight θj ,

(8)

where the antecedent parts (A1
1, A

1
2, · · · , A1

P ), · · · , (A
q
1, A

q
2, · · · , A

q
P ), · · · , (A

Qj

1 , A
Qj

2 , · · · , AQj

P ) are all the possi-

ble combinations of different partitions for Aj
1,Aj

2, · · · ,Aj
P , and Qj is the number of belief rules generated from

expert knowledge ej , with Qj =
∏P

p=1 |A
j
p|.

In the same way, all the M pieces of expert knowledge ej , j = 1, 2, · · · ,M can be expanded to generate∑M
j=1 Qj belief rules. However, as different classes may overlap in feature space, the belief rules generated from

different pieces of expert knowledge may have the same antecedent part but different consequent parts. In other

words, these rules are in conflict with each other. In the following, a combination method is provided to combine

these conflicting rules by considering their rule weights.

2) Combination of conflicting rules

Suppose Rq1
j1
, · · · , RqM′

jM′ (2 ≤ M ′ ≤ M ) are M ′ generated rules with the same antecedent part but different

consequent parts {(ωj1 , 1)} , · · · ,
{
(ωjM′ , 1)

}
. In order to generate a compact KBRB, these M ′ rules should be

fused into a new rule. The antecedent part of this new rule keeps the same, while its consequent part is obtained

by combining those of the M ′ conflicting rules.

Each conflicting rule Rqm
jm

provides a piece of evidence that supports the class ωjm as the consequent part of the

new fused rule. Considering that this rule has a certainty grade θjm , this piece of evidence can be represented by

a BBA mqm verifying: 
mqm({ωjm}) = θjm

mqm(Ω) = 1− θjm

mqm(A) = 0, ∀A ∈ 2Ω \ {Ω, {ωjm}},

(9)

where Ω = {ω1, · · · , ωM} is the frame of discernment.

In a similar way, M ′ pieces of evidence mq1 , · · · ,mqM′ can be constructed from the M ′ conflicting rules. These

pieces of evidence are combined using Dempster’s rule as follows.

m({ωjm}) =
θjm
1−K

∏
r ̸=m

(1− θjr ), m = 1, · · · ,M ′,

m(Ω) = 1
1−K

M ′∏
r=1

(1− θjr ),

(10)
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where K is the total conflicting belief mass

K = 1−
M ′∏
r=1

(1− θjr )−
M ′∑
m=1

θjm
∏
r ̸=m

(1− θjr ). (11)

In addition, as the weights of the M ′ conflicting rules have already been considered in the combination process,

the weight of the new fused rule is set to 1. In other words, in the combination process, the uncertainty of the

M ′ conflicting rules is transferred to the consequence of the new fused rule. Therefore, the M ′ conflicting rules

Rq1
j1
, · · · , RqM′

jM′ can be replaced by a new fused rule with the same antecedent part and full weight but a different

consequent part as
{
(ωj1 ,m({ωj1})), · · · , (ωjM′ ,m({ωjM′}))

}
. In a similar way, all other sets of conflicting rules

can be replaced by a series of new fused rules and then a compact KBRB is obtained to encode the expert knowledge

about the classification problem.

B. Hybrid Belief Rule Base (HBRB)

In the previous section, a KBRB, dependent from the DBRB, is constructed based on expert knowledge. This

section aims to fuse these two different belief rule bases into a new hybrid belief rule base for later reasoning

process. In real-world problems, both training data and expert knowledge may be uncertain, i.e., these two types of

information are not totally reliable. The uncertainty of training data comes from measurement noises or data entry

errors. The uncertainty of expert knowledge is mainly due to limited or uncorrect assessment for the considered

problem. Consequently, both the DBRB and KBRB only provide partially reliable information for the classification

problem. Thus, in order to get a more powerful HBRB, we should take into account the weights of the DBRB and

KBRB which reflect their different roles in the fusion process.

1) Fusion of DBRB and KBRB

Assuming the DBRB is β (β > 0) times as important as the KBRB, the weights of these two BRBs are set

to β/(1 + β) and 1/(1 + β), respectively. For notational convenience, we write λ = β/(1 + β). Accordingly, the

weight of the DBRB is λ and the weight of the KBRB is 1 − λ with 0 < λ < 1. The adjustment factor λ plays

an important role in adjusting the hybrid decision boundaries. With a large value of λ, the hybrid boundaries tend

toward the DBRB boundaries. In contrast, with a small value of λ, the hybrid boundaries tend toward the KBRB

boundaries.

With the above defined weights, we now fuse the QD data-driven belief rules (Ri
D, i = 1, 2, · · · , QD) in the

DBRB with the QK knowledge-driven belief rules (Rj
K , j = 1, 2, · · · , QK) in the KBRB. As illustrated in Fig. 2,

due to the partial information provided by both training data and expert knowledge, the generated rules in both the

DBRB and KBRB only cover partial fuzzy regions. Furthermore, because of the independence between training

data and expert knowledge, the fuzzy regions covered by the DBRB and the KBRB may not fully overlap. Thus,

the rules in the integrated HBRB can be divided into the following three categories: rules with fuzzy regions only

covered by the DBRB, rules with fuzzy regions only covered by the KBRB, and rules with fuzzy regions covered

by both the DBRB and KBRB.
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Let S = {(i, j) | Ri
D and Rj

K have the same antecedent fuzzy region, i = 1, 2, · · · , QD, j = 1, 2, · · · , QK},

SD = {i | (i, j) ∈ S, j = 1, 2, · · · , QK} and SK = {j | (i, j) ∈ S, i = 1, 2, · · · , QD}. The rules in the integrated

HBRB are generated as follows.

• The rules with fuzzy regions only covered by the DBRB can be generated by assigning the corresponding

rules in the DBRB with new weights λθi, i ∈ {1, 2, · · · , QD} \ SD.

• The rules with fuzzy regions only covered by the KBRB can be generated by assigning the corresponding

rules in the KBRB with new weights (1− λ)θj , j ∈ {1, 2, · · · , QK} \ SK .

• The rules with fuzzy regions covered by both the DBRB and KBRB are generated by assigning the corre-

sponding rules in both the DBRB and KBRB with new weights λθi + (1− λ)θj and new consequences mij

calculated by

mij = λmi ⊕ (1−λ)mj , (i, j) ∈ S, (12)

where λmi denotes the discounted BBA for the consequence of the corresponding rule in DBRB with reliability

factor λ, (1−λ)mj denotes the discounted BBA for the consequence of the corresponding rule in KBRB with

reliability factor (1− λ), and ⊕ is Dempster’s rule of combination.

Proposition 1: The generated HBRB reduces to DBRB and KBRB when the adjustment factor λ takes 1 and 0,

respectively.

Proof: Suppose the adjustment factor λ = 1. First, for those rules with fuzzy regions only covered by the

DBRB, the new assigned weights λθi = θi, i ∈ {1, 2, · · · , QD} \ SD. Thus, this category of rules are kept

unchanged.

Second, for those rules with fuzzy regions only covered by the KBRB, the new assigned weights (1−λ)θj = 0,

j ∈ {1, 2, · · · , QK} \ SK . Thus, this category of rules is excluded from the generated HBRB.

Third, for those rules with fuzzy regions covered by both the DBRB and KBRB, the new assigned weights

λθi + (1− λ)θj = θi and new consequences

mij = λmi ⊕ (1−λ)mj = 1mi ⊕ 0mj . (13)

From the definition of Shafer’s discounting operation in Eq. (4), it is easy to see that 1mi = mi and, 0mj becomes

a vacuous BBA. Further, from the definition of Dempster’s rule of combination in Eq. (5), the combination of any

BBA with a vacuous BBA is equal to itself. Therefore, the new consequences mij = mi, (i, j) ∈ S. Thus, those

rules in overlapping fuzzy regions inherit directly from the corresponding rules in the DBRB.

Consequently, it can be concluded that the generated HBRB reduces to DBRB when the adjustment factor λ = 1.

In a similar way, it can be proved that the generated HBRB reduces to KBRB when the adjustment factor λ = 0.

2) Optimization of the adjustment factor

In the above HBRB generation process, the rules from the DBRB and KBRB are combined to get an integrated

HBRB that can make use of the information from both training data and expert knowledge. In this combination
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process, the adjustment factor λ is used to adjust the weights of these two types of information. The adjustment

factor λ can be specified by the user by evaluating the relative reliability of these two types of information. However,

due to the ignorance about the quality of training data or expert knowledge, it may be difficult for the user to specify

a proper value for λ. In the following, an optimization method for the adjustment factor is proposed by minimizing

the average “leave-one-out” (LOO) test error.

Suppose that a labeled training set T = {x1,x2, · · · ,xN} is available. Let us consider a training vector

xi belonging to class ωm. Take xi as a test sample, and Ti = T \ {xi} as the new training set. A HBR-

B can be generated based on the new training set Ti and the expert knowledge. Using the belief reasoning

and decision making method developed in the next section, one can get the LOO test output vector for xi as

Pi = (BetPi({ω1}), · · · ,BetPi({ωM})). Ideally, the classification output vector Pi should be as close as possible

to the real class vector ti = (ti1, · · · , tiM ) (each binary indicator variable tij is defined by tij = 1, if j = m and

tij = 0, otherwise), with closeness being defined according to the squared error Eλ(xi)

Eλ(xi) = (Pi − ti)(Pi − ti)
T =

M∑
j=1

(BetPi({ωj})− tij)
2. (14)

The mean squared error over the whole training set T of size N is finally equal to

Eλ =
1

N

N∑
i=1

Eλ(xi). (15)

Therefore, the optimal value for λ is chosen with minimum LOO test error, i.e.,

λ̂ = arg min
0≤λ≤1

Eλ. (16)

As the minimization of Eλ is performed with respect to a single parameter in a bounded domain, a very simple

search procedure can be used.

C. Reasoning in Belief Function Framework

Traditionally, for rule-based systems, the single-winner rule [29] is usually used to make inference. However, when

both training data and expert knowledge have low quality, the generated rules in HBRB have high unreliability.

Under this circumstance, single-winner reasoning method may entail great risk. In order to get a more robust

classification result, in this section, a belief reasoning method is used to combine the consequences of all of the

rules activated by the query pattern.

1) Association degree calculation

In reasoning process, the generated rules in HBRB play different roles in determining the class of the input query

pattern. This type of effect is characterized by the association degree between the query pattern and the consequence

of each rule.

Suppose y = (y1, y2, · · · , yP ) is a query pattern to be classified. The association degree between query pattern

y and the consequence of belief rule Rq is defined as

αq =

[
P∏

p=1

µAq
p
(yp)

]1/P

· θq. (17)



IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS 10

where µAq
p

is the membership function of fuzzy set Aq
p. It can be seen that the association degree is determined

by two factors: the matching degree
[∏P

p=1 µAq
p
(yp)

]1/P
and the rule weight θq . The matching degree reflects the

similarity between the query pattern and the antecedent part of the belief rule, whereas the rule weight characterizes

the reliability of the belief rule itself.

2) Belief reasoning algorithm

In HBRB, only those activated rules that have nonzero association degrees with query pattern y are useful for

classification. The association degrees reflect the strength of activated rules in determining the class of query pattern

y. In belief function framework, the association degree α of each activated rule can be taken into account using

Shafer’s discounting operation as

αm({ωm}) = α · βm, m = 1, 2, · · · ,M,

αm(Ω) = α · βΩ + (1− α)
(18)

Suppose that there are L belief rules being activated by query pattern y. With the above formula, L corresponding

discounted BBAs αmi, i = 1, 2, · · · , L, can be obtained.

In order to make a decision regarding the discounted consequences of activated belief rules, the corresponding

BBAs can be combined using Dempster’s rule. Considering the fact that the focal elements of each associated BBA

are all singletons except the ignorance set Ω, the computational complexity of Dempster’s rule defined in Eq. (5)

is reduced to linear time. As Dempster’s rule is both commutative and associative, these L BBAs can be combined

recursively. Define I(i) as the index set of the former i BBAs. Let mI(i) be the BBA after combining all of the

former i BBAs. Then mI(i+1) is obtained by combining mI(i) with (i+ 1)th discounted BBA αmi+1 as follows

mI(i+1)({ωm}) = KI(i+1)

[
mI(i)({ωm}) · αmi+1({ωm}) + mI(i)(Ω) · αmi+1({ωm})

+mI(i)({ωm}) · αmi+1(Ω)
]
, m = 1, 2, · · · ,M

mI(i+1)(Ω) = KI(i+1)

[
mI(i)(Ω) · αmi+1(Ω)

]
i = 1, 2, · · · , L− 1,

(19)

where KI(i+1) is a normalizing factor defined as

KI(i+1) =

1− M∑
j=1

M∑
p=1,p̸=j

mI(i)({ωj}) · αmi+1({ωp})

−1

. (20)

Note that mI(1)({ωm}) = αm1({ωm}) for m = 1, 2, · · · ,M , and mI(1)(Ω) = αm1(Ω). This recursive com-

bination can initiate with the first BBA. Accordingly, when the recursive index i reaches L − 1, the final results

mI(L)({ωm}), m = 1, 2, · · · ,M , and mI(L)(Ω) are obtained by combining all of the L BBAs. This combination

result is the basis for the later decision process.

D. Decision Making Strategies

For decision making based on the reasoning result calculated by Eq. (19), the corresponding belief function

Bel, plausibility function Pl and pignistic probability BetP are useful standards of measurement. The credibility,
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plausibility and pignistic probability of each class ωm are calculated as follows

Bel({ωm}) = mI(L)({ωm})

Pl({ωm}) = mI(L)({ωm}) + mI(L)(Ω)

BetP({ωm}) = mI(L)({ωm}) + mI(L)(Ω)

M

m = 1, 2, · · · ,M.

(21)

For different classification problems, different types of decisions may be required based on the user’s requirement.

For most cases, the user wishes to get a single class output for one query pattern y. However, for some specific

applications (e.g., target recognition [9]), in contrast to hard decision that assigns a single class to a pattern, the user

sometimes may prefer a soft decision providing multiple decision options for further analysis, which is believed to

be better than producing a wrong classification. The belief function theory provides power tools to develop both

the hard and soft decision strategies.

1) Hard decision strategy

For decision making with hard partition, the pignistic probability BetP which transforms the belief distribution

into a probability distribution, is a common alternative. Based on the pignistic probability BetP, the single class

output for one query pattern is decided as

ω = arg max
ωm∈Ω

BetP({ωm}). (22)

That is, the query pattern is assigned to the class with the maximum pignistic probability.

2) Soft decision strategy

As introduced in Section II-A, the belief function Bel and plausibility function Pl provide the lower and upper

probabilities, respectively. That is, the probability distribution P over Ω satisfying:

Bel({ωm}) ≤ P({ωm}) ≤ Pl({ωm}), for ωm ∈ Ω. (23)

Fig. 3 shows the credibility, plausibility, and probability for all of the M classes in the real interval [0, 1], where

ω(1) and ω(M) are the classes having the maximum and minimum credibility or plausibility, respectively (As seen

from Equation (21), the credibility and plausibility synchronously get the maximum and minimum values).

The basic idea of the soft decision strategy is that if the probabilities of two classes overlap with each other,

these two classes are undistinguishable. Thus, the result of the soft decision is a set containing all of the classes

that are undistinguishable with the topmost class ω(1). Table I shows the pseudo-code of the soft decision strategy.

To better illustrate how the hard and soft decision strategies work, the following example is considered.

Example 1. Let’s consider the frame of classes Ω = {ω1, ω2, ω3, ω4}. For a query pattern y, it is supposed that

the reasoning result using Eq. (19) is

m : m({ω1}) = 0, m({ω2}) = 0.4, m({ω3}) = 0.3, m({ω4}) = 0.1, m(Ω) = 0.2.

Based on the above BBA, the corresponding credibility, plausibility, and pignistic probability of each class are

calculated as
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TABLE I

THE SOFT DECISION STRATEGY

Preprocess: Sort the M classes in a descending order of credibility or plausibility.

Initialization: Set the initial decision set W = {ω(1)} .

For i = 2 to M

If Pl({ω(i)}) > Bel({ω(1)})
W = W ∪ {ω(i)};

Else

Exit.

End

{ω1} {ω2} {ω3} {ω4}

Bel 0 0.4 0.3 0.1

Pl 0.2 0.6 0.5 0.3

BetP 0.05 0.45 0.35 0.15

With hard decision strategy, based on Eq. (23), it is easy to get the single class output ω2, which has the maximum

pignistic probability.

With soft decision strategy, first the four classes are sorted in a descending order of credibility or plausibility as

ω2 ≻ ω3 ≻ ω4 ≻ ω1.

According to the soft decision strategy in Table I, the initial decision set only contains the topmost class ω2. As

Pl({ω3}) > Bel({ω2}), the class ω3 should also be included in the decision set. But because Pl({ω4}) < Bel({ω2}),

the decision set should not contain the class ω4 and there is no necessity to further consider the later class ω1.

Finally, the soft decision result is {ω2, ω3}.

IV. NUMERICAL STUDY

In order to present the implementation of the proposed HBRBCS and demonstrate its capacity of combining

both uncertain training data and expert knowledge to make classification, a numerical study for an airborne target

classification in the air surveillance system is provided.

A. Problem Description

For air surveillance systems [30], one of the most important tasks is to correctly recognize noncooperative flying

objects within their surveillance volume. In general, target classification is based on a set of features or attributes

which distinguish targets according to their shapes or kinematic behaviors. To fully exploit the feature space, a

surveillance system often consists of multiple sensors. For example, a radar can provide kinematic features (e.g.,

speed, acceleration) and an infrared sensor can supply shape features such as the length. In this study, we consider the
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TABLE II

FEATURE INTERVALS FOR THREE AIRBORNE TARGET CLASSES

Class AveSpeed (km/h) MaxAcc (g) AveLength (m)

Commercial (ω1) [600, 800] [0, 1] [25, 65]

Bomber (ω2) [400, 700] [0, 4] [15, 45]

Fighter (ω3) [500, 1000] [0, 6] [10, 30]

classification of targets in predefined categories {Commercial plane,Bomber, F ighter}, based on their average

speed (AveSpeed), maximum acceleration (MaxAcc) and average length (AveLength) measured by a multi-sensor

system composed of a land-based radar and an airborne infrared sensor.

In this numerical study, the feature measurements are simulated using the Gaussian-distributed class-conditioned

probability functions. The Gaussian densities are used, with the parameters selected in such a way that P{smin <

x < smax} = 0.95, where [smin, smax] is the feature interval given in Table II. Fig. 4 shows the distributions of the

three features conditioned on the class.

B. Implementation of the Hybrid Belief Rule Base

In this study, assume that 120 labeled training patterns xi = (xi1, xi2, xi3), i = 1, 2, · · · , 120, are collected by the

multi-sensor system according to the above class-conditioned probability distributions with equal prior probabilities

(1/3, 1/3, 1/3). Further, assume the available training patterns are not fully reliable, i.e., some of them have wrong

class labels. This scenario is simulated by adding class noise with noise level of x% indicating that x% of the

samples in the training set are mislabeled. The class labels of these samples are randomly changed to different ones

within the domain of the class. Apart from the uncertain training data, suppose that three pieces of partially reliable

expert knowledge ej , j = 1, 2, · · · , 3, are obtained with the structured interview. These two types of information

are used to construct the HBRB using the proposed method. The processes of constructing the HBRB concerning

the airborne target classification problem are implemented as follows.

Step 1: Preprocessing: fuzzification of the feature space

The prerequisite step to generate a belief rule base is to fuzzify the feature space. The fuzzy grid partition method

[31] is used to fuzzify the feature space. Suppose according to the a priori knowledge, it is known that the three

features AveSpeed, MaxAcc, and AveLength, change in the intervals [400, 1000], [0, 6] and [10, 70], respectively.

The partition number for each feature is set to three. As only a few training patterns are available, a large partition

number may result in over-fitting. Moreover, a relatively small partition number also makes it easier for the experts

to assign fuzzy regions to each class. Based on the fuzzy grid partition method, the fuzzification of the three features

is shown in Fig. 5.

Step 2: Construction of DBRB

In this step, 120 labeled training patterns xi = (xi1, xi2, xi3), i = 1, 2, · · · , 120, are used to construct the DBRB

using the method developed in [25]. Table III shows the DBRB containing 12 belief rules learnt from the uncertain
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TABLE III

DBRB CONSTRUCTED BASED ON THE UNCERTAIN TRAINING DATA

Rule number Rule weight Antecedent Consequent

1 0.45 L ∧ L ∧ L {(ω1, 0), (ω2, 0.3257), (ω3, 0.4812)}
2 0.69 L ∧ L ∧M {(ω1, 0.0041), (ω2, 0.8833), (ω3, 0.1126)}
3 0.36 L ∧M ∧ L {(ω1, 0), (ω2, 0), (ω3, 0.3581)}
4 0.56 L ∧M ∧M {(ω1, 0), (ω2, 0.6687), (ω3, 0)}
5 0.90 M ∧ L ∧ L {(ω1, 0), (ω2, 0.1011), (ω3, 0.8879)}
6 1.00 M ∧ L ∧M {(ω1, 0.8632), (ω2, 0.1245), (ω3, 0)}
7 0.54 M ∧ L ∧H {(ω1, 0.7906), (ω2, 0.1047), (ω3, 0.1035)}
8 0.44 M ∧M ∧ L {(ω1, 0), (ω2, 0.7084), (ω3, 0.2119)}
9 0.69 M ∧M ∧M {(ω1, 0), (ω2, 0.8998), (ω3, 0)}
10 0.63 H ∧ L ∧ L {(ω1, 0.2007), (ω2, 0), (ω3, 0.7591)}
11 0.43 H ∧M ∧ L {(ω1, 0.1171), (ω2, 0), (ω3, 0.8295)}
12 0.36 H ∧M ∧M {(ω1, 0), (ω2, 0), (ω3, 0.6657)}

training data with class noise level of 30%. Although the DBRB generation method can reduce the adverse effects

of class noises, the consequence of one rule may still be unreliable in small training set and excessively noisy

conditions. For example, in the constructed DBRB, the rule R3
D assigns most belief to ω3, which is not consistent

with the real class-conditioned distributions shown in Fig. 4 (from which, class ω2 should be assigned more belief).

This is because only one training sample is assigned to the corresponding fuzzy region {L ∧ M ∧ L}, and this

only training sample is not representative of the real class-conditioned distributions. Fortunately, the developed rule

weight generation method only assigns this rule a small weight, which decreases its effect in the reasoning process.

Step 3: Construction of KBRB

Suppose the following three pieces of expert knowledge ej , j = 1, 2, · · · , 3, are obtained by asking the experts

to assign the fuzzy regions for each specific target class and to give the corresponding certainty grade.

e1 : If x1 is {M} and x2 is {L} and x3 is {M,H}, then consequence is ω1,

with certainty grade 0.9,

e2 : If x1 is {L,M} and x2 is {L,M} and x3 is {L,M}, then consequence is ω2,

with certainty grade 0.7,

e3 : If x1 is {M,H} and x2 is {L,M,H} and x3 is {L}, then consequence is ω3,

with certainty grade 0.8.

As indicated above, each piece of expert knowledge covers several fuzzy regions as shown in Table IV.

From Table IV, it can be seen that one fuzzy region {M∧L∧M} is covered by both expert knowledge e1 and e2,

and two fuzzy regions {M ∧L∧L} and {M ∧M ∧L} are covered by both expert knowledge e2 and e3. For these

three regions, the consequences are obtained by combing the conflicting pieces of expert knowledge considering

their certainty grades with Eqs.(9-11). For those non-overlapping regions, the consequences are kept unchanged.
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TABLE IV

FUZZY REGIONS COVERED BY EACH PIECE OF EXPERT KNOWLEDGE

Expert knowledge Covered fuzzy regions

e1 {M ∧ L ∧M}, {M ∧ L ∧H}
e2 {L ∧ L ∧ L}, {L ∧M ∧ L}, {L ∧ L ∧M}, {L ∧M ∧M},

{M ∧ L ∧ L}, {M ∧M ∧ L}, {M ∧ L ∧M}, {M ∧M ∧M}
e3 {M ∧ L ∧ L}, {M ∧M ∧ L}, {M ∧H ∧ L}, {H ∧ L ∧ L}, {H ∧M ∧ L}, {H ∧H ∧ L}

TABLE V

KBRB CONSTRUCTED BASED ON THE EXPERT KNOWLEDGE

Rule number Rule weight Antecedent Consequent

1 0.70 L ∧ L ∧ L {(ω1, 0), (ω2, 1), (ω3, 0)}
2 0.70 L ∧ L ∧M {(ω1, 0), (ω2, 1), (ω3, 0)}
3 0.70 L ∧M ∧ L {(ω1, 0), (ω2, 1), (ω3, 0)}
4 0.70 L ∧M ∧M {(ω1, 0), (ω2, 1), (ω3, 0)}
5 1.00 M ∧ L ∧ L {(ω1, 0), (ω2, 0.3182), (ω3, 0.5455)}
6 1.00 M ∧ L ∧M {(ω1, 0.7297), (ω2, 0.1892), (ω3, 0)}
7 0.90 M ∧ L ∧H {(ω1, 1), (ω2, 0), (ω3, 0)}
8 1.00 M ∧M ∧ L {(ω1, 0), (ω2, 0.3182), (ω3, 0.5455)}
9 0.70 M ∧M ∧M {(ω1, 0), (ω2, 1), (ω3, 0)}
10 0.80 M ∧H ∧ L {(ω1, 0), (ω2, 0), (ω3, 1)}
11 0.80 H ∧ L ∧ L {(ω1, 0), (ω2, 0), (ω3, 1)}
12 0.80 H ∧M ∧ L {(ω1, 0), (ω2, 0), (ω3, 1)}
13 0.80 H ∧H ∧ L {(ω1, 0), (ω2, 0), (ω3, 1)}

Table V shows the KBRB containing 13 belief rules constructed from the expert knowledge. In the constructed

KBRB, rule R6
K is obtained by combining the conflicting items e1 and e2, and rules R5

K and R8
K are obtained by

combining the conflicting items e2 and e3. It can be seen that for the three new fused rules, the consequences are not

complete (i.e., the sum of the belief for all of the three classes is less than one), with the left belief characterizing

the global ignorance induced by the partially reliable expert knowledge. Due to partially available expert knowledge,

the generated KBRB only covers part of the fuzzy regions of the feature space. In addition, due to the insufficiency

of the expert knowledge, the consequence of one rule may be unreliable. For example, in the constructed KBRB,

the rule R1
K assigns full belief to ω2. However, according to the real class-conditioned distributions shown in Fig.

4, the samples from class ω3 also have a high possibility to fall into the corresponding fuzzy region L ∧ L ∧ L.

Step 4: Construction of HBRB

In this stage, the rules from the DBRB (Table III) and KBRB (Table V) are combined based on the fusion

algorithm developed in Section III-B. Table VI shows the optimal HBRB containing 14 belief rules. Compared to

the previous generated DBRB and KBRB, the integrated HBRB has the following two main advantages:
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TABLE VI

HBRB CONSTRUCTED BASED ON THE UNCERTAIN TRAINING DATA AND EXPERT KNOWLEDGE

Rule number Rule weight Antecedent Consequent

1 (R1
D ,R1

K )a 0.52 L ∧ L ∧ L {(ω1, 0), (ω2, 0.3853), (ω3, 0.2833)}
2 (R2

D ,R2
K ) 0.69 L ∧ L ∧M {(ω1, 0.0022), (ω2, 0.7346), (ω3, 0.0614)}

3 (R3
D ,R3

K ) 0.45 L ∧M ∧ L {(ω1, 0), (ω2, 0.2146), (ω3, 0.2053)}
4 (R4

D ,R4
K ) 0.60 L ∧M ∧M {(ω1, 0), (ω2, 0.6263), (ω3, 0)}

5 (R5
D ,R5

K ) 0.93 M ∧ L ∧ L {(ω1, 0), (ω2, 0.0930), (ω3, 0.6786)}
6 (R6

D ,R6
K ) 1.00 M ∧ L ∧M {(ω1, 0.6873), (ω2, 0.0918), (ω3, 0)}

7 (R7
D ,R7

K ) 0.63 M ∧ L ∧H {(ω1, 0.7976), (ω2, 0.0025), (ω3, 0.0018)}
8 (R8

D ,R8
K ) 0.59 M ∧M ∧ L {(ω1, 0), (ω2, 0.5153), (ω3, 0.2084)}

9 (R9
D ,R9

K ) 0.69 M ∧M ∧M {(ω1, 0), (ω2, 0.8028), (ω3, 0)}
10 (−−,R10

K ) 0.22 M ∧H ∧ L {(ω1, 0), (ω2, 0), (ω3, 1)}
11 (R10

D ,R11
K ) 0.68 H ∧ L ∧ L {(ω1, 0.0004), (ω2, 0), (ω3, 0.8024)}

12 (R11
D ,R12

K ) 0.53 H ∧M ∧ L {(ω1, 0.6039), (ω2, 0), (ω3, 0.7052)}
13 (R12

D ,−−) 0.26 H ∧M ∧M {(ω1, 0), (ω2, 0), (ω3, 0.6657)}
14 (−−,R13

K ) 0.22 H ∧H ∧ L {(ω1, 0), (ω2, 0), (ω3, 1)}

aThe corresponding rules in DBRB and KBRB with the same antecedent parts are shown in brackets.

1) It covers more fuzzy regions than either the DBRB or HBRB and in this case, it is more powerful to classify

those patterns uncovered by either the DBRB or HBRB.

2) In the overlapping fuzzy regions of the DBRB and HBRB, through combination, the rules in HBRB reduced

the potential unreliability existed in the corresponding rules of DBRB or KBRB. For example, as indicated

in Step 2, the rule R3
D generated from the uncertain training data is unreliable, but after combination with

the corresponding rule R3
K , the consequence of the combined rule R3

H has better representation for the real

class distributions in the fuzzy region {L∧M ∧L}. Similarly, as indicated in Step 3, the rule R1
K generated

from the uncertain expert knowledge is unreliable, but after combination with the corresponding rule R1
D, a

better rule R1
H is generated for the fuzzy region {L ∧ L ∧ L}.

C. Comparative Study

In this comparative study, the HBRBCS is compared to the DBRBCS (λ = 1, which only considers the uncertain

training data) and the KBRBCS (λ = 0, which only considers the uncertain expert knowledge) under different noise

levels for the training data. A test set of 3000 reliable samples drawn from the original class-conditioned probability

distributions are used for error estimation. For the HBRBCS, the optimal adjustment factor λ by optimizing the

average LOO test error is used to get the integrated HBRB, and in order to make a fair comparison, the hard decision

strategy is selected. In addition, two robust data-based classifiers (EEkNN [32], BagC4.5[33]) and a representative

hybrid classifier based on both training data and expert knowledge (AFRBCS [13]) are also considered in the

comparison.
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1) EEkNN: This method is based on evidential editing technique for the training data set. The edited training

data set is then used to classify a query pattern based on k-nearest neighbor rule. In this experiment, only

the results for the optimal value of k (1 ≤ k ≤ 20) observed in each case are reported.

2) BagC4.5: This is a multiple classifier system that considers decision tree learning method C4.5 as the base

classifier. In this method, the bagging technique is used to resample the original training set, and then the

base classifier is trained with different data sets. In this experiment, the replicate number is set to 10, and the

majority voting rule is used.

3) AFRBCS: This is a hybrid classifier based on both training data and expert knowledge. In this method, a

fuzzy rule-based classification system is first built based on expert knowledge, and then the parameters of the

used fuzzy membership function are optimized based on training data. In this experiment, the conservative

parameter is set to 0.5.

Table VII shows the classification error rates for different methods with different noise levels. With the increase

of the class noise in the training data set, the performance of all of the three data-based classifiers EEkNN, BagC4.5

and DBRBCS, decrease, whereas the DBRBCS shows more robust to class noise due to the utilized belief rule

structure and belief reasoning method. The KBRBCS, which classifies query patterns only based on the expert

knowledge, always yields a moderate performance. Interestingly, the HBRBCS outperforms both the DBRBCS and

KBRBCS with any noise level. The reason is that, on the one hand, the fused HBRB covers more fuzzy regions

than the partial DBRB and KBRB and, on the other hand, for the overlapping fuzzy regions, thanks to the proposed

fusion procedure, the rules in HBRB reduced the potential unreliability existed in the corresponding rules of DBRB

or KBRB. Besides, by comparing the two hybrid classifiers AFRBCS and HBRBCS, it can be seen that the proposed

HBRBCS yields better performance, especially for cases with high data noise levels. It is because in HBRBCS the

weights of training data and expert knowledge are adjusted adaptively according to the qualities of these two types

of information. Whereas, the AFRBCS always uses training data to update the knowledge-based model, no matter

the available training data set is reliable or not.

In order to find out whether significant differences exist among different methods, error estimation confidence

intervals (with confidence level A = 95%) 1 for the best method are shown in the last column. It is interesting

to note that only when the noise level is quite low (0% and 10%), the error rate of the second best method is

within the corresponding confidence interval. When the class noise increases, the best HBRBCS method shows a

statistically significant advantage. Therefore, the classification performance can improve greatly by making use of

the complementary information from uncertain training data and expert knowledge based on belief function theory,

especially when both sources of information have high uncertainty.

1Computed by numerically solving the equations:
∑

k≥K
P (k, n, p) = (1−A)/2 and

∑
k≤K

P (k, n, p) = (1−A)/2, where P (k, n, p)

is the binomial distribution, n is the number of test patterns, K is the number of patterns misclassified, A is the confidence level, and [p, p] is

the confidence interval.
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TABLE VII

CLASSIFICATION ERROR RATES (IN %) FOR CONSIDERED METHODS WITH DIFFERENT NOISE LEVELS

Noise Level EEkNN BagC4.5 DBRBCS KBRBCS AFRBCS HBRBCS CIa

0% 17.40 18.63 17.87 23.37 18.23 17.30b [15.97,18.71]

10% 21.27 21.20 18.83 23.37 20.10 17.83 [16.48,19.24]

20% 24.10 22.07 20.47 23.37 22.20 18.47 [17.10,19.92]

30% 29.33 26.33 24.03 23.37 23.93 18.83 [17.44,20.28]

40% 37.23 33.70 30.70 23.37 26.67 19.47 [18.07,20.92]

50% 41.40 40.13 38.13 23.37 30.47 20.40 [18.97,21.91]

aThe last column is the 95% confidence interval of the best method.
bResults in boldface correspond to the lowest error rate.

TABLE VIII

COMPARISON OF THE ESTIMATED AND TESTED OPTIMAL λ AS WELL AS THEIR CORRESPONDING CLASSIFICATION ERROR RATES (IN %)

WITH DIFFERENT NOISE LEVELS

Noise Level 0% 10% 20% 30% 40% 50%

Est. λ 0.80 0.77 0.78 0.73 0.68 0.56

Tes. λ 0.82 0.79 0.75 0.71 0.64 0.51

Error rate with est. λ 17.30 17.83 18.47 18.83 19.47 20.40

Error rate with tes. λ 17.27 17.80 18.40 18.73 19.16 19.69

D. Parameter Analysis

The adjustment factor λ plays an important role in determining the classification performance of the HBRBCS.

This section gives an analysis for the effect of the adjustment factor λ and evaluates whether the optimization

method developed in Section III-B works well.

Fig. 6 shows the classification error rate of the HBRBCS with the adjustment factor ranging from 0 to 1 under

different noise levels. It can be seen that the optimal values of the adjustment factor λ are different under different

noise levels. With the increase of the noise level, the optimal value of λ tends to be smaller. This is because, in

these cases, the DBRB generated from the noisy training data becomes less reliable and the KBRB which is not

affected by the noisy training data takes more important role in determining the classification.

Table VIII compares the estimated optimal value of λ by optimizing the average LOO test error with the tested

optimal value of λ as well as their corresponding classification error rates. It can be seen that the parameter

optimization method provides a good estimation for the optimal value of λ. Accordingly, the classification error

rate with the estimated optimal value of λ is very close to the tested optimal error rate. In addition, the estimation

is more accurate with low noise levels, because in these cases the training data has a good representation of the

real class-conditioned distributions.
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V. CONCLUSION

In order to make use of the information from both uncertain training data and expert knowledge for classification,

a hybrid belief rule-based classification system (HBRBCS) has been developed based on the belief rule structure. The

proposed HBRBCS offers complementary advantages from data-driven models and knowledge-driven models. This

system can be useful for many real-world applications where both uncertain training data and expert knowledge are

available. An optimal hybrid belief rule base (HBRB) was learnt from uncertain training data and expert knowledge

to establish the association between the feature space and the class space. Based on the generated HBRB, a belief

reasoning algorithm was applied to classify a query pattern in a robust way and both a hard and soft decision

strategies were provided for user to select depending on the different needs. An airborne target classification in the

air surveillance system has been studied to present the implementation of the proposed HBRBCS and to demonstrate

its capacity of combining both uncertain training data and expert knowledge to make classification. The experiment

results showed that the HBRBCS can make good use of these two types of independent and complementary

information and achieve better performance.

In this work, we focus on classification problems for static data sets. The uncertainty is mainly due to the impurity

in data sets. In the experiments, we simulated the uncertainty by adding noise to the originally collected data. In

contrast, for the classification of dynamic data streams, the behavior of data changing over time (abrupt change or

gradual change) can also cause uncertainty. Several methods [34], [35], [36] have been developed to cope with the

classification problems for uncertain data streams, whereas none of them made use of the available expert knowledge

in the classification process. Therefore, a future research direction is to extend the proposed hybrid system to make

classification based on uncertain data streams and expert knowledge.
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