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Plurisubharmonic functions with singularities and
affine invariants for finite sets in Cn∗

Dan Coman Stéphanie Nivoche

Math. Ann. 322 (2002)

1 Introduction

Let S ⊂ Cn be a finite set. In this paper we consider the class of plurisubharmonic
functions on Cn which have logarithmic poles in S and logarithmic growth at infinity.
In particular we are interested in the subclass of such functions which are also maximal
outside of S. The functions in this subclass are called pluricomplex Green functions
on Cn with poles in S.

Entire plurisubharmonic functions with logarithmic poles in S, and in particular
the ones which are maximal on Cn \ S, have to satisfy certain growth conditions at
infinity. We are dealing here with the problem of finding the minimal growth that
they can have. In spite of its simple formulation, this problem is non-trivial and it is
related to the algebraic geometric properties of S.

Using the growth of such plurisubharmonic functions we introduce and study two
numbers γ(S) ≥ γ̃(S) associated to S, which are invariant under affine automorphisms
of Cn. These numbers give information about the position of the points of S. More
precisely, if S ⊂ C2 γ(S) can detect when large subsets of S lie on curves of low
degree, or it can give information about the minimal degree of the curves containing
S.

We recall that for a bounded domain D ⊂ Cn, the pluricomplex Green function
of D with poles in the finite subset S of D, is defined by gD(z, S) = sup u(z), where
the supremum is taken over the class of negative plurisubharmonic functions u in
D which have a logarithmic pole at each p ∈ S (see [K], [L]). In [D1] and [L] it is
shown that if D is hyperconvex then gD(·, S) is the unique solution to the following
Dirichlet problem for the complex Monge-Ampère operator: u ∈ PSH(D)

⋂
C(D\S),

u(z)− log ‖z − p‖ = O(1) as z → p ∈ S, (ddcu)n =
∑

p∈S δp, u = 0 on ∂D. Here, as
well as in the sequel, PSH(D) denotes the class of plurisubharmonic functions on D,
d = ∂ + ∂, dc = 1

2πi
(∂ − ∂), and δp is the Dirac mass at p.
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We now fix a finite subset S = {p1, . . . , pk} ⊂ Cn and denote by E(S) the set of
solutions to the following problem for the Monge-Ampère operator:

u ∈ PSH(Cn) ∩ L∞loc(C
n \ S) ,

u(z)− log ‖z − pj‖ = O(1) as z → pj ,
∃ γu = lim sup‖z‖→∞(u(z)/ log ‖z‖) ∈ (0, +∞) ,

(ddcu)n =
∑k

j=1 δpj
.

(1.1)

We associate to S a number γ(S) defined by

γ(S) = inf Γ(S) , where Γ(S) = {γu : u ∈ E(S)} . (1.2)

It follows easily from this definition that if F is an affine automorphism of Cn then
γ(S) = γ(F (S)), so γ(S) is an affine invariant.

We also consider the class Ẽ(S) ⊃ E(S) which consists of the plurisubharmonic
functions which satisfy only the first three requirements of (1.1). We set

γ̃(S) = inf Γ̃(S) , where Γ̃(S) = {γu : u ∈ Ẽ(S)} . (1.3)

Then γ̃(S) ≤ γ(S) and γ̃(S) is also an affine invariant. Since u ∈ Ẽ(S), where
u(z) =

∑
p∈S log ‖z − p‖, we have γ̃(S) ≤ |S|.

We let

ω(S) = sup

{∑
p∈S ord(P, p)

deg P
: P ∈ C[z1, . . . , zn]

}
, (1.4)

where ord(P, p) denotes the vanishing order of P at p. Then ω(S) is an affine invariant,
related to the singular degree of S introduced by Waldschmidt [W] (see also [Ch] and
Section 2). At the other extreme, we can consider algebraic curves containing subsets
of S. We let

mj(S) = max{|S ∩ C| : C algebraic curve, deg C = j} ,

m(S) = max

{
mj(S)

j
: j ≥ 1

}
. (1.5)

Then m(S) is an affine invariant. In dimension two we clearly have m(S) ≤ ω(S).
The paper is organized as follows. In Section 2 we introduce some notation and

recall some definitions and facts from algebraic geometry. In Section 3 we use pluripo-
tential theory to obtain some estimates for γ̃(S). We show that if V is a pure m-
dimensional algebraic variety in Cn then∑

p∈S

ν(V, p) ≤ γ̃(S)m deg V ,

where ν(V, p) is the Lelong number of V at p. This implies that

ω(S) ≤ γ̃(S)n−1 and m(S) ≤ γ̃(S) .
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We also prove that
|S|1/n ≤ γ̃(S) ≤ γ(S) ≤ |S| ,

for every finite set S ⊂ Cn, and that both the lower and the upper bound are sharp.
An interesting question is whether γ(S) = γ̃(S). This is the case in all the examples
analyzed throughout the paper. We conclude Section 3 with some results showing
that standard upper-envelope methods do not work well in constructing elements of
E(S).

In Section 4 we consider the two dimensional case n = 2. From previous results
we have

√
|S| ≤ γ̃(S) ≤ γ(S) ≤ |S| for every S ⊂ C2. We compute γ(S) and γ̃(S)

for special sets S. In particular we obtain the values of γ(S) and γ̃(S) for all sets S
with |S| ≤ 6. For such sets we have γ(S) = γ̃(S) = ω(S) = m(S). We show that
γ(S) = γ̃(S) = ω(S) = 8/3 for any set S with |S| = 7, m1(S) = 2, m2(S) = 5. We
also prove that γ(S) = γ̃(S) = ω(S) = 17/6 for generic sets S with |S| = 8.

In Section 5 we consider the more special classes Mn(S) ⊂ PSH(Cn), which were
studied in [Co]. They are obtained by replacing the growth condition at infinity from
(1.1) with the stronger requirement that

lim
‖z‖→∞

(u(z)/ log ‖z‖) ∈ (0, +∞)

exists. Then its value has to be |S|1/n. We have M2(S) = ∅ if |S| ∈ {2, 3, 5, 6}.
Moreover a complete description of M2(S) 6= ∅ was given when |S| = d2 for some
integer d > 0 and S is the complete intersection of two algebraic curves of degree d
(see [Co]). Here we obtain some results regarding the converse of this. We show that
if u ∈ M2(S) has the property that its restriction to some one dimensional subvariety
of C2 is harmonic away from S, then |S| = d2 for some positive integer d. Moreover,
if |S| = d2, M2(S) 6= ∅, and H(S, 2d− 3) < d2 (see Section 2 for the definition of the
Hilbert function H), we prove that S is the complete intersection of curves of degree
d. We also show that M2(S) = ∅ for |S| = 7 or |S| = 8.

Acknowledgement. The authors would like to thank the Department of Mathe-
matics of the University of Wuppertal, and in particular Professor Klas Diederich, for
their hospitality. The first named author is grateful to the Alexander von Humboldt
Foundation for their support.

2 Preliminaries

Throughout the paper S will denote a finite subset of Cn and |S| is the cardinal of S.
For z ∈ Cn we write z = (z1, . . . , zn), and we use the standard embedding Cn → Pn,
z → [z : 1], where [z : t] = [z1 : · · · : zn : t], (z, t) ∈ Cn+1 \ {0}, are the homogeneous
coordinates on Pn. Any (holomorphic) polynomial P of degree d on Cn gives rise to

a homogeneous polynomial P̃ on Cn+1, P̃ (z, t) = tdP
(

z
t

)
. If P1, P2 are polynomials

on C2 we shall denote by (P1 · P2)z the intersection number of the algebraic curves
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Vj = {Pj = 0}, j = 1, 2, at z ∈ V1 ∩ V2. Moreover, if f is a holomorphic function
defined in a neighborhood of 0 ∈ Cn we denote by ord(f, 0) the order of f at 0. Then
f = hl(f) + h.o.t. near 0, where l = ord(f, 0), hl(f) denotes the homogeneous part of
degree l of the Taylor expansion of f at 0, and h.o.t. means ”higher order terms”.

We discuss now the connection between the number ω(S) defined in (1.4) and
other affine invariants of the set S. If l > 0 is an integer we define

Ω(S, l) = min{deg P : P ∈ C[z1, . . . , zn], ord(P, p) ≥ l, ∀p ∈ S} .

The number Ω(S) = Ω(S, 1) is sometimes called the degree of S (see [Ch]). We
clearly have Ω(S, l1 + l2) ≤ Ω(S, l1) + Ω(S, l2), and in particular Ω(S, l) ≤ Ω(S)l.

The limit Ω0(S) = liml→+∞
Ω(S,l)

l
exists and is called the singular degree of S. We

have Ω(S, l) ≥ Ω0(S)l for all l ≥ 1, Ω0(S) ≤ |S|1/n and Ω(S) ≥ Ω0(S) ≥ Ω(S)/n.
The number Ω0(S) was introduced by Waldschmidt[W]. We refer to [Ch] for further
properties of the singular degree and also for the definition of the very singular degree
Ω̂0(S) of S. We have in fact Ω̂0(S) = |S|/ω(S) ≤ Ω0(S) for every set S.

A conjecture of Nagata [N] states that if k > 9 then Ω(S, l) > l
√

k, ∀l ≥ 1, holds
for the generic set S ⊂ C2 with |S| = k. Nagata proved his conjecture when k is a
square [N]. Moreover this statement does not hold for k ≤ 9 (see e.g. [Ch]). A more
general version of the above conjecture is that given k > 9 then for the generic set
S ⊂ C2 with |S| = k one has

∑
p∈S ord(P, p) <

√
k deg P , for every P ∈ C[z1, z2]. By

a result in this paper we have ω(S) ≤ γ̃(S) for every set S ∈ C2. Hence proving that
γ̃(S) =

√
k for the generic set S ∈ C2 with |S| = k (k > 9 not a square) would imply

the latter conjecture.
Let now S = {p1, . . . , pk} ⊂ C2, k = |S|, let I(S) be the ideal of polynomials

in z1, z2 vanishing on S, and let Im(S) = I(S) ∩ Pm, m ∈ N. Here Pm denotes
the vector space of polynomials in C[z1, z2] of degree at most m and dimPm =
(m + 1)(m + 2)/2. We write em(S) = dim Im(S) and note that Im(S) = ker Em,
where Em : Pm → Ck, Em(P ) = (P (p1), . . . , P (pk)). The Hilbert function H(S, ·) of
S is defined by H(S, m) = dim Em(Pm); so H(S, m) + em(S) = (m + 1)(m + 2)/2.
We have that H(S, m) increases with m, H(S, m) ≤ k and H(S, m) = k if m ≥ k−1.
The following theorem is a particular case of a result of [EP]:

Theorem 2.1 (EP) Let S ⊂ P2 with |S| = d2 for some d ∈ N. Assume that
H(S, 2d− 3) < d2 and that S is not the complete intersection of two curves of degree
d. Then there exists an algebraic curve V ⊂ P2 of degree m such that 0 < m < d and
|V ∩ S| ≥ m(2d−m).

3 Estimates for γ̃(S)

For a > 1 let fa : R → R be the convex increasing function defined by fa(t) = t if

t < 0, fa(t) = at if t ≥ 0. If u ∈ Ẽ(S) then fa ◦ u ∈ Ẽ(S) and γfa◦u = aγu. This

shows that (γ̃(S), +∞) ⊆ Γ̃(S) ⊆ [γ̃(S), +∞).
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Proposition 3.1 If S ′ ⊆ S ⊂ Cn then γ̃(S ′) ≤ γ̃(S) ≤ γ̃(S ′) + |S \ S ′|.

Proof. Let ε > 0 and u ∈ Ẽ(S) such that γu < γ̃(S) + ε. We fix r > 0 such that
the balls B(p, r0), p ∈ S, are pairwise disjoint. For r ∈ (0, r0) let Kr =

⋃
{B(p, r) :

p ∈ S \ S ′}, and fix r such that u < 0 on Kr. Let M = inf{u(z) : z ∈ Kr \Kr/2} ∈
(−∞, 0) and consider the function u′ defined by u′(z) = u(z) for z ∈ Cn \ Kr,

u′(z) = max{u(z), 2M} for z ∈ Kr. Then u′ ∈ Ẽ(S ′) and γu′ = γu. It follows that
γ̃(S ′) ≤ γ̃(S).

Let now u′ ∈ Ẽ(S ′) and define u(z) = u′(z)+
∑

p∈S\S′ log ‖z−p‖. Then u ∈ Ẽ(S)

and γu = γu′ + |S \ S ′|, which proves the second inequality. �
We will need the following result which generalizes a lemma in [T]:

Proposition 3.2 Let T be a closed positive current of bidimension (l, l), l > 0,
on Cn, let u, v ∈ PSH(Cn) be locally bounded outside a compact set such that
lim‖z‖→∞ v(z) = +∞ and lim sup‖z‖→∞(u(z)/v(z)) = α ∈ (0, +∞). Then∫

Cn

(ddcu)l ∧ T ≤ αl

∫
Cn

(ddcv)l ∧ T .

Equality holds in the above if lim‖z‖→∞(u(z)/v(z)) = α.

Proof. As v > 0 outside a compact set we have
∫
Cn(ddcv)l∧T =

∫
Cn(ddcv+)l∧T ,

so replacing v by v+ we may assume that v ≥ 0 on Cn. Moreover, replacing v by αv,
we may also assume α = 1.

For ε > 0, R > 0, M > 0 fixed we let uM = max{u,−M}, wm = max{(1 + ε)v −
m, uM}, where m is sufficiently large so that wm = uM on the ball B(0, 2R). There
exists R′ > 2R so that wm = (1 + ε)v −m for ‖z‖ > R′. We let φ ∈ C∞

0 (Cn) such
that 0 ≤ φ ≤ 1 and φ = 1 on B(0, 2R′). Then∫

B(0,2R)

(ddcuM)l ∧ T =

∫
B(0,2R)

(ddcwm)l ∧ T ≤

≤
∫

Cn

φ(ddcwm)l ∧ T =

∫
Cn

wmddcφ ∧ (ddcwm)l−1 ∧ T .

As the support of ddcφ lies in the open set ‖z‖ > R′ where wm = (1 + ε)v −m, the
last integral is equal to (1 + ε)l

∫
Cn φ(ddcv)l ∧ T . We conclude that∫

B(0,2R)

(ddcuM)l ∧ T ≤ (1 + ε)l

∫
Cn

(ddcv)l ∧ T .

By the results of [BT] and [D2] on the continuity of the Monge-Ampère operator
with respect to decreasing sequences, the measures (ddcuM)l ∧ T converge weakly

5



to (ddcu)l ∧ T as M ↗ ∞. Using a cut-off function φ ∈ C∞
0 (B(0, 2R)) such that

0 ≤ φ ≤ 1 and φ = 1 on B(0, R) it follows from the previous estimate that∫
B(0,R)

(ddcu)l ∧ T ≤ (1 + ε)l

∫
Cn

(ddcv)l ∧ T .

The proof is finished by letting R ↗ +∞, ε ↘ 0.
In the case when lim‖z‖→∞(u(z)/v(z)) = α the conclusion follows by interchanging

the roles of u and v in the above argument. �
For u ∈ PSH(Cn) we let

δu = lim inf
‖z‖→∞

u(z)

log ‖z‖
, γu = lim sup

‖z‖→∞

u(z)

log ‖z‖
.

Corollary 3.3 We have δu ≤
[∫

Cn(ddcu)n
]1/n ≤ γu. In particular δu ≤ |S|1/n ≤ γu

for u ∈ E(S).

Proof. Proposition 3.2 applied to u(z), log ‖z‖, and T = 1, yields the estimate
for γu. For the estimate on δu we may assume δu > 0. Then lim‖z‖→∞ u(z) = +∞,
lim sup‖z‖→∞(log ‖z‖/u(z)) = 1/δu, so the estimate follows from Proposition 3.2. �

For an algebraic variety V ⊂ Cn we denote by ν(V, p) the Lelong number of
V at p and by deg V its degree (provided V is pure dimensional). We recall that
deg V = max |V ∩ H|, where the maximum is taken over all planes H ⊂ Cn such
that dim V + dim H = n and V ∩H is discrete. Our next result relates γ̃(S) to the
singularities that algebraic varieties have at points of S:

Theorem 3.4 Let S ⊂ Cn be a finite set and let V ⊂ Cn be an algebraic variety of
pure dimension m. Then

|S ∩ V | ≤
∑

p∈S∩V

ν(V, p) ≤ γ̃(S)m deg V .

Proof. Let u ∈ Ẽ(S). Since u has logarithmic poles in S it follows from a
comparison theorem for Lelong numbers with weights due to Demailly [D2] that

lim
r↘0

∫
B(p,r)

(ddcu)m ∧ [V ] = νu(V, p) = ν(V, p)

for p ∈ S ∩ V . Here [V ] denotes the current of integration on V and νu(V, p) is the
Lelong number of V at p with weight u (see [D2]). It follows that∫

Cn

(ddcu)m ∧ [V ] ≥
∑

p∈S∩V

ν(V, p) ≥ |S ∩ V | ,
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since ν(V, p) ≥ 1. Proposition 3.2 now implies∫
Cn

(ddcu)m ∧ [V ] ≤ γm
u

∫
Cn

(ddc log ‖z‖)m ∧ [V ] .

By classical results on Lelong numbers (see e.g. [LG], Corollary 5.21) we have∫
Cn

(ddc log ‖z‖)m ∧ [V ] = lim
R→∞

∫
B(0,R)

(ddc log ‖z‖)m ∧ [V ] =

= lim
R→∞

σV (B(0, R))

τ2mR2m
= deg V ,

where τ2m = πm/m! is the volume of the unit ball of Cm and σV is the trace measure
of [V ]. We conclude that ∑

p∈S∩V

ν(V, p) ≤ γm
u deg V ,

and the theorem follows. �

Corollary 3.5 ω(S) ≤ γ̃(S)n−1, m(S) ≤ γ̃(S).

Proof. Let P ∈ C[z1, . . . , zn] and let V = {P = 0}. The first inequality follows
since ν(V, p) = ord(P, p). The second one follows directly from Theorem 3.4. �

We remark that all of the above estimates clearly hold with γ(S) instead of γ̃(S),
since γ̃(S) ≤ γ(S).

Theorem 3.6 For every S ⊂ Cn we have |S|1/n ≤ γ̃(S) ≤ γ(S) ≤ |S|. Moreover,
γ̃(S) = |S| if and only if m1(S) = |S| (i.e. S is contained in a complex line).

Remark. The lower bound |S|1/n is also sharp: Indeed, assume that |S| = dn and
S = P−1(0), where P : Cn → Cn is a polynomial mapping such that 0 is a regular
value and

0 < lim inf
‖z‖→∞

‖P (z)‖
‖z‖d

≤ lim sup
‖z‖→∞

‖P (z)‖
‖z‖d

< +∞ .

Then v(z) = log ‖P (z)‖ is in E(S), so γ(S) = d = |S|1/n (see [Co]).
In order to prove Theorem 3.6 we need the following interpolation theorem:

Theorem 3.7 Let p1, . . . , pk (k ≥ 2) be distinct points in Cn and let ν1, . . . , νk be k
positive integers. There exist n polynomials P1, . . . , Pn ∈ C[z1, . . . , zn] such that :

(i) The common zeros (in Cn) of P1, . . . , Pn are exactly the points p1, . . . , pk.
(ii) If P = (P1, . . . , Pn) : Cn → Cn then

log ‖P (z)‖ = νj log ‖z − pj‖+ O(1) , as z → pj ,

for j = 1, . . . , k.
(iii) deg Pm ≤ k(k − 1) +

∑k
j=1 νj, for m = 1, . . . , n.
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Proof. The proof is an explicit construction. Let us denote pj = (pj1, . . . , pjn),
for j = 1, . . . , k. We may assume, using a linear change of coordinates, that for every
m = 1, . . . , n the numbers p1m, . . . , pkm are distinct.

The theorem is evident in one complex variable: It suffices to consider the poly-
nomial P (z) =

∏k
j=1(z − pj)

νj . Suppose next that n ≥ 2. For m = 2, . . . , n and for
j = 1, . . . , k, we consider the following polynomial Qm

j (z1, ξ) of two complex variables:

Qm
j (z1, ξ) =

∏k
l=1,l 6=j(z1 − pl1)∏k
l=1,l 6=j(pj1 − pl1)

(ξ − pjm)νj + (z1 − pj1)
νj+1 .

This polynomial has degree νj + k − 1 and verifies the following properties:

Qm
j (pl1, ξ) = (pl1 − pj1)

νj+1 6= 0, for every ξ ∈ C and l 6= j (3.1)

Qm
j (pj1, ξ) = (ξ − pjm)νj (3.2)

Qm
j (z1, ξ) = (ξ − pjm)νj + (ξ − pjm)νj(z1 − pj1)Rj(z1) + (z1 − pj1)

νj+1 (3.3)

Here Rj(z1) is a polynomial of one complex variable.
We construct now the desired polynomials:

P1(z) = P1(z1) =
k∏

j=1

(z1 − pj1)
νj ,

Pm(z) = Pm(z1, zm) =
k∏

j=1

Qm
j (z1, zm), for m = 2, . . . , n .

Then deg Pm =
∑k

j=1 νj + k(k− 1), so assertion (iii) of the theorem is satisfied. Next
assume that z ∈ Cn is such that P1(z) = · · · = Pn(z) = 0. Then P1(z) = 0 implies
that z1 equals one of the numbers p11, . . . , pk1. Suppose, without loss of generality,
that z1 = p11. Using (3.1) and (3.2) the equation Pm(p11, zm) = 0 implies zm = p1m,
for m = 2, . . . , n, so z = p1. It follows that the common zeros of P1, . . . , Pn are exactly
the points p1, . . . , pk.

We fix j ∈ {1, . . . , k} and estimate the map P near the point pj. There exist two
positive constants Mj1 and M ′

j1, such that

M ′
j1|z1 − pj1|νj ≤ |P1(z)| ≤ Mj1|z1 − pj1|νj .

Using (3.1) and (3.3), there exist positive constants Mj2, . . . ,Mjn, M ′
j2, . . . ,M

′
jn,

Cj2, . . . , Cjn, such that for any m = 2, . . . , n, we have

M ′
jm|zm−pjm|2νj−Cjm‖z−pj‖2νj+1 ≤ |Pm(z)|2 ≤ Mjm|zm−pjm|2νj +Cjm‖z−pj‖2νj+1.

Finally, there exist two positive constants Mj and M ′
j such that

M ′
j‖z − pj‖2νj ≤ ‖P (z)‖2 =

n∑
m=1

|Pm(z)|2 ≤ Mj‖z − pj‖2νj
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for z sufficiently close to pj. Hence the map P verifies the second assertion of the
theorem. �

Proof of Theorem 3.6. Let u ∈ Ẽ(S). Since u has logarithmic poles in S we
have by a result of [D1] that

∫
Cn(ddcu)n ≥ |S|, hence γ̃(S) ≥ |S|1/n by Corollary 3.3.

Let N be a positive integer and let PN = (PN
1 , . . . , PN

n ) be a polynomial mapping
satisfying the conclusions of Theorem 3.7 for the set S = {p1, . . . , pk} and with
ν1 = · · · = νk = N . Then v = 1

N
log ‖PN‖ ∈ E(S), since

Nn(ddcv)n = (PN)?(ddc log ‖ · ‖)n = 0

on Cn \ S. Moreover deg PN
j ≤ kN + k(k − 1), so γv ≤ k + k(k − 1)/N . Letting

N →∞ we obtain γ(S) ≤ k = |S|.
We assume now that m1(S) = |S|. Since m1(S) ≤ γ̃(S) we obtain γ̃(S) = |S|. The

following lemma can be proved in a similar way as the corresponding two dimensional
results (see Section 4):

Lemma 3.8 If |S| ≤ 3 then γ(S) = γ̃(S) = m1(S).

To complete the proof of Theorem 3.6 we assume that γ̃(S) = |S|. If |S| ≤ 3 then
m1(S) = |S| by Lemma 3.8. If |S| > 3 and m1(S) < |S|, we can find S ′ ⊂ S with
|S ′| = 3 and m1(S

′) = 2. By Proposition 3.1 we have γ̃(S) ≤ γ̃(S ′)+ |S \S ′| = |S|−1,
a contradiction. �

Remark. Assume that S is contained in a complex line, say without loss of
generality the z1-axis. It is easy to see that there exists u ∈ E(S) with γu =
γ(S) = |S|. Indeed, let a1, . . . , ak be the z1-coordinates of the points of S. If
f(z) = (

∏k
j=1(z1 − aj), z2, . . . , zn) and u = log ‖f‖, then u ∈ E(S) and γu = |S|.

We conclude this section by addressing the following question. Given u ∈ Ẽ(S),
is it possible to construct by upper-envelope methods a function v ∈ E(S) such that
γv ≤ γu (or at least γv ≤ γu + ε, ε > 0)? This would be useful in order to prove
that γ̃(S) = γ(S). Let L ⊂ PSH(Cn) denote the class of plurisubharmonic functions
of minimal growth (i.e. γρ ≤ 1 for ρ ∈ L). One has to associate to u a non-empty
family Fu ⊂ γuL such that every ρ ∈ Fu has logarithmic poles in S. The natural way
to insure Fu 6= ∅ would be to impose u ∈ Fu. Let v(z) = sup{ρ(z) : ρ ∈ Fu}. If
{v < +∞} is not pluripolar, then it is a standard result that the upper-semicontinuous

regularization v? ∈ γuL. As u ≤ v? we have γv? = γu. Moreover v? ∈ Ẽ(S). Indeed,
for p ∈ S fix a ball B(p, r) and M such that v? ≤ M on B(p, r). Then every ρ ∈ Fu

satisfies ρ(z) ≤ log ‖z−p‖
r

+ M on B(p, r), hence the same holds for v?. Since u ≤ v?

we get v?(z) = log ‖z − p‖+ O(1) as z → p ∈ S. However in general v? 6∈ E(S):

Lemma 3.9 Let u ∈ Ẽ(S) be such that γu = δu > |S|1/n, and let v ∈ E(S). Then

lim inf‖z‖→∞
v(z)
u(z)

< 1. In particular, if ρ ∈ PSH(Cn) satisfies u ≤ ρ, then ρ 6∈ E(S).
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Proof. We may assume l = lim inf‖z‖→∞
v(z)
u(z)

> 0. By Corollary 3.3 we have

|S|1/n ≥ δv = lim inf
‖z‖→∞

(
v(z)

u(z)

u(z)

log ‖z‖

)
= lγu > l|S|1/n ,

so l < 1. �
We can use however the above method to construct for a given u ∈ Ẽ(S) a function

v ∈ Ẽ(S) such that γu = γv and v is maximal on Cn \ (K ∪ S). Here K is a suitable
compact non-pluripolar set, for instance a sphere.

Proposition 3.10 Let u ∈ Ẽ(S) and let K = ∂B, where B is some ball in Cn.

There exists v ∈ Ẽ(S) with the following properties:
(i) u ≤ v on Cn, v = u on K, γv = γu.
(ii) v is maximal on Cn \ (K ∪ S).

Proof. We let Fu be the family of functions ρ ∈ γuL which satisfy ρ ≤ u on K and
ρ(z) ≤ log ‖z − p‖+ O(1) as z → p, for every p ∈ S. Let v(z) = sup{ρ(z) : ρ ∈ Fu}.
We have u ∈ Fu, v = u on K, and {v < +∞} ⊃ K is not pluripolar. By the

considerations preceding Lemma 3.9 it follows that v? ∈ Ẽ(S), u ≤ v?, γv? = γu. We
shall prove that v? = u on K. Then v? ∈ Fu, so v? = v. Moreover v is maximal on
Cn \ (K ∪ S): if G is open and relatively compact in Cn \ (K ∪ S) and φ ∈ PSH(G)
satisfies lim supζ→z,ζ∈G φ(ζ) ≤ v(z) for z ∈ ∂G, then ρ ∈ Fu, where ρ = v on Cn \G,
ρ = max{v, φ} on G; hence φ ≤ ρ ≤ v on G. So v has the desired properties.

In order to show that v? = u on K we let {hl} be a sequence of continuous
functions on B, harmonic on B, such that hl ↘ u on K. By the maximum principle
ρ ≤ hl on B, for every ρ ∈ Fu, so v? ≤ hl on B. Hence for every z ∈ K we have
v?(z) = lim supζ→z,ζ∈B v?(ζ) ≤ hl(z). Letting l → +∞ we conclude that v?(z) ≤ u(z)
for z ∈ K. �

4 The case n = 2

We obtain in this section the values of γ(S) and γ̃(S) for certain subsets S of C2.
This is done by constructing suitable functions u ∈ E(S). The main tools are the
Bezout theorem and the following:

Theorem 4.1 Let r be a positive integer and let P1, P2 be polynomials with the fol-
lowing properties: S = {z ∈ C2 : P1(z) = P2(z) = 0}, and ord(P1, p) ≥ r,
ord(P2, p) ≥ r, (P1 · P2)p = r2, for every p ∈ S. Then

u = u(r, P1, P2) =
1

2r
log(|P1|2 + |P2|2) ∈ E(S) . (4.1)
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Proof. Let v(z) = 1
r
log ‖z‖ and f = (P1, P2) : C2 → C2. Then (ddcu)2(z) =

(ddcv)2(f(z))| det f ′(z)|2 = 0 on C2 \S. By the results of [D1] it suffices to show that
u has a logarithmic pole at each point of S (see (1.1)). Without loss of generality,
we fix p = 0 ∈ S. Since (P1 · P2)0 ≥ ord(P1, 0) ord(P2, 0), we have ord(Pj, 0) =
r, Pj = hr(Pj) + h.o.t., for j = 1, 2. For ‖z‖ small, |Pj(z)| ≤ C‖z‖r near 0, so
u(z) ≤ log ‖z‖ + C. We will show that hr(P1), hr(P2) have no common factors. As
they are homogeneous of degree r, it follows that U = |hr(P1)|2 + |hr(P2)|2 satisfies
U(z) ≥ C‖z‖2r, where C = min{U(z) : ‖z‖ = 1} > 0. Moreover |(|P1|2 + |P2|2 −
U)(z)| ≤ C ′‖z‖2r+1, for some C ′ > 0 and for z near 0. Hence

u(z) ≥ 1

2r
log(C‖z‖2r − C ′‖z‖2r+1) ≥ log ‖z‖+ C ′′ ,

for ‖z‖ sufficiently small.
To complete the proof we assume that hr(P1), hr(P2) have a common factor, say

z2 − αz1, and we show that (P1 · P2)0 ≥ r2 + 1. By a change of coordinates z′1 =
z1, z

′
2 = z2 − αz1 we may assume that hr(P1), hr(P2) are divisible by z2. Making

another change of coordinates z1 = z′1 + λz′2, z2 = z′2, with a suitable λ, we may
assume that

hr(P1) = zr
2 +

r−1∑
j=1

ajz
r−j
1 zj

2 , hr(P2) = zr
2 +

r−1∑
j=1

bjz
r−j
1 zj

2 .

As P1(0, z2) = zr
2 + h.o.t. we have P1 = AQ, where A(0) 6= 0 and Q = zr

2 +∑r−1
j=0 fj(z1)z

j
2 is a Weierstrass polynomial. If Q = hm(Q)+h.o.t. it follows that m = r,

hr(P1) = A(0)hr(Q), so A(0) = 1, hr(P1) = hr(Q). Hence f0(z1) = a0z
r+1
1 + h.o.t.

and fj(z1) = ajz
r−j
1 + h.o.t., j = 1, . . . , r − 1.

We write Q = BQ1 . . . Ql, where B(0) 6= 0, Qi are irreducible Weierstrass polyno-
mials of degree ni in z2, and n1 + · · · + nl = r. If ord(Qi, 0) = mi then mi ≤ ni and
m1 + · · · + ml = ord(Q, 0) = r. So mi = ni, B(0) = 1, and hr(Q) =

∏l
i=1 hni

(Qi).
Since z2|hr(Q) we assume without loss of generality that z2|hn1(Q1). We conclude as
above that

hn1(Q1) = zn1
2 +

n1−1∑
j=1

cjz
n1−j
1 zj

2 , Q1 = zn1
2 +

n1−1∑
j=0

gj(z1)z
j
2 ,

g0(z1) = c0z
n1+1
1 + h.o.t. , gj(z1) = cjz

n1−j
1 + h.o.t. , j = 1, . . . , n1 − 1 .

There exists a local normalization of {Q1 = 0} near 0, t → (tn1 , φ(t)), defined for
t ∈ C in a neighborhood of 0. Moreover, ord(φ, 0) = ord(g0, 0) ≥ n1 +1 (see e.g. [G],
Theorem 5.7, and p.85). As (Qi · P2)0 ≥ ord(Qi, 0) ord(P2, 0) = nir, i = 2, . . . , l, we
have

(P1 · P2)0 =
l∑

i=1

(Qi · P2)0 ≥ (Q1 · P2)0 +
l∑

i=2

nir .
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By definition (Q1 ·P2)0 = ord(P2(t
n1 , φ(t)), 0). Since P2 = zr

2 +
∑r−1

j=1 bjz
r−j
1 zj

2 + h.o.t.

and since ord(tn1(r−j)φ(t)j, 0) ≥ n1(r − j) + (n1 + 1)j ≥ n1r + 1, it follows that
(Q1 · P2)0 ≥ n1r + 1. Thus (P1 · P2)0 ≥

∑l
i=1 nir + 1 = r2 + 1, a contradiction. �

Let u be of form (4.1) with r = 1 and let f = (P1, P̃2), where P̃2 = P2 + QP1

for an arbitrary polynomial Q. For p ∈ S we have ∇P̃2(p) = ∇P2(p) + Q(p)∇P1(p),

so ∇P̃2(p),∇P1(p) are linearly independent and (P1 · P̃2)p = 1. Theorem 4.1 implies
that log ‖f‖ ∈ E(S).

Recall from Theorem 3.6 that for a finite set S ⊂ C2 we have
√
|S| ≤ γ(S) ≤ |S|.

Moreover γ(S) = γ̃(S) = |S| if and only if S is contained in a complex line. If
|S| = d2 and S is the complete intersection of two algebraic curves of degree d then
γ(S) = γ̃(S) =

√
|S| (see [Co]). We now turn our attention to the computation of

γ(S) and γ̃(S) in some special cases.

Theorem 4.2 Let S ⊂ C2 be such that m1(S) > |S|/2. Then γ(S) = γ̃(S) = m1(S).

Proof. If we set |S| = k and m1(S) = k − l, then m1(S) > |S|/2 is equivalent
to k ≥ 2l + 1. Let S = {p1, . . . , pk} and assume that pl+1, . . . , pk lie on a line L0

and p1, . . . , pl are not on L0. We can choose parallel complex lines L1, . . . , Ll such
that Lj ∩ S = {pj}, j = 1, . . . , l, and we denote by p0 their intersection point on
the line at infinity of P2. Moreover L1, . . . , Ll are chosen such that p0 6∈ L0. Let
P1 = L0L1 . . . Ll, deg P1 = l + 1. We will construct a polynomial P2 of degree ≤ k− l
such that S = {z ∈ C2 : P1(z) = P2(z) = 0} and (P1 · P2)p = 1 for all p ∈ S. Then
the function u = u(1, P1, P2) given by (4.1) is in E(S), γu ≤ k − l, and the theorem
follows.

We consider the vector space V of polynomials P in z1, z2 of degree at most k− l
which verify

(i) P (p) = 0, for all p ∈ S.
(ii) ∂αP (p0) = 0 for |α| ≤ k − l − 2.

Here (ii) is to be interpreted for the homogeneous polynomial P̃ associated to P , and
in local coordinates around p0. Since (i), (ii) impose k + (k − l − 1)(k − l)/2 linear
conditions on P we have

dim V ≥ (k − l + 1)(k − l + 2)

2
− k − (k − l − 1)(k − l)

2
= k − 2l + 1 .

We note that for P ∈ V we have (P̃ · L̃j)p0 ≥ k − l − 1, j = 1, . . . , l, so (P̃ · P̃1)p0 ≥
l(k− l− 1). So if P2 ∈ V is such that none of the Lj divides P2, j = 0, . . . , l, then by
the Bezout theorem

(k − l)(l + 1) ≥ (deg P̃2)(deg P̃1) ≥
∑
p∈S

(P1 · P2)p + (P̃1 · P̃2)p0 ≥ k + l(k − l − 1) .

Hence deg P̃2 = k− l, S ⊂ C2 is the set of common zeros of P1, P2, and (P1 ·P2)p = 1
for all p ∈ S.
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To prove the existence of such P2 ∈ V we consider the subset W ⊆ V consisting
of those polynomials P ∈ V such that Lj|P for some j = 0, . . . , l. We will show
that W is a vector space of dimension k − 2l. Since dim V ≥ k − 2l + 1 we can find
P2 ∈ V \W .

We can assume without loss of generality p0 = [1 : 0 : 0], and we let P ∈ W . If

L0|P then P = L0R, deg R ≤ k−l−1, and (R̃·L̃j)p0 = (P̃ ·L̃j)p0 ≥ k−l−1, j = 1, . . . , l.
As R(pj) = 0 it follows by Bezout that Lj|P , j = 1, . . . , l, so P1|P . If L1|P then
P = L1R, deg R ≤ k− l−1 and R(pj) = 0, j = l+1, . . . , k, so by Bezout L0|R. Hence

P = L0L1R1, deg R1 ≤ k− l− 2, and (R̃1 · L̃2)p0 = (P̃ · L̃2)p0 − (L̃1 · L̃2)p0 ≥ k− l− 2.
Since R1(p2) = 0 we conclude L2|R1, and similarly Lj|R1 for j ≥ 3. So we have
shown that if P ∈ W then P = QP1 for some polynomial Q. By condition (ii) in the
definition of V we have in coordinates (z2, t) near p0 = (0, 0):

P̃ (1, z2, t) = hk−l−1(P̃ ) + hk−l(P̃ ) , P̃1(1, z2, t) = hl(P̃1) + hl+1(P̃1) ,

so Q̃(1, z2, t) = hk−2l−1(Q̃) + h.o.t.. Here hj(P̃ ) denotes the homogeneous part of

degree j of P̃ (1, z2, t). As deg P̃ (1, z2, t) ≤ k − l, deg P̃1(1, z2, t) = l + 1, we see that

deg Q̃(1, z2, t) ≤ k − 2l − 1, so Q̃(1, z2, t) is homogeneous of degree k − 2l − 1. It
follows that

W = {QP1 : Q̃(1, z2, t) is homogeneous of degree k − 2l − 1} ,

hence W is a vector space of dimension k − 2l. �

Theorem 4.3 Let S ⊂ C2 with |S| ≥ 4 be contained in an irreducible conic C. Then
γ(S) = γ̃(S) = |S|/2.

Proof. Let S = {p1, . . . , pk}. By Theorem 3.4 applied to C we have γ̃(S) ≥ k/2.
Let P1 = C2. We show that there exists a polynomial P2 of degree k such that
S = {z ∈ C2 : P1(z) = P2(z) = 0}, and ord(P2, p) ≥ 2, (P1 · P2)p = 4 for all p ∈ S.
By Theorem 4.1 we have u = u(2, P1, P2) ∈ E(S) and γu ≤ k/2, so γ(S) ≤ k/2.

We consider the vector space

V = {P ∈ Pk : ord(P, p) ≥ 2 ∀p ∈ S} .

Then dim V ≥ (k+1)(k+2)
2

− 3k = (k−1)(k−2)
2

. Let W be the set of P ∈ V such that
P, P1 have common factors. As C is irreducible we have

W = {CQ : Q ∈ Pk−2, Q(p) = 0 ∀p ∈ S} .

Thus W is a vector space isomorphic to ker Ek−2, where Ek−2 : Pk−2 → Ck, Ek−2(F ) =
(F (p1), . . . , F (Pk)). We claim that Ek−2 is surjective. Indeed, if k = 2l+1 we consider
the complex lines Lj determined by p2j−1 and p2j, j = 1, . . . , l. Then Lj ∩ C =
{p2j−1, p2j}, since C is irreducible. So F (p2l+1) 6= 0, where F = L1 . . . Ll ∈ Pk−2,
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hence (0, . . . , 0, 1) ∈ Ek−2(Pk−2). Arguing similarly with pj in place of p2l+1 we
conclude that Ek−2(Pk−2) = Ck. If k = 2l we let Lj be the complex line through
p2j−1 and p2j, j = 1, . . . , l − 1, and Ll be a complex line through p2l−1 such that
p2l 6∈ Ll. Then F = L1 . . . Ll ∈ Pk−2 and F (p2l) 6= 0, so Ek−2(Pk−2) = Ck.

It follows that

dim W = dimPk−2 − k =
(k − 1)(k − 2)

2
− 1 < dim V .

So we can find P2 ∈ V \W . We have by Bezout

4k ≤
∑
p∈S

(P1 · P2)p ≤ deg P1 deg P2 ≤ 4k ,

so S = {P1 = P2 = 0} and (P1 · P2)p = 4 for all p ∈ S. �

Corollary 4.4 If S ⊂ C2 with |S| ≥ 4 is contained in a conic C then

γ(S) = γ̃(S) = m(S) = max{m1(S), |S|/2} .

Proof. If C is irreducible then m1(S) = 2 and the corollary follows directly from
the above theorem. Assume now C = L1L2, where L1, L2 are complex lines, and let
S = {p1, . . . , pk}. If k = 2l + 1 one of the lines L1, L2 contains at least l + 1 of the
points of S, so γ(S) = γ̃(S) = m1(S) > |S|/2 by Theorem 4.2.

If k = 2l and say |S ∩ L1| ≥ l + 1 then the corollary follows again from Theorem
4.2. Otherwise |S ∩ L1| = |S ∩ L2| = l, so the intersection point of L1, L2 is not in
S. Let S ∩ L1 = {p1, p3, . . . , p2l−1}, S ∩ L2 = {p2, p4, . . . , p2l}. We consider the lines
Ej joining p2j−1, p2j, j = 1, . . . , l. If P = E1 . . . El and u = u(1, P, C), then u ∈ E(S)
and γu ≤ l, so γ(S) = γ̃(S) = l. �

Using the above results we can describe these invariants for any set S ⊂ C2 with
|S| ≤ 5:

|S| ∈ {1, 2, 3}: γ(S) = γ̃(S) = m1(S).
|S| = 4: γ(S) = γ̃(S) = m1(S), if m1(S) ∈ {3, 4}. Otherwise S is the complete

intersection of two conics and γ(S) = γ̃(S) = 2.
|S| = 5: γ(S) = γ̃(S) = m1(S), if m1(S) ∈ {3, 4, 5}. Otherwise S is contained in

an irreducible conic and γ(S) = γ̃(S) = 5/2.

Theorem 4.5 For S ⊂ C2 with |S| = 6 we have one of the following possibilities:
(i) If m1(S) ∈ {3, 4, 5, 6} then γ(S) = γ̃(S) = m1(S).
(ii) If m1(S) = 2 and S is contained in a conic then γ(S) = γ̃(S) = 3.
(iii) If m1(S) = 2 and S is not contained in a conic then γ(S) = γ̃(S) = 5/2.

Proof. Let S = {p1, . . . , p6} and let L∞ = P2 \C2 denote the line at infinity.
(i) If m1(S) ≥ 4 we apply Theorem 4.2. We assume m1(S) = 3. Then 3 ≤ γ̃(S) ≤

γ(S). We construct two polynomials P1, P2 of degree 3 such that S = {z ∈ C2 :
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P1(z) = P2(z) = 0} and (P1 · P2)p = 1 for all p ∈ S. Then u = u(1, P1, P2) ∈ E(S)
has γu ≤ 3, so γ(S) ≤ 3.

We consider the finite set L of complex lines which pass through at least two
points of S, and we let I1 =

⋃
L∈L(L ∩ L∞). Then I1 is finite. Since no four of the

points of S lie on the same complex line, it follows that, given any 5 points of S, there
exists a unique conic containing them. We denote by C the set of conics determined
by the 5 element subsets of S, |C| = 6. Then the set I2 =

⋃
C∈C(C ∩ L∞) is finite.

We fix p0 ∈ L∞ \ (I1 ∪ I2). There exists a non-trivial polynomial P1 ∈ P3 such

that P1(pj) = 0, j = 1, . . . , 6, and ord(P̃1, p0) ≥ 2. Indeed, we are imposing 9
linear conditions on polynomials in P3, and dimP3 = 10. We claim that P1 is
irreducible. Assuming the contrary, we have either P1 = LC, for a complex line L
and an irreducible conic C, or P1 = L1L2L3, where Lj are complex lines. In the first

case, both L and C are smooth curves, so ord(P̃1, p0) ≥ 2 implies p0 ∈ L∩C. By the
choice of p0 we have |L ∩ S| ≤ 1 and |C ∩ S| ≤ 4, which is impossible. In the second
case, p0 belongs to 2 of the lines Lj, say L1, L2. Then |L1 ∩ S| ≤ 1, |L2 ∩ S| ≤ 1, so
|L3 ∩ S| ≥ 4, a contradiction.

Assume now without loss of generality that p0 = [1 : 0 : 0] and let (a, b) ∈ C2 be

such that (a, b) 6= (0, 0) and h2(P̃1)(a, b) = 0, where h2(P̃1) is the homogeneous part of

degree two of P̃1(1, z2, t) at (0, 0). We consider the vector space V of polynomials P ∈
P3 such that P (pj) = 0, j = 1, . . . , 6, P̃ (p0) = 0, and a ∂ eP

∂z2
(1, 0, 0) + b∂ eP

∂t
(1, 0, 0) = 0

(i.e. (a, b) is tangent to {P̃ (1, z2, t) = 0} at (0, 0)). So (P̃1 · P̃ )p0 ≥ 3 for P ∈ V . Since
dim V ≥ 2 we can choose P2 ∈ V linearly independent from P1. As P1 is irreducible
we have by Bezout 3× 3 ≥

∑6
j=1(P1 · P2)pj

+ (P̃1 · P̃2)p0 ≥ 6 + 3. So P1, P2 have the
desired properties.

(ii) If S is contained in a conic, this conic has to be irreducible since otherwise
m1(S) ≥ 3. So Theorem 4.3 applies.

(iii) In view of Theorem 3.4 applied to a conic passing through 5 points of S we
have 5/2 ≤ γ̃(S) ≤ γ(S). We construct two polynomials P1, P2 of degree 5 which
satisfy the hypotheses of Theorem 4.1 with r = 2. Then u = u(2, P1, P2) ∈ E(S) has
γu ≤ 5/2, so γ(S) ≤ 5/2.

We denote by Lij the complex line joining pi and pj, and by Cj the unique conic
containing S\{pj}. Then pj 6∈ Cj, and Cj is irreducible, hence smooth, since m1(S) =
2. Let C = {C1, . . . , C6}, L = {Lij}, |L| = 15. We claim that there exists L ∈ L such
that L ∩ L∞ ∩ C = ∅ for all C ∈ C. Indeed, let Lj = {L ∈ L : L ∩ L∞ ∩ Cj 6= ∅},
j = 1, . . . , 6. We show |Lj| ≤ 2, so |

⋃6
j=1 Lj| ≤ 12 hence L \

⋃6
j=1 Lj 6= ∅. To see

|L1| ≤ 2, we note that L1 ⊂ {L12, . . . , L16}, since Lij ∩ C1 = {pi, pj} if i 6= 1 6= j.
We have |C1 ∩ L∞| ≤ 2. If q ∈ C1 ∩ L∞ then q lies at most on one of the lines L1j:
otherwise, if say q ∈ L12 ∩ L13 then L12 = L13 is the line through p1, q, so p1, p2, p3

are colinear. Consequently |L1| ≤ 2.
Hence we may assume that L = L12 satisfies L12 ∩ L∞ ∩ C = ∅ for all
C ∈ C. So p0 6∈ C, where {p0} = L12 ∩ L∞.
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Let P1 = C1C2L12. Then deg P1 = 5, ord(P1, p) = 2 for p ∈ S, P̃1(p0) = 0. Let

P2 = C6Q, where deg Q ≤ 3 and Q̃(p0) = 0, Q(pj) = 0, j = 1, . . . , 5, ord(Q, p6) ≥ 2.
Since we are imposing 9 linear conditions on polynomials in P3, we can find such non-
trivial Q. Then deg P2 ≤ 5, ord(P2, p) ≥ 2 for p ∈ S, P̃2(p0) = 0. We will show that

P1, P2 have no common factors. Then by Bezout 25 ≥
∑6

j=1(P1 ·P2)pj
+ (P̃1 · P̃2)p0 ≥

6× 4 + 1, so P1, P2 have the desired properties.
We assume C1|Q. Then Q = C1L

′, deg L′ ≤ 1. Since ord(C1, pj) = 1, j = 2, . . . , 6,

and C1(p1) 6= 0 6= C̃1(p0), it follows that L′(p1) = 0, L̃′(p0) = 0, and L′(p6) = 0 as
ord(Q, p6) ≥ 2. So L′ = L12 is the line joining p0, p1, hence p1, p2, p6 are colinear,
a contradiction. A similar argument shows that C2 does not divide Q. Finally, we
assume L12|Q, so Q = L12C, deg C ≤ 2. Then C(pj) = 0 for j = 3, 4, 5, and
ord(C, p6) ≥ 2 as L12(p6) 6= 0. Thus C is a reducible conic, C = L′L′′, and p6 ∈ L′∩L′′.
It follows that one of the lines L′, L′′ contains at least three of the points p3, p4, p5, p6,
a contradiction. We conclude that P1, P2 have no common factors. �

Remark. In view of these results we have γ(S) = γ̃(S) = ω(S) = m(S) for sets
S with |S| ≤ 6.

We now consider sets S = {p1, . . . , p7} ⊂ C2 such that m1(S) = 2, m2(S) = 5.
This happens for generic sets S with |S| = 7.

Theorem 4.6 For S as above we have γ(S) = γ̃(S) = ω(S) = 8/3 and m(S) = 5/2.

Proof. For 1 ≤ i < j ≤ 7 let Cij be the (irreducible) conic determined by
S \ {pi, pj}. For each 1 ≤ j ≤ 7 there exists a polynomial Ej of degree 3 such that
ord(Ej, pj) ≥ 2 and Ej(p) = 0 for p ∈ S. We claim that Ej is irreducible and unique
up to multiplication by constants with these vanishing properties, ord(Ej, pj) = 2,
ord(Ej, p) ≤ 1 for p 6= pj. Indeed, if E1 was reducible then E1 = L1L2L3 or E1 = LC,
where L, L1, L2, L3 are complex lines and C is an irreducible conic. The first case
cannot occur, as |S ∩Ll| ≤ 2, l = 1, 2, 3. In the second case |S ∩L| = 2, |S ∩C| = 5,
S∩L∩C = ∅, so ord(E1, p1) = 1, a contradiction. If ord(E1, p1) ≥ 3 (or ord(E1, p) ≥ 2
for some p 6= p1) then by Bezout E1 is divisible by the line p1p2 (or p1p). Moreover,
if P has degree 3 and the same vanishing properties as E1 then Bezout’s theorem
implies P = cE1, for some c 6= 0.

Let p0 ∈ L∞ \ (
⋃

i,j Cij ∪
⋃

j Ej), where L∞ is the line at infinity of P2. For each

1 ≤ j ≤ 7 there exists a polynomial Qj 6= 0 with deg Qj ≤ 5, such that Q̃j(p0) = 0,
Qj(pj) = 0, ord(Qj, p) ≥ 2 for p ∈ S \ {pj}. We claim that Qj is irreducible.
Assuming that Q1 is reducible, let Q be an irreducible factor of Q1 of smallest degree;
so deg Q ∈ {1, 2}. If deg Q = 1 we have Q1 = QR, deg R ≤ 4, ord(R, p) ≥ 2 for at
least 4 points p ∈ S \ {p1}, ord(R, q) ≥ 1 for at least 2 other points q ∈ S \ {p1}.
Without loss of generality say ord(R, pj) ≥ 2 for j = 2, 3, 4, 5, ord(R, pj) ≥ 1 for
j = 6, 7. By Bezout C16|R, C17|R, so up to multiplication by constants R = C16C17.
It follows that the line Q passes through p1, p6, p7, a contradiction. If deg Q = 2
then Q1 = QR, deg R ≤ 3. We have ord(R, p) ≥ 2 for at least one p ∈ S, say
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p2. If ord(R, p) ≥ 2 for some p ∈ S \ {p2} then R is divisible by the line p2p, which
contradicts the choice of Q. It follows that up to multiplication by constants Q = C12,
R(p) = 0 for p ∈ S, ord(R, p2) ≥ 2, so R = E2. Thus we have shown that Q1 reducible

implies Q1 = C1jEj, so in particular Q̃1(p0) 6= 0 by the choice of p0. We conclude that
the Qj’s are irreducible. This implies ord(Qj, pj) = 1 (otherwise by Bezout Ej|Qj),
so Qi, Qj are coprime for i 6= j.

We now let P1 = E1Q1, P2 = E2Q2. Then deg Pj ≤ 8, ord(Pj, p) ≥ 3 for p ∈ S,

P̃1(p0) = P̃2(p0) = 0, and P1, P2 have no common factors. It follows by Bezout that
P1, P2 satisfy the hypotheses of Theorem 4.1 with r = 3, so u(3, P1, P2) ∈ E(S),
γu ≤ 8/3. Thus

ω(S) ≥
∑7

j=1 ord(E1, pj)

deg E1

=
8

3
≥ γ(S) ≥ γ̃(S) ,

and the conclusion follows by Corollary 3.5. �

Theorem 4.7 For generic S ⊂ C2 with |S| = 8 we have γ(S) = γ̃(S) = ω(S) = 17/6
and m(S) = 8/3.

Proof. Let S = {p1, . . . , p8}. As before, by counting dimension, the following
polynomials exist:

(i) Fjl of degree 5, 1 ≤ j < l ≤ 8, such that: ord(Fjl, pi) ≥ 2 for i 6= j, l,
Fjl(pj) = Fjl(pl) = 0.

(ii) Ej of degree 6, 1 ≤ j ≤ 8, such that: ord(Ej, pj) ≥ 3, ord(Ej, pi) ≥ 2 for
i 6= j.
Moreover, for generic S we have: ord(Fjl, pj) = ord(Fjl, pl) = 1, ord(Fjl, pi) = 2
for i 6= j, l, ord(Ej, pj) = 3, ord(Ej, pi) = 2 for i 6= j, and Fjl, Ej are unique up
to multiplication by constants with the specified degree and vanishing properties. It
follows that Ei, Ej are linearly independent for i 6= j.

Let p0 ∈ L∞\(
⋃

j,l Fjl∪
⋃

j Ej). For generic S there exist polynomials Qj of degree

11, j = 1, . . . , 8, such that Q̃j(p0) = 0, ord(Qj, pj) = 3, ord(Qj, pi) = 4 for i 6= j.
Then Qi, Qj are linearly independent for i 6= j.

We will show that Ej, Qj are irreducible for generic S. To this end we introduce
for positive integers l the numbers

Al = Al(S) = max

{
8∑

i=1

ord(P, pi) : P ∈ Pl

}
.

We need the following:

Lemma. For generic S ⊂ C2 with |S| = 8 we have: A1 = 2, A2 = 5, A3 = 8,
A4 = 11, A5 = 14, A6 = 17, A7 = 19, A8 = 22, A9 = 25, A10 = 28. The maximum
A5 = 14 (respectively A6 = 17) is reached if and only if P = cFjl (respectively
P = cEj), for some constant c 6= 0.
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Proof of the Lemma. For generic S, there exists a non-trivial polynomial P ∈ Pl

with ord(P, pi) ≥ xi, i = 1, . . . , 8, if and only if
∑8

1 xi(xi + 1) < (l + 1)(l + 2).
Indeed, we are imposing

∑8
1 xi(xi + 1)/2 linear conditions on polynomials in Pl. As∑8

1 xi(xi + 1) is even the above condition is equivalent to
∑8

1 xi(xi + 1) ≤ l2 + 3l. It
follows that for a fixed l > 0 and generic S, Al(S) is given by

Al = max

{
8∑

i=1

xi : xi ∈ {0, 1, . . . , l},
8∑

i=1

xi(xi + 1) ≤ l2 + 3l

}
.

The assertions of the lemma now follow by direct calculations, which we omit. �

We proceed with the proof of the theorem. Assuming Q1 is reducible, we write
Q1 = R1R2, where 1 ≤ deg R1 ≤ deg R2. Set xi = ord(R1, pi), l = deg R1, yi =
ord(R2, pi), l′ = deg R2. Then

∑8
1 xi ≤ Al,

∑8
1 yi ≤ Al′ , l + l′ = 11. Moreover

x1 + y1 = 3, xi + yi = 4 for i > 1. We obtain 31 =
∑8

i=1(xi + yi) ≤ Al + Al′ ,
l + l′ = 11. By the previous lemma, for generic S this implies l = 5, l′ = 6, and
R1 = cF1i, R2 = c′Ei for some i 6= 1. By the choice of p0 it follows Q̃1(p0) 6= 0, a
contradiction. Thus Qj is irreducible for generic S.

A similar argument works for Ej: assuming Ej is reducible we obtain Al+Al′ ≥ 17,
l + l′ = 6, which is impossible for generic S by the above lemma.

Now let P1 = E1Q1, P2 = E2Q2. Then deg Pj = 17, P̃j(p0) = 0, ord(Pj, p) = 6,
p ∈ S, j = 1, 2. For generic S, P1, P2 have no common factors, so by Bezout they
satisfy the hypotheses of Theorem 4.1 with r = 6. We have u = u(6, P1, P2) ∈ E(S),
γu ≤ 17/6. Thus

ω(S) ≥
∑8

j=1 ord(E1, pj)

deg E1

=
17

6
≥ γ(S) ≥ γ̃(S) ≥ ω(S) . �

5 On the classes M(S)

We consider now the subclass Mn(S) ⊂ E(S). A sufficient condition for Mn(S) to
be non-empty is given in [Co]. Here we deal with the question whether in dimension
n = 2 this condition is also necessary. We start with a simple remark:

Lemma 5.1 If γ̃(S) = |S|1/n then Ω0(S) = |S|1/n. In particular, this holds if
Mn(S) 6= ∅.

Proof. If Mn(S) 6= ∅ we have by Corollary 3.3 γ̃(S) = |S|1/n. By Corollary 3.5

|S|/Ω0(S) ≤ ω(S) ≤ γ̃(S)n−1 = |S|(n−1)/n

and the lemma follows since Ω0(S) ≤ |S|1/n for any set S (see [Ch]). �
¿From now on we assume n = 2 and write M(S) = M2(S). We have M(S) 6= ∅

provided that |S| = d2 and S is the complete intersection of two algebraic curves of
degree d. We will prove partial converses to this statement.

18



Theorem 5.2 Assume there exist u ∈ M(S) and a subvariety V of C2 of pure di-
mension one such that the restriction of u to Vreg \S is harmonic. Then |S| = d2 for
some d ∈ N and V is algebraic.

To prove this we need the following lemma:

Lemma 5.3 Let V be a pure one dimensional subvariety of C2 and let u ∈ L∞loc ∩
PSH(C2) be harmonic along Vreg. Then the measure ddcu ∧ [V ] = 0.

Proof. We fix first z ∈ Vreg and an open neiborhood U of z such that V ∩ U
is biholomorphic to the unit disc ∆. If h : ∆ → V ∩ U is a biholomorphism and
φ ∈ C∞

0 (U) then

〈ddcu ∧ [V ], φ〉 =

∫
V

u ddcφ =
1

2π

∫
∆

(u ◦ h) ∆(φ ◦ h) = 0,

as u ◦ h is harmonic on ∆ and φ ◦ h ∈ C∞
0 (∆). So ddcu ∧ [V ] = 0 on C2 \ Vsing. As

u is locally bounded we see by the following lemma that the measure ddcu ∧ [V ] has
no atomic part. So ddcu ∧ [V ] = 0 on C2 since Vsing is discrete. �

Lemma 5.4 If u is plurisubharmonic and bounded near z ∈ C2 and V is a pure
one-dimensional variety containing z then ddcu ∧ [V ]({z}) = 0.

Proof. We have [V ] =
∑

mj[Vj] near z, where Vj are the irreducible components
of V at z. So we may assume that V is irreducible at z and z is a singular point
of V . Then there exist a disc ∆ in C centered at 0, an open neighborhood U of z,
and a holomorphic map h : ∆ → V ∩ U such that h(∆) = V ∩ U , h(0) = z, and
h : ∆ \ {0} → (V \ {z}) ∩ U is biholomorphic. If φ ∈ C∞

0 (U), 0 ≤ φ ≤ 1, and φ ≡ 1
near z, then

ddcu ∧ [V ]({z}) ≤ 〈ddcu ∧ [V ], φ〉 =

∫
Vreg

u ddcφ =

=
1

2π

∫
∆

(u ◦ h) ∆(φ ◦ h) =
1

2π

∫
∆

(φ ◦ h) ∆(u ◦ h) .

Since u◦h is bounded subharmonic, the measure ∆(u◦h) has no atomic part, by the
Riesz representation theorem. So

∫
∆
(φ ◦ h) ∆(u ◦ h) → 0 as supp φ ↘ {z}. �

Proof of Theorem 5.2. By Lemma 5.3 we have ddcu∧ [V ] = 0 on C2 \ (S ∩V ).
Using this and a comparison theorem for Lelong numbers with weights of [D2] (see
the proof of Theorem 3.4) we obtain∫

C2

ddcu ∧ [V ] =
∑

p∈S∩V

ν(V, p) = M ∈ N .
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Proposition 3.2 implies that

M =

∫
C2

ddcu ∧ [V ] =
√
|S|

∫
C2

ddc log ‖z‖ ∧ [V ] .

Since ∫
C2

ddc log ‖z‖ ∧ [V ] = lim
R→∞

σV (B(0, R))

πR2

it follows that this limit is finite, hence V is algebraic and the limit is equal to deg V
(see e.g. [LG]). We conclude that M =

√
|S| deg V , so |S| = d2 for some d ∈ N. �

We assume now that S ⊂ C2 satisfies |S| = d2. Recall the definitions of em(S) and
H(S, m) from Section 2. We will prove that if M(S) 6= ∅ and in addition the number
H(S, m) satisfies certain conditions for suitable values of m then S is a complete
intersection of curves of degree d.

We remark first that, by the proof of Theorem 3.4, we easily obtain the following:

Lemma 5.5 If |S| = d2 and M(S) 6= ∅ then em(S) = 0 for all m < d.

Proposition 5.6 If |S| = d2, ed(S) ≥ 2, and M(S) 6= ∅, then S is the complete
intersection of two algebraic curves of degree d.

We note that the assumption ed(S) ≥ 2 is strong: it means that there exist two
different curves of degree d containing S. We will use the existence of u ∈ M(S) to
prove that they cannot have a common component. We need the following:

Lemma 5.7 Let u ∈ M(S), |S| = d2, and V ⊂ C2 be an algebraic curve of degree d
which contains S. The following hold:

(i) The restriction of u to V \ S is harmonic and V is smooth at each point of S.
(ii) Every irreducible component of V has multiplicity one.
(iii) If V = V1 ∪ · · · ∪ Vj, where Vi are irreducible, and if Si = Vi ∩ S, then Si 6= ∅

and Si ∩ Sl = ∅ for i 6= l. Hence S1, . . . , Sl partition S.

Proof. Assertion (i) follows since

d2 =

∫
C2

ddcu ∧ [V ] =

∫
C2\S

ddcu ∧ [V ] +
∑
p∈S

ν(V, p) ≥ d2 .

So ddcu ∧ [V ] = 0 on C2 \ S and ν(V, p) = 1 for p ∈ S.
To prove the remaining assertions, we write V = m1V1 + · · · + mjVj, where Vi

are the irreducible components of V and mi ≥ 1. If S1 = S ∩ V1 = ∅ the curve
m2V2 + · · ·+ mjVj contains S and has degree less than d, which contradicts Lemma
5.5. So each Si is non-empty. If p ∈ Si we have ν(V, p) ≥ mi, so by (i) each mi = 1
and V = V1+· · ·+Vj. Moreover Si∩Sl = ∅, since otherwise ν(V, p) ≥ 2 for p ∈ Si∩Sl.
�
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Proof of Proposition 5.6. We fix F1, F2 ∈ Id(S) linearly independent and let
Vj = {Fj = 0}. In order to show S = V1∩V2 it suffices by Bezout to prove that V1, V2

have no common component. Assuming the contrary, we write Fj = FPj, where F
is the greatest common divisor of F1, F2. Then P1, P2 are linearly independent in
Pd−deg F . If S1 = S ∩{F = 0} and S2 = S \S1, we have, by the previous lemma, that
there exists p ∈ S1 and S2 = S ∩ {P1 = 0} = S ∩ {P2 = 0}, as Fj have no repeated
factors. Since P1(p) 6= 0 6= P2(p) we choose c ∈ C such that P1(p) + cP2(p) = 0. As
P1 + cP2 6≡ 0, we can consider the curve V defined by (P1 + cP2)F . Then S ⊂ V ,
deg V = d by Lemma 5.5, and F (p) = (P1 + cP2)(p) = 0. This contradicts Lemma
5.7. �

Theorem 5.8 If |S| = d2, H(S, 2d− 3) < d2, and M(S) 6= ∅, then S is the complete
intersection of two algebraic curves of degree d.

Proof. By the result of [EP] stated in Theorem 2.1 there are two possibilities:
either S is the complete intersection of two curves of degree d in P2 (hence in C2

as well), or there exists a curve V of degree 0 < m < d in P2 such that |V ∩ S| ≥
m(2d−m). Assuming the latter, we have |V ∩ S| > md since m < d. As M(S) 6= ∅
it follows as in the proof of Theorem 3.4 that |V ∩ S| ≤ d deg(V ∩ C2) ≤ dm, a
contradiction. �

We have by [Co] that M(S) = ∅ if |S| ∈ {2, 3, 5, 6}.

Proposition 5.9 If |S| ∈ {7, 8} then M(S) = ∅.

Proof. Let pj denote the points of S. Assume first |S| = 7. There exists a
polynomial P of degree 3 which vanishes on S and has a zero of order ≥ 2 at p1. Let
V be the variety defined by P , so ν(V, p1) ≥ 2. If M(S) 6= ∅ then, by Theorem 3.4,
we obtain 8 ≤

∑
p∈S ν(V, p) ≤ 3

√
7, a contradiction.

If |S| = 8 we can find a polynomial P of degree 6 which has zeros of order ≥ 2
at p2, . . . , p8 and a zero of order ≥ 3 at p1. If V = {P = 0} and M(S) 6= ∅ we get
17 ≤

∑
p∈S ν(V, p) ≤ 6

√
8, a contradiction. �
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