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Abstract: We present and study a Markov property, named C-Markov, adapted to

processes indexed by a general collection of sets. This new definition fulfils one important

expectation for a set-indexed Markov property: there exists a natural generalization of the

concept of transition operator which leads to characterization and construction theorems

of C-Markov processes. Several usual Markovian notions, including Feller and strong
Markov properties, are also developed in this framework. Actually, the C-Markov property

turns out to be a natural extension of the two-parameter ∗-Markov property to the

multiparameter and the set-indexed settings. Moreover, extending a classic result of the

real-parameter Markov theory, sample paths of multiparameter C-Feller processes are

proved to be almost surely right-continuous. Concepts and results presented in this study

are illustrated with various examples.
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1. Introduction

The Markov property is a central concept of the classic theory of real-parameter stochastic
processes. Its extension to processes indexed by a partially ordered collection is a non-trivial
problem and multiple attempts exist in the literature to obtain a satisfactory definition. This
question has been first investigated by Lévy [32] who introduced the sharp Markov property
for two-parameter processes: a process (Xt)t∈[0,1]2 is said to be sharp Markov with respect to

a set A ⊂ [0, 1]
2

if the σ-fields FA and FAc are conditionally independent given F∂A, where

for any V ⊂ [0, 1]
2
, FV := σ({Xt; t ∈ V }). Russo [42] proved that processes with independent

increments are sharp Markov with respect to any finite unions of rectangles. Later, Dalang and
Walsh [12, 13] characterized entirely the collection of sets with respect to which processes with
independent increments are sharp Markov.

Since the Brownian sheet was known not to satisfy this property with respect to simple sets
(e.g. triangle with vertices (0, 0), (0, 1) and (1, 0)), McKean [36] has introduced a weaker Markov
property called germ-Markov. Similarly to the sharp Markov property, a process is said to be
germ-Markov with respect to a set A ⊂ [0, 1]

2
if FA and FAc are conditionally independent

given G∂A := ∩V FV , where the intersection is taken over all open sets V containing ∂A. As
shown by Russo [42], the Brownian sheet turns out to be germ-Markov with respect to any
open set.

∗This article is part of the Ph.D. thesis prepared by the author under the supervision of Erick Herbin.
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A third Markov property, named ∗-Markov, arises in the two-parameter literature. It has been
first presented by Cairoli [9], and then widely studied by Nualart and Sanz [39], Korezlioglu,
Lefort and Mazziotto [30], Mazziotto [35]. In particular, the latter established that ∗-Markov
processes satisfy both sharp and germ-Markov properties with respect to respectively finite
unions of rectangles and convex domains. Moreover, as stated in [38, 34, 49], the concept of
∗-transition function can be naturally introduced and leads to a complete characterization of
the finite-dimensional distributions of R2-indexed processes. For the sake of readability, the
precise definition of ∗-Markov processes is given in the core of the article.

This overview of the two-parameter Markov literature is clearly not exhaustive and a more
complete picture is given later, including in particular the modern multiparameter approach
presented by Khoshnevisan [28].

Recently, Ivanoff and Merzbach [26] have introduced a set-indexed formalism which allows to
define and study a wider class of processes indexed by a collection of sets. Based on this frame-
work, several extensions of classic real-parameter processes have been investigated, including
Lévy processes [22], martingales [26] and fractional Brownian motion [20, 21]. The study of the
Markovian aspects of set-indexed processes led to the definition of sharp Markov and Markov
properties in [27], and of the set-Markov property in [5]. The first paper mainly focused on the
adaptation of Paul Lévy’s ideas to the set-indexed formalism. The latter approach, also called
Q-Markov, introduced a stronger property, leading to the definition of a transition system which
characterizes the law of a set-Markov process. More precisely, Theorem 1 in [5] states that, given
an initial distribution, if a transition system satisfies a Chapman–Kolmogorov Equation (2.10)
and a supplementary invariance Assumption (2.11), a corresponding set-Markov process can be
constructed.

In the present work, we suggest a different approach, named C-Markov, for the introduction of
a set-indexed Markov property. Our main goal is to obtain a natural definition of the transition
probabilities which leads to satisfactory characterization and construction theorems. As later
presented in Section 3, this new set-indexed Markov property also appears to be a natural
extension of some existing multiparameter Markov properties.

To introduce the definition of C-Markov processes, let us first recall the notations used in
the set-indexed formalism. Throughout, we consider set-indexed processes X = {XA;A ∈ A},
where the indexing collection A is made up of compact subsets of a locally compact metric
space T . Moreover, A is assumed to satisfy the following conditions:

(i) it is closed under arbitrary intersections and A◦ 6= A for all A ∈ A, A 6= T ;
(ii) ∅′ :=

⋂
A∈A A is a nonempty set (it plays a role equivalent to 0 in RN

+ );
(iii) there is an increasing sequence (Bn)n∈N of sets in A such that T = ∪n∈NBn;
(iv) Shape hypothesis: for any A,A1, . . . , Ak ∈ A with A ⊆ ∪ki=1Ai, there exists i ∈ {1, . . . , k}

such that A ⊆ Ai.

For the sake of readability, we restrict the assumptions on A to those required for the develop-
ment of the C-Markov approach. Supplementary properties such as separability from above will
be added later when necessary. The complete definition of an indexing collection can be found
in the work of Ivanoff and Merzbach [26].

Several examples of indexing collection have been presented in the literature (see e.g. [26, 5,
20]). Among them, let us mention:

• rectangles of RN
+ : A = {[0, t] : t ∈ RN

+ }. This collection is equivalent to the usual
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multiparameter setting on RN
+ ;

• subsets of the N -dimensional unit sphere SN : A = {Aϕ : ϕ ∈ [0, π]
N−1 × [0, 2π)}, where

Aϕ := {u ∈ SN : φi(u) ≤ ϕi, 1 ≤ i ≤ N}, φi(u) denoting the ith angular coordinates of
u, 1 ≤ i ≤ N ;

• branches of a tree T parametrized by GT ⊂ ∪n∈N(N∗)n: A = GT , endowed with the
usual intersection on tree structures. Note that A is a discrete indexing collection.

More complex indexing collections can be obtained by considering the Cartesian product of
simpler ones. This construction procedure is described more thoroughly in Section 2.5.

The notations A(u) and C respectively refer to the class of finite unions of sets from A and to
the collection of increments C = A \B, where A ∈ A and B ∈ A(u). As mentioned in [26], the
assumption Shape on A implies the existence of a unique extremal representation {Ai}1≤i≤k of
every B ∈ A(u), i.e. such that B = ∪ki=1Ai and for every i 6= j, Ai * Aj . Hence, from now on,
to any increment C ∈ C is associated the unique A ∈ A and B = ∪ki=1Ai such that C = A \B,
B ⊆ A and {Ai}i≤k is the extremal representation of B.

Then, for any C = A \B, B = ∪ki=1Ai, AC denotes the following subset of A,

AC = {U ∈ Aℓ; U * B◦} := {U 1
C , · · · , U pC}, where p = |AC | (1.1)

and Aℓ denotes the semilattice {A1 ∩ · · · ∩ Ak, . . . , A1 ∩ A2, A1 . . . , Ak} ⊂ A. For any set-
indexed stochastic process X and any C ∈ C, the notation XC refers to the random vector
XC =

(
XU1

C
, . . . , XUp

C

)
. Similarly, xC is used to denote a vector of variables (xU1

C
, . . . , xUp

C
).

Lastly, for any set-indexed filtration F = {FA;A ∈ A}, collections (FB)B∈A(u) and (G∗
C)C∈C

are respectively defined as

FB :=
∨

A∈A,A⊆B

FA and G∗
C :=

∨

B∈A(u),B∩C=∅

FB. (1.2)

The family (G∗
C)C∈C is usually called the strong history. Note that these filtrations do not

necessarily satisfy any outer-continuity property, on the contrary to the augmented filtrations
defined later.

We can now present the set-indexed increment Markov property, abbreviated C-Markov
property (C denoting the class of increment sets) which is studied in the present work.

Definition 1.1 (C-Markov property). Let (Ω,F , (FA)A∈A,P) be a complete probability space
and E be a metric space. An E-valued set-indexed process X is said to be C-Markov with respect
to (w.r.t.) the filtration (FA)A∈A if it is adapted to (FA)A∈A and if it satisfies

E[f(XA) | G∗
C ] = E[f(XA) | XC ] P-a.s. (1.3)

for all C = A \B ∈ C and any bounded measurable function f : E → R.

C-Markov processes are first studied in the general set-indexed framework (Section 2). We
introduce the concept of C-transition system, usually designated P = {PC(xC ; dxA);C ∈ C},
associated to the C-Markov property. It extends in a natural way the classic definition of
transition operators for one-parameter processes, and in particular, the Chapman–Kolmogorov
equation which becomes:

∀C ∈ C, A′ ∈ A; PCf = PC′PC′′f where C′ = C ∩A′, C′′ = C \A′ (1.4)
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and f is a bounded measurable function. This notion happens to properly suit the C-Markov
property. Indeed, our main result (Theorems 2.1 and 2.2 in Section 2.1) states that the initial
law of X∅′ and the transition probabilities naturally deduced from a C-Markov process form a
C-transition system which characterizes entirely the finite-dimensional distributions. Moreover,
given an initial measure ν and C-transition system P , we state that a corresponding C-Markov
process can be constructed on the canonical space.

As presented in Section 2.2, the C-Markov property has connections with the set-indexed
Markovian literature, especially the work of Ivanoff and Merzbach [27]. However, we note there
that it clearly differs from the Q-Markov approach of Balan and Ivanoff [5].

C-Markov processes appear to satisfy several interesting properties (Sections 2.3 and 2.4).
Theorem 2.3 proves that the natural filtration of C-Markov process displays a conditional
independence property. Moreover, classic simple and strong Markov properties can be extended
to the C-Markov formalism (Theorems 2.4 and 2.6) under an homogeneity assumption on
the C-transition system, and for the latter, with the help of the notion of C-Feller processes.
To illustrate these different concepts, several examples are given in Section 2.5, including an
overview of set-indexed Lévy processes and the construction of a set-indexed SαS Ornstein–
Uhlenbeck process.

Finally, Section 3 is devoted to the specific properties satisfied by multiparameter C-Markov
processes. Specifically, Theorem 3.1 states that multiparameter C-Feller processes have a right-
continuous modification which is C-Markov with respect to the augmented filtration. Connec-
tions with the multiparameter Markovian literature are also investigated, especially with the
two-parameter ∗-Markov property and the recent multiparameter developments presented by
Khoshnevisan [28]. Several examples of common multiparameter C-Markov processes are given
at the end of the section.

2. Set-indexed C-Markov property

We begin this section with a few observations and remarks.
In this work are considered E-valued set-indexed processes X = {XA;A ∈ A}, where (E, dE)

is a locally compact separable metric space endowed with the Borel sigma-algebra E . If (E, E) =
(Rd,B(Rd)), then the assumption shape on the indexing collection allows to define the extension
∆X of X on the classes A(u) and C. It is given by the following inclusion-exclusion formulas:

∆XB :=

k∑

i=1

XAi
−

∑

i<j

XAi∩Aj
+ · · · + (−1)k+1XA1∩···∩Ak

and ∆XC := XA − ∆XB .

Due to Lemma 3.4 by Ivanoff and Merzbach [27] and using the notations previously introduced,
we observe that the previous formulas can be equivalently written as follows:

∆XB =

|AC |∑

i=1

(−1)εiXU i
C

and ∆XC = XA −
[|AC |∑

i=1

(−1)εiXU i
C

]
, (2.1)

where (−1)εi corresponds the sign in front of XU i
C

in the inclusion-exclusion formula. In other

words, Equation (2.1) states that every term XV such that V /∈ AC is cancelled by another
element in the inclusion-exclusion formula.
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In consequence, we note that Definition 1.1 can be equivalently written as follows: an Rd-
valued set-indexed process X is C-Markov with respect to (FA)A∈A if for all C ∈ C and any
measurable function f : E → R+,

E[f(∆XC) | G∗
C ] = E[f(∆XC) | XC ] P-a.s.

Indeed, owing to Equation (2.1), ∆XB is measurable with respect to G∗
C and σ(XC), and

therefore, the equality XA = ∆XC +∆XB and classic properties of the conditional expectation
imply the equivalence of the two definitions.

Finally, let us recall that the natural filtration of a set-indexed process X is defined by
FA = σ({XV ;V ⊆ A, V ∈ A}) for all A ∈ A. Filtrations are always supposed to be complete.
Based on Definition 1.1, we observe that any C-Markov process is always C-Markov with respect
to its natural filtration.

2.1. C-transition system: characterization and construction results

In the light of Definition 1.1 of C-Markov processes, there is a natural way to introduced the
concept of C-transition system.

Definition 2.1 (C-transition system). A collection P = {PC(xC ; dxA); C ∈ C} is called a
C-transition system if it satisfies the following properties:

1. for all C ∈ C, PC(xC ; dxA) is a transition probability, i.e. for all xC ∈ E|AC |, PC(xC ; · )
is a probability measure on (E, E) and for all Γ ∈ E, PC( · ; Γ) is a measurable function;

2. for all x ∈ E and Γ ∈ E, P∅(x; Γ) = δx(Γ);

3. for all C ∈ C and any A′ ∈ A, let C′ = C ∩ A′ and C′′ = C \ A′. Then, P satisfies a
Chapman–Kolmogorov like equation:

PC(xC ; Γ) =

∫

E

PC′(xC′ ; dxA′)PC′′(xC′′ ; Γ), (2.2)

for all xC ∈ E|AC |, xC′ ∈ E|A
C′ |, xC′′ ∈ E|A

C′′ | and Γ ∈ E.

Remark 2.2. Let C = A \ B ∈ C and A′ ∈ A. We observe that if A′ ⊆ B or A ⊆ A′, then
C′ = ∅ or C′′ = ∅ respectively, and therefore, Equation (2.2) is straight forward since one of
the term is a Dirac distribution.

On the other hand, if A′ * B and A′ ⊂ A, Equation (2.2) is still consistent. Indeed, as
C′′ = A \ (A′ ∪ B), and A′ * B, we have A′ ∈ AC′′ , and thus, the variable xA′ is one of the
component of the vector xC′′ .

We also note that Equation (2.2) implicitly induces that the integral does not depend on any
variable xV with V /∈ AC , since these terms do not appear in the left-term.

Remark 2.3. In the particular case of T = R+ and A = {[0, t] ; t ∈ R+}, Definition 2.1
corresponds to the usual definition of a transition system. Indeed, as A(u) = A and C =
{(s, t] ; s, t ∈ R2

+}, P is indexed by R2
+: P = {Ps,t(x; dy); (s, t) ∈ R2

+}. Then, Definition 2.1
states that:

1. for all s, t ∈ R2
+, Ps,t(x; dy) is a transition probability;
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2. for all s ∈ R+, Ps,s(x, dy) = δx(dy);
3. for all s < s′ < t ∈ R+, x ∈ E and Γ ∈ E , P satisfies Ps,t(x; Γ) =

∫
E
Ps,s′ (x; dy) Ps′,t(y; Γ)

(using previous notations, C = (s, t], C′ = (s′, t] and C′′ = (s, s′]).

Proposition 2.4 proves that Definition 2.1 of a C-transition systems is coherent with the
C-Markov property.

Proposition 2.4. Let (Ω,F , (FA)A∈A,P) be a complete probability space and X be a C-Markov
process w.r.t. (FA)A∈A. For all C = A \B ∈ C, define PC(xC ; dy) as follows:

∀xC ∈ E|AC |,Γ ∈ E ; PC(xC ; Γ) := P(XA ∈ Γ | XC = xC).

Then, the collection P = {PC(xC ; dy); C ∈ C} is a C-transition system.

Proof. Let us verify the different points of Definition 2.1.

1. Clearly, for any C = A \B ∈ C, PC(xC ; dxA) is a transition probability.

2. The equality P∅(x; dy) = δx(dy) holds since, G∗
∅ = ∨V ∈AFV and therefore, for any f

bounded measurable function and any A ∈ A, E[f(XA) | G∗
∅ ] = f(XA).

3. For all C = A \ B ∈ C and all A′ ∈ A such that A′ ⊆ A and A′ * B, let C′ = C ∩ A′ =
A′ \ (A′ ∩ B) and C′′ = C \ A′ = A \ (A′ ∪ B). Since C′′ ⊂ C, we observe that G∗

C ⊆ G∗
C′′

and thus, for any Γ ∈ E ,

PC(XC ; Γ) = P(XA ∈ Γ | G∗
C) = P

(
P(XA ∈ Γ | G∗

C′′)
∣∣ G∗

C

)
= E[PC′′ (XC′′ ; Γ) | G∗

C ]. (2.3)

Furthermore, G∗
C ⊆ G∗

C′ and the vector XC′ is G∗
C -measurable (A′ ∩B ⊂ B). Hence, for any

positive measurable function h,

E[h(XA′) | G∗
C ] = E

[
E[h(XA′) | G∗

C′ ]
∣∣ G∗

C

]
=

∫

R

PC′(XC′ ; dxA′)h(xA′ ). (2.4)

As C′′ = A \ (A′ ∪ B), we observe that XA′ is the only term in the vector XC′′ which is
not G∗

C -measurable. Therefore, using a monotone class argument, Equations (2.3) and (2.4)
lead to the expected equality.

The next two theorems gather the main result of this section: for any C-Markov process, its
initial distribution and its C-transition system characterize entirely the law of the process. Con-
versely, from any probability measure and any C-transition system, a corresponding canonical
C-Markov process can be constructed. To our knowledge, such a result does not exist for other
set-indexed Markov properties, or at least require some tricky technical assumption in the case
of Q-Markov.

Theorem 2.1. Let (Ω,F , (FA)A∈A,P) be a complete probability space and X be a C-Markov
process w.r.t. (FA)A∈A.

Then, the initial distribution ν (i.e. the law of X∅′) and the C-transition system P =
{PC(xC ; dxA); C ∈ C} of the process X characterize entirely its law.
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Proof. We have to express the finite-dimensional distributions of X in terms of ν and P .
Let A1, . . . , Ak ∈ A and f : Ek → R+ be a measurable function. Without any loss of

generality, we can assume that Aℓ = {A0 = ∅′, A1, . . . , Ak} is a finite semilattice with consistent
numbering, i.e. stable under intersection and such that Aj ⊆ Ai implies j ≤ i.

Let C1, . . . , Ck ∈ C be the left-neighbourhoods Ci = Ai \ (∪j−1
j=0Aj), 1 ≤ i ≤ k. Since Aℓ is

semilattice, ACi
⊂ Aℓ for any i ∈ {1, . . . , k}.

Then, if we consider the law of (XA1 , . . . , XAk
), we observe that

E[f(XA1 , . . . , XAk
)] = E

[
E[f(XA1 , . . . , XAk

) | G∗
Ck

]
]

= E
[∫

E

PCk
(XCk

; dxAk
)f(XA1 , . . . , XAk−1

, xAk
)
]
,

using a monotone class argument and the G∗
Ck

-measurability of the vector (XA1 , . . . , XAk−1
).

Therefore, by induction,

E[f(XA1 , . . . , XAk
)]

= E
[∫

Ek

PC1 (X∅′ ; dxA1 )PC2 (XC2 ; dxA2 ) · · ·PCk
(XCk

; dxAk
) f(xA1 , . . . , xAk

)
]

=

∫

Ek+1

ν(dx0)PC1 (x0; dxA1 )PC2(XC2 ; dxA2 ) · · ·PCk
(XCk

; dxAk
) f(xA1 , . . . , xAk

),

since AC1 = {∅′}.

To obtain the construction theorem, we need the following technical lemma.

Lemma 2.5. Consider a C-transition system P = {PC(xC ; dxA); C ∈ C} and two semilattices
A1 = {A1

0 = ∅′, A1
1, . . . , A

1
n1

} and A2 = {A2
0 = ∅′, A2

1, . . . , A
2
n2

} consistently numbered and such
that A1 ⊆ A2 ⊂ A.

Let C1
1 , . . . , C

1
n1

∈ C and C2
1 , . . . , C

2
n2

∈ C be the left-neighbourhoods of A1 and A2, respec-

tively, i.e. C1
i = A1

i \ (∪i−1
j=0A

1
j ) and C2

i = A2
i \ (∪i−1

j=0A
2
j). Then, for all x ∈ E and any positive

measurable function f : En1 7→ R+, P satisfies
∫

En1

PC1
1
(x; dxA1

1
)PC1

2
(xC1

2
; dxA1

2
) · · ·PC1

n1
(xC1

n1

; dxA1
n1

) f(xA1
1
, . . . , xA1

n1
)

=

∫

En2

PC2
1
(x; dxA2

1
)PC2

2
(xC2

2
; dxA2

2
) · · ·PC2

n2
(xC2

n2

; dxA2
n2

) f(xA1
1
, . . . , xA1

n1
). (2.5)

We note that since A1 ⊆ A2, every variable xA1
i

has a corresponding term xA2
ji

where ji ∈
{1, . . . , n2}, ensuring the consistency of the second term in Equation (2.5).

Proof. We proceed by induction on n2. Let k ∈ {1, . . . , n2} be the highest index such that

A2
k ∈ A2 and A2

k /∈ A1. Let A2′
be A2 \ {A2

k}. We observe that A2′
is semilattice, since

otherwise, we would have A2
k ∈ A1. We consider two different cases.

1. Suppose first that for every i ∈ {k + 1, . . . , n2}, A2
k /∈ AC2

i
. Then, we know that for any

i ∈ {1, . . . , n2} \ {k}, the term xA2
k

does not appear in the component PCi
(xC2

i
; dxA2

i
).

Hence, we can integrate over the variable xA2
k
, and since

∫
E
PC2

k
(xC2

k
; dxA2

k
) = 1, we obtain

a formula which corresponds to the case of the semilattice A2′
.
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2. Assume now that there exist im > · · · > i1 > k such that A2
k ∈ AC2

ij

for every j ∈
{1, . . . ,m}. Let us first suppose that m ≥ 2.
Then, there exists i0 ∈ {1, . . . , i1} such that A2

i0
= A2

i1
∩ A2

i2
. As A2

k ⊆ A2
i1

∩ A2
i2

, we have
k ≤ i0. Furthermore, A2

i0
= A2

k is not possible since A2
i1
, A2

i2
, and thus A2

i0
, belong to A1.

Thereby, we necessarily have A2
k ∈ AC2

i0

, which implies i0 = i1 because of i1’s definition.

Hence, A2
i1 ⊂ A2

i2 . But, since A2
k ⊂ A2

i1 , we have

C2
i2 := A2

i2 \ (∪i2−1
j=0 A

2
j ) = A2

i2 \ (∪i2−1
j=0,j 6=kA

2
j ).

Furthermore, we note that {A2
1, . . . , A

2
i2−1}\{A2

k} is a semilattice (otherwise we would have
A2
k ∈ A1), therefore stable under intersections. Hence, due to the previous observations,

AC2
i2

⊆
{
A2
j ; 0 ≤ j < i2 and j 6= k

}
, which is in contradiction with the assumption

A2
k ∈ AC2

i2

.

Therefore, m = 1 and without any loss of generality, we can assume that i1 = k + 1. The
variable xA2

k
is only present in the vector xC2

k+1
and thus, our problem is reduced to the

computation of the sub-integral
∫
E
PC2

k
(xC2

k
; dxA2

k
)PC2

k+1
(xC2

k+1
; Γ), where Γ ∈ E .

Let C ∈ C be C = A2
k+1 \ (∪k−1

j=0A
2
j). We observe that C2

k = C ∩ A2
k and C2

k+1 = C \ A2
k.

Therefore, owing to the Chapman–Kolmogorov Equation (2.2),

PC(xC ; Γ) =

∫

E

PC2
k
(xC2

k
; dxA2

k
)PC2

k+1
(xC2

k+1
; Γ).

Finally, if we insert the previous formula in Equation (2.5), we obtain an integral which

also corresponds to the case of the semilattice A2′
.

In both cases, the right-integral is simplified into a formula corresponding to the case of the
semilattice A2′

= A2\{A2
k}. Hence, by induction on the size of A2, we obtain Equation (2.5).

We are now able to prove that a canonical C-Markov process can be constructed from any
initial probability measure and any C-transition system.

In the following proposition, Ω designates the canonical space EA endowed with its usual
σ-field F generated by coordinate applications. X denotes the canonical process, i.e. for all
A ∈ A and all ω ∈ Ω, XA(ω) = ω(A) and (FA)A∈A is its natural filtration (as defined at the
beginning of this section).

Theorem 2.2. Let P = {PC(xC ; dxA); C ∈ C} be a C-transition system and ν be a probability
measure ν on (E, E).

Then, there exists a unique probability measure Pν on (Ω,F) such that X is a C-Markov
process w.r.t. (FA)A∈A and whose initial measure and C-transition system are ν and P, respec-
tively:

X∅′ ∼ ν and Pν(XA ∈ Γ | G∗
C) = PC(XC ; Γ) Pν-a.s.

for all C = A \B ∈ C and all Γ ∈ E.

Proof. To construct the measure Pν , we need to define for any A1, . . . , Ak ∈ A a probability
measure µA1...Ak

on (Ek, E⊗k) such that this family of probabilities satisfies the usual consis-
tency conditions of Kolmogorov’s extension theorem.
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1. Let A1, . . . , Ak be k distinct sets in A and π be a permutation on {1, . . . , k}. Then,

µA1...Ak
(Γ1 × · · · × Γk) = µAπ(1)...Aπ(k)

(Γπ(1) × · · · × Γπ(k)) (2.6)

for all Γ1, . . . ,Γk ∈ E .
2. Let A1, . . . , Ak, Ak+1 be k + 1 distinct sets in A. Then,

µA1...Ak
(Γ1 × · · · × Γk) = µA1...AkAk+1

(Γ1 × · · · × Γk × E) (2.7)

for all Γ1, . . . ,Γk ∈ E .

For any A1, . . . , Ak distinct sets in A, we consider A′ = {A′
0 = ∅′, A′

1, . . . , A
′
m} the smallest

semilattice generated by {∅′, A1, . . . , Ak}. Let C1, . . . , Cm ∈ C be the left-neighbourhoods on A′:
Ci = A′

i \ (∪i−1
j=0A

′
j). Then, we define the probability measure µA1...Ak

on (Ek, E⊗k) as follows:

µA1...Ak
(Γ1 × · · · × Γk)

=

∫

Em+1

ν(dx0)PC1 (x0; dxA′
1
)PC2 (xC2 ; dxA′

2
) · · ·PCm

(xCm
; dxA′

m
)1Γ1 (xA1 ) · · · 1Γk

(xAk
).

where Γ1, . . . ,Γk ∈ E . Note that for every variable xAi
, i ∈ {1, . . . , k}, there exists a correspond-

ing xA′
ji

, ji ∈ {1, . . . ,m}. Moreover, the formula above does not depend on the numbering of

A′, since neither Ci nor xCi
, i ∈ {1, . . . ,m}, are changed with a different consistent ordering.

These two remarks ensure that the previous definition is consistent.

Consider now the first consistency condition that must satisfy µA1...Ak
. Let A1, . . . , Ak be

k distinct sets in A, Γ1, . . . ,Γk be in E and π be a permutation on {1, . . . , k}. Then, we know
that families {A1, . . . , Ak} and {Aπ(1), . . . , Aπ(k)} lead to the same semilattice A′ = {A′

0 =
∅′, A′

1, . . . , A
′
m}. Hence, since the definition of µA1...Ak

does not depend on the ordering of the
semilattice A′, Equation (2.6) is verified.

In order to check the second consistency condition, let A1, . . . , Ak+1 be k+ 1 distinct sets in
A and Γ1, . . . ,Γk be in E . Let A1 = {A1

0 = ∅′, A1
1, . . . , A

1
n1

} and A2 = {A2
0 = ∅′, A2

1, . . . , A
2
n2

}
be the two semilattices generated by {A1, . . . , Ak} and {A1, . . . , Ak, Ak+1}, respectively. We
clearly have A1 ⊆ A2. Let finally f : En1 7→ R+ be a positive measurable function defined as
follows:

∀(xA1
1
, . . . , xA1

n1
) ∈ En1 ; f(xA1

1
, . . . , xA1

n1
) = 1Γ1(xA1 ) · · · 1Γk

(xAk
).

The definition of f is consistent since {A1, . . . , Ak} ⊆ A1. Furthermore, if we apply Lemma 2.5
to A1 and A2, we obtain

∫

En1+1

ν(dx0)PC1
1
(xC1

0
; dxA1

1
) · · ·PC1

n1
(xC1

n1

; dxA1
n1

) 1Γ1(xA1 ) · · · 1Γk
(xAk

)

=

∫

En2+1

ν(dx0)PC2
1
(xC2

0
; dxA2

1
) · · ·PC2

n2
(xC2

n2
; dxA2

n2
) 1Γ1(xA1 ) · · · 1Γk

(xAk
) 1R(xAk+1

),

which exactly corresponds to the second consistency Equation (2.7).
Therefore, using Kolmogorov’s extension theorem (see e.g. Appendix A in [28]), there exists

a probability measure Pν on (Ω,F) such that for all A1, . . . , Ak in A and Γ1, . . . ,Γk in E ,

Pν(XA1 ∈ Γ1, . . . , XAk
∈ Γk) = µA1...Ak

(Γ1 × · · · × Γk),
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where X designates the canonical process. A usual monotone class argument ensures the
uniqueness of this probability measure.

Our last point in this proof is to ensure that under Pν , X is a C-Markov process w.r.t.
(FA)A∈A whose initial measure and C-transition system are ν and P . The first point is clear,
since for any Γ0 ∈ E , Pν(X∅′ ∈ Γ0) = ν(Γ0).

Consider now C = A \ B in C, where B = ∪ki=1Ai. Let A′
1, . . . , A

′
m be in A such that

A′
i ∩ C = ∅ for every i ∈ {1, . . . ,m}. Without any loss of generality, we may assume that A′ =

{A′
0 = ∅′, A′

1, . . . , A
′
m, A} is a semilattice with consistent numbering such that {Ai}i≤k ⊆ A′. Let

C1, . . . , Cm ∈ C be the left-neighbourhoods Ci = A′
i \ (∪i−1

j=0A
′
j). We note that C = A\ (∪mj=0A

′
j)

and XA′
i

is G∗
C -measurable for every i ∈ {1, . . . ,m}. Therefore, for any Γ,Γ1, . . . ,Γm ∈ E , we

have

Eν
[
1Γ1(XA′

1
) · · · 1Γm

(XA′
m

)Pν(XA ∈ Γ | G∗
C)

]

= Pν
(
XA′

1
∈ Γ1, . . . , XA′

m
∈ Γm, XA ∈ Γ

)

=

∫

E

ν(dx0)

{∫

Em+1

PC1 (x0; dxA′
1
) · · ·PCm

(xCm
; dxA′

m
)PC(xC ; dxA)

1Γ1(xA′
1
) · · · 1Γm

(xA′
m

) 1Γ(xA)

}

The integral over xA does not depend on the other terms, and is equal to
∫
E PC(xC ; dxA) 1Γ(xA) =

PC(xC ; Γ). Hence,

Eν
[
1Γ1(XA′

1
) · · · 1Γm

(XA′
m

)Pν(XA ∈ Γ | G∗
C)

]

=

∫

Em+1

ν(dx0)PC1 (x0; dxA′
1
) · · ·PCm

(xCm
; dxA′

m
) 1Γ1(xA′

1
) · · · 1Γm

(xA′
m

)PC(xC ; Γ)

= Eν
[
1Γ1 (XA′

1
) · · · 1Γm

(XA′
m

)PC(XC ; Γ)
]
.

A monotone class argument allows to conclude the proof of the C-Markov property, i.e. Pν(XA ∈
Γ | G∗

C) = PC(XC ; Γ) Pν-almost surely for all C ∈ C and Γ ∈ E .

Common notations Px( . ) and Ex[ . ] are used later in the case of Dirac initial distributions
ν = δx, x ∈ E. Similarly to the classic Markov theory, if Z is a bounded random variable on
the probability space (Ω,F ,P), a monotone class argument shows that the map x 7→ Ex[Z] is
measurable and for any probability measure ν on (E, E),

Eν [Z] =

∫

E

ν(dx)Ex[Z].

2.2. Set-indexed Markov properties

As outlined in the introduction, several set-indexed Markov properties have already been
investigated in the literature. Hence, it seems natural to wonder if the C-Markov property
is related to some of them.

To begin with, let us recall the definitions of the Markov and sharp Markov properties
presented by Ivanoff and Merzbach [27].
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Definition 2.6 (Markov SI processes [27]). A set-indexed process X is said to be Markov
if for all B ∈ A(u) and all A1, . . . , Ak ∈ A such that Ai * B, i ∈ {1, . . . , k},

E
[
f(XA1 , . . . , XAk

)
∣∣ FB

]
= E

[
f(XA1 , . . . , XAk

)
∣∣ F∂B ∩ F∪k

i=1
Ai

]
P-a.s.

where F∂B denotes the σ-field σ
(
{XA; A ∈ A, A ⊆ B,A * B◦}

)
and f is a measurable function

f : Rk → R+.

Definition 2.7 (sharp Markov processes [27]). A set-indexed process X is said to be sharp
Markov if for all B ∈ A(u),

FB ⊥ FBc | F∂B, (2.8)

where FBc is defined as the σ-field σ
(
{XA; A ∈ A, A * B}

)
. We recall that for any σ-fields

F1,F2,F3, the notation F1 ⊥ F2 | F3 means that F1 and F2 are conditionally independent
given F3.

We may also compare our definition to the set-Markov property introduced by Balan and
Ivanoff [5] and deeply studied in both [5] and [4].

Definition 2.8 (set-Markov processes [5]). A set-indexed process X is said to be set-Markov
if for all B,B′ ∈ A(u), B ⊆ B′ and for any measurable function f : R → R+,

E
[
f(∆XB′)

∣∣ FB
]

= E
[
f(∆XB′)

∣∣ ∆XB

]
P-a.s.

It has been proved in [27, 5] that the aforementioned Markov properties satisfy the following
implications:

set-Markov ⇒ sharp Markov and Markov ⇒ sharp Markov.

The latter is an equivalence when the filtration verifies an assumption of conditional orthogo-
nality (see Definition 2.3 in [27] for more details).

Proposition 2.9. Let (Ω,F , (FA)A∈A,P) be a complete probability space and X be a C-Markov
process with respect to (FA)A∈A.

Then, X is also a Markov and a Sharp Markov process.

Proof. Let X be C-Markov on (Ω,F , (FA)A∈A,P). Since the Markov property implies Sharp
Markov, we only have to prove that X is Markov.

Let B = ∪li=1A
1
i ∈ A(u) and A1, . . . , Ak ∈ A such that Ai * B for every i ∈ {1, . . . , k}. The

collection of sets {A1, . . . , Ak, A
1
1, . . . , A

1
l } generates a semilattice A′ = {A′

0 = ∅′, A′
1, . . . , A

′
m}.

Without any loss of generality, we may assume that the consistent numbering of A′ is such that

∃p ≤ m : ∀i ∈ {1, . . . ,m}; A′
i * B ⇐⇒ i ≥ p.

C1, . . . , Cm ∈ C designate the usual left-neighbourhoods Ci = A′
i \ ∪i−1

j=0A
′
j . Note that for all

i ∈ {p, . . . ,m}, FB ⊆ G∗
Ci

as Ci ∩B = ∅. Then, for any measurable function f : Rk → R+,

E[f(XA1 , . . . , XAk
) | FB ] = E

[
E[f(XA1 , . . . , XAk

) | G∗
Cm

]
∣∣ FB

]

= E
[∫

R

PCm
(XCm

; dxA′
m

) f(XA1 , . . . , XAk−1
, xA′

m
)

∣∣∣ FB
]
,
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where we assume that A′
m = Ak. Hence, we obtain by induction

E[f(XA1 , . . . , XAk
) | FB ]

= E
[∫

Rm−p+1

PCp
(XCp

; dxA′
p
) · · ·PCm

(XCm
; dxA′

m
) f(xA1 , . . . , xAk

)
∣∣∣ FB

]

=

∫

Rm−p+1

PCp
(XCp

; dxA′
p
) · · ·PCm

(XCm
; dxA′

m
) f(xA1 , . . . , xAk

), (2.9)

since for all i ∈ {1, . . . , p− 1}, XA′
i

is FB-measurable (A′
i ⊆ B).

Consider i ∈ {p, . . . ,m}. Since A′
i ⊆ ∪kj=1Aj , we know that XCi

is F∪k
j=1

Aj
-measurable.

Furthermore, let U ∈ ACi
such that U 6= A′

p, . . . , A
′
m. Due to the definition of p and as

Ci ∩B = ∅, U ⊆ B and U * B◦. Hence, XU is F∂B-measurable.
As we integrate over the variables xA′

p
, . . . , xA′

m
in Equation (2.9), the only random variables

XU left are such that U ∈ ACi
and U 6= A′

p, . . . , A
′
m. Therefore, the integral (2.9) is F∪k

j=1
Aj

-

and F∂B-measurable, proving that

E[f(XA1 , . . . , XAk
) | FB ] = E

[
f(XA1 , . . . , XAk

)
∣∣ F∂B ∩ F∪k

i=1
Ai

]
.

An interesting discussion lies in the comparison between the set-Markov and C-Markov prop-
erties. We first observe that they both satisfy a few basic features which may be expected from
any set-indexed Markov definition: they imply the sharp-Markov property and processes with
independent increments (see Example 2.1) are both C-Markov and set-Markov. Nevertheless,
one might quickly notice that they are not equivalent. Indeed, if we simply consider the empirical
process XA =

∑n
i=1 1{Zj∈A}, where (Zi)i≤n are i.i.d. random variables, we know from [5] that

X is set-Markov whereas a simple calculus shows that it is not C-Markov. Conversely, the set-
indexed SαS Ornstein–Uhlenbeck process presented later is a C-Markov process which is not
set-Markov (see Section 2.5).

The C-Markov and set-Markov properties can be seen as two consistent ways to present a set-
indexed Markov property leading to the definition of a transition system, P and Q respectively,
which characterizes entirely the finite-dimensional distributions. If both P and Q satisfy a
Chapman–Kolmogorov like equation,

PCf = PC′PC′′f and QBB′′f = QBB′ QB′B′′f, (2.10)

an important difference lies in the indexing family used. On the one hand, P = {PC(xC ; dxA);C ∈
C} considers variables indexed by A, whereas on the other hand, Q = {QBB′(xB ; dxB′); B,B′ ∈
A(u), B ⊆ B′} used A(u) as indexing collection.

In fact, as stated in [5], the Q-Markov property is defined on the global extension ∆X on
the collection A(u). This strong feature explains why a supplementary assumption is needed
on the transition system (Theorem 1 in [5]), to ensure the existence of ∆X . More precisely, the
construction of Q-Markov process requires that the integral

∫

Rm+1

µ(dx0) 1Γ0(x0)
m∏

i=1

1Γi
(xi − xi−1)Q∪i−1

j=0
Aj ,∪i

j=0
Aj

(xi−1; dxi), (2.11)
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is independent of the numbering of A′, for any semilattice A′ = {A0, . . . , Am}. Note that this
last assumption is not necessary when Q is homogeneous in a certain sense (see the work of
Herbin and Merzbach [22]).

On the other hand, the C-Markov property adopts a different approach. The indexing collec-
tion is assumed to satisfy the Shape assumption so that any set-indexed process is well-defined
on A(u) and the definition of a C-Markov process makes sense (in particular the random vector
XC , C ∈ C, exists). This hypothesis is not necessary if one only considers processes with
independent increments, such as the set-indexed Lévy processes, since these are independently
random scattered measures (see [22] for more details on IRSM). Nevertheless, one can easily
check that this Shape assumption is required to define some other classes of C-Markov processes,
such as the set-indexed Ornstein–Uhlenbeck processes presented in Section 2.5.

One might also wonder why, on the contrary to the set-Markov property and some other
set-indexed references, we assume that ∅ /∈ A. The explanation lies in the characterization and
construction Theorems 2.1 and 2.2. If we assume that ∅ ∈ A, we observe that A ⊂ C, and
in particular ∅′ ∈ C. Thereby, the transition system P incorporates the transition probability
P∅′(x∅, dx∅′). But since X∅ = 0 is always assumed (simply for consistency), we observe that the
measure P∅′(x∅, dx∅′) in fact corresponds to the law of X∅′ . This statement clearly contradicts
our will to separate in Theorems 2.1 and 2.2 the initial distribution ν of a process from its
transition system P .

To end this section, let us finally note that when branches of a tree form the indexing
collection (as presented in the introduction), C-Markov processes are in fact Markov chains
indexed by trees, as defined in the seminal article of Benjamini and Peres [8] (see also the
recent work of Durand [16]).

2.3. Features of C-Markov processes

Following the definition of a set-indexed Markov property, several simple and natural questions
arise. Among them, we study in this section the projections of C-Markov processes on flows,
conditional independence of filtrations and homogeneity of transition probabilities.

To begin with, let us recall that an elementary flow is a continuous increasing function
f : [a, b] ⊂ R+ → A, i.e.

(i) Increasing: ∀s, t ∈ [a, b] ; s < t ⇒ f(s) ⊆ f(t);

(ii) Outer-continuous: ∀s ∈ [a, b) ; f(s) =
⋂
v>s f(v);

(iii) Inner-continuous: ∀s ∈ (a, b) ; f(s) =
⋃
u<s f(u).

As we might expect, the elementary projections of C-Markov processes happen to be one-
parameter Markov processes.

Proposition 2.10. Let (Ω,F , (FA)A∈A,P) be a complete probability space and X be a C-Markov
process w.r.t. (FA)A∈A.

Then, for any elementary flow f : [a, b] → A, the projection Xf of X along f is a Markov
process w.r.t. the filtration Ff =

(
Ff(s)

)
s∈[a,b]

. Furthermore, Xf has the following transition

probabilities,
∀s ≤ t ∈ [a, b] ; P fs,t(xs; dxt) = Pf(t)\f(s)

(
xf(s); dxf(t)

)
,
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where P is the C-transition system of X.

Proof. We simply check that Xf is a Markov process with the expected transition probabilities.
Let f be an elementary flow and s ≤ t be in [a, b]. Note that Ff(s) ⊆ G∗

f(t)\f(s) and Af(t)\f(s) =

{f(s)}. Then, for any Γ ∈ E ,

P
(
Xf
t ∈ Γ

∣∣ Ff
s

)
= P

(
P(Xf(t) ∈ Γ | G∗

f(t)\f(s))
∣∣ Ff(s)

)

= E[Pf(t)\f(s)(Xf(s); Γ) | Ff(s) ] = P fs,t(X
f
s ; Γ).

Note that the converse result is not true: it is not sufficient to have Markov elementary
projections to obtain a C-Markov process. Furthermore, Proposition 2.10 can not be extended
to simple flows, i.e. continuous increasing function f : [a, b] → A(u), as this property constitutes
a characterization of set-Markov processes (Proposition 2 in [5]).

The conditional independence of filtrations is an important property in the theory of multi-
parameter processes. Also named commuting property or (F4), it has first been introduced by
Cairoli and Walsh [10] for two-parameter processes and recently extended to the set-indexed
formalism by Ivanoff and Merzbach [26].

Theorem 2.3 (Conditional independence). Let (Ω,F , (FA)A∈A,P) be a complete probabil-
ity space and X be a C-Markov w.r.t. (FA)A∈A. Suppose that (FA)A∈A is included in the σ-field
F0

∞ := σ({XA;A ∈ A}).
Then, the filtration (FA)A∈A satisfies the conditional independence property (CI), i.e. for

all U, V ∈ A and any bounded random variable Y on the space (Ω,F0
∞,P),

E
[
E[Y | FU ]

∣∣ FV
]

= E
[
E[Y | FV ]

∣∣ FU
]

= E[Y | FU∩V ] P-a.s.

Proof. Let U, V ∈ A. If U ⊆ V or V ⊆ U , the equality is straight-forward. Hence, we suppose
throughout that U * V and V * U . Using a monotone class argument, we only need to prove
that

E
[
E[f1(XA1) · · · fk(XAk

) | FU ]
∣∣ FV

]
= E[f1(XA1) · · · fk(Ak) | FU∩V ],

for every k ∈ N, any A1, . . . , Ak ∈ A and any f1, . . . , fk : E → R+ measurable functions.
Without any loss of generality, we assume that A′ = {A0 = ∅′, A1, . . . , Ak} is a semilattice with
a consistent numbering and which contains the sets U , V and U ∩ V . We denote as usually
(Ci)i≤k the left-neighbourhoods in A′, i.e. Ci = Ai \ (∪i−1

j=0Aj). Finally, up to a re-ordering of
A′, we can suppose there exist kU∩V , kV ∈ N such that kU∩V < kV ,

∀i ∈ {1, . . . , kU∩V }; Ai ⊆ AkU∩V
:= U ∩ V and ∀i ∈ {1, . . . , kV }; Ai ⊆ AkV

:= V.

Then, as FV ⊆ G∗
Ck

, the C-Markov property induces

E
[
E[f1(XA1 ) · · · fk(XAk

) | FV ]
∣∣ FU

]

= E
[
E[E[f1(XA1) · · · fk(XAk

) | G∗
Ck

] | FV ]
∣∣ FU

]

= E

[
E

[∫

E

PCk
(XCk

; dxAk
)f1(XA1) · · · fk(xAk

)
∣∣∣ FV

] ∣∣∣∣ FU
]
,
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Therefore, by induction,

E
[
E[f1(XA1) · · · fk(XAk

) | FV ]
∣∣ FU

]

= E

[
E

[∫

Ek−kV

PCkV +1
(XCkV +1

; dxAkV +1
) · · ·PCk

(XCk
; dxAk

)

f1(XA1) · · · fkV
(XAkV

) fkV +1(xAkV +1
) · · · fk(xAk

)
∣∣∣ FV

] ∣∣∣∣ FU
]
.

Every random variable XAi
left in the previous integral is such that Ai ⊆ V , and thus is

FV -measurable. Furthermore, for every i ∈ {kU∩V + 1, . . . , kV },

U ∩ Ci ⊆ U ∩ (Ai \ U ∩ V ) = (U ∩Ai) \ (U ∩ V ) = ∅ since Ai ⊆ V.

Therefore, FU ⊆ G∗
Ci

and we obtain

E
[
E[f1(XA1 ) · · · fk(XAk

) | FV ]
∣∣ FU

]

= E
[∫

Ek−kV

PCkV +1
(XCkV +1

; dxAkV +1
) · · ·PCk

(XCk
; dxAk

)

f1(XA1 ) · · · fkV +1(xAkV +1
) · · · fk(xAk

)
∣∣∣ FU

]

= E
[∫

Ek−kU∩V

PCkU∩V +1
(XCkU∩V +1

; dxAkU∩V +1
) · · ·PCk

(XCk
; dxAk

)

f1(XA1 ) · · · fkU∩V
(XAkU∩V

)fkU∩V +1(xAkU∩V +1
) · · · fk(xAk

)
∣∣∣ FU

]

Finally, every random variable XAi
left in the integral is FU∩V -measurable (as Ai ⊆ U ∩ V for

every i ∈ {1, . . . , kU∩V }), proving that

E
[
E[f1(XA1) · · · fk(XAk

) | FV ]
∣∣ FU

]
= E[f1(XA1) · · · fk(Ak) | FU∩V ].

In the next theorem, we investigate the extension of the simple Markov property to the C-
Markov formalism. In order to introduce the concept of homogeneous C-transition system, we
suppose that there exists a collection of shift operators (θU )U∈A on A which satisfies:

(i) for any U ∈ A such that U◦ 6= ∅, we have A ⊂ (θU (A))◦ for all A ∈ A;
(ii) for any A ∈ A, U 7→ θU (A) is an increasing monotone outer-continuous function with

θ∅′(A) = A;
(iii) for any U ∈ A, θU is stable under intersections and θU (∅′) = U .

For all U ∈ A, the operator θU is extended on A(u) and C in the following way:

θU (B) = ∪ki=1θU (Ai) and θU (C) = θU (A) \ θU (B),

where B = ∪ki=1Ai ∈ A(u) and C = A \B ∈ C.
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To illustrate this notion, let simply consider the multiparameter setting A = {[0, t] : t ∈
RN

+ }. In this framework, the natural family (θu)u∈T of shift operators corresponds to the usual
translation on RN

+ , i.e.

∀u, t ∈ RN
+ ; θu(t) = θ[0,u]

(
[0, t]

)
:= [0, t+ u] .

One can easily verify that (θu)u∈RN
+

satisfy the previous conditions.

Definition 2.11 (Homogeneous C-transition system). A C-transition system P is said to
be homogeneous with respect to (θU )U∈A if it satisfies

∀U ∈ A, ∀C = A \B ∈ C; PC(xC ; dxA) = PθU (C)(xθU (C); dxθU (A)).

A C-Markov process is said to be homogeneous w.r.t (θU )U∈A if its C-transition system is itself
homogeneous.

We can now establish a set-indexed simple C-Markov property. In the following theorem, Ω
and X refer to the canonical space EA and the canonical process XA(ω) = ω(A), respectively.

Theorem 2.4 (Simple C-Markov property). Let P be an homogeneous C-transition system
w.r.t (θU )U∈A. Then, the canonical C-Markov process X satisfies

Eν
[
f(X ◦ θU )

∣∣ FU
]

= EXU

[
f(X)

]
Pν-a.s.,

for any U ∈ A, any measurable function f : EA → R+ and any initial measure ν.

Proof. Let A1, . . . , Ak be in A. Without any loss of generality, we can suppose that A′ = {A0 =
∅′, A1, . . . , Ak} is a semilattice with consistent numbering. As usually, C1, . . . , Ck ∈ C denote
the left-neighbourhoods Ci = Ai \ (∪i−1

j=0Aj). Then, for any measurable function h : Ek → R+

and any U ∈ A,

Eν
[
h(XθU (A1), . . . , XθU (Ak))

∣∣ FU
]

= Eν
[
Eν [h(XθU (A1), . . . , XθU (Ak)) | G∗

θU (Ck) ]
∣∣ FU

]

= Eν
[∫

R

PθU (Ck)(XθU (Ck); dxθU (Ak))h(XθU (A1), . . . , XθU (Ak−1), xθU (Ak))
∣∣∣ FU

]
,

since for every i ∈ {1, . . . , k}, θU (Ci) ∩ U = ∅, and thus FU ⊆ G∗
θU (Ck). By induction,

Eν
[
h(XθU (A1), . . . , XθU (Ak))

∣∣ FU
]

=

∫

Rk

PθU (C1)(XU ; dxθU (A1)) . . . PθU (Ck)(xθU (Ck); dxθU (Ak))h(xθU (A1), . . . , xθU (Ak))

=

∫

Rk

PC1(XU ; dxA1 ) . . . PCk
(xCk

; dxAk
)h(xA1 , . . . , xAk

)

= EXU
[h(XA1 , . . . , XAk

)],

as P is homogeneous and θU (C1) = θU (A1) \ θU (∅′) = θU (A1) \U . A monotone class argument
allows to conclude the proof.
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2.4. C-Feller processes

The Feller property plays a major role in the classic theory of Markov processes, motivating
its introduction into the C-Markov formalism. For this purpose, we need to reinforce the
assumptions on the indexing collection A, so that a pseudo-metric can be defined on the latter
and on the class of increments C.

Definition 2.12 (Separability from above, see [26]). There exist an increasing sequence of
finite subclasses An = {An1 , . . . , Ankn

} of A closed under intersections and such that Bn ∈ An;
a sequence (εn)n∈N decreasing to 0 and a sequence of functions gn : A → An ∪ {T } such that

(i) for any A ∈ A, A = ∩ngn(A);
(ii) gn preserves arbitrary intersections and finite unions;

(iii) for any A ∈ A, A ⊆ (gn(A))◦;
(iv) gn(A) ⊆ gm(A) if n ≥ m;
(v) for any A ∈ A, dH(A, gn(A)) ≤ εn for all n ∈ N such that gn(A) ⊆ Bn,

where dH denotes the Hausdorff distance between two sets.

The family (gn)n∈N plays a role similar to the dyadic rational numbers in RN . Note that the
previous definition is slightly stronger than the usual one presented by Ivanoff and Merzbach
[26], since every gn is supposed to be An-valued, and not An(u). For any filtration (FA)A∈A,

the collection (gn)n∈N induces the definition of the augmented filtration (F̃A)A∈A:

∀A ∈ A; F̃A :=
⋂

n∈N

Fgn(A).

The filtrations (F̃B)B∈A(u) and (G̃∗
C)C∈C , given by Equation (1.2), denote the extensions of F̃

on A(u) and C, respectively. As proved by Ivanoff and Merzbach [26], the augmented filtration

is monotone outer-continuous, i.e. F̃B = ∩n∈NF̃Bn
for any decreasing sequence (Bn)n∈N in

A(u) such that B = ∩n∈NBn.
In the classic theory of Markov processes, a Feller semigroup P must satisfy the condition

Ptf →t→0 f . Therefore, to adapt such a property to the C-Markov formalism, one must define
a pseudo-norm ‖ · ‖C on the class of increments C. For this purpose, let us introduce a few more
notations related to C. For any C = A \ B ∈ C, we assume that the numbering B = ∪ki=1Ai
is such that dH(A,A1) ≤ . . . ≤ dH(A,Ak). Then, we define a map ψC : {U 0

C , U
1
C , . . . , U

p
C} →

{U 1
C , . . . , U

p
C} constructed as follows (we recall that the definition of (U iC)i≤p is given in the

introduction):

1. ψC(U 0
C) = A1, where by convention U 0

C = A;
2. ψC(U 1

C) = A1, where it is assumed that U 1
C = A1;

3. let i ∈ {2, . . . , p} and V = A1 ∩ U iC . Owing to Equation (2.1), we observe that XA1 =∑p
i=1(−1)εiXA1∩U i

C
, which implies the existence of j > i such that V = A1 ∩ U jC . Conse-

quently, we set
ψC(U iC) = U jC and ψC(U jC) = U jC . (2.12)

By induction, we obtain a complete definition of ψC .
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We note that the construction of ψC implies that ∆X satisfies

∆XC =
(
XA −XψC(A)

)
−

[ p∑

i=1

(−1)εi
(
XU i

C
−XψC(U i

C
)

)]
. (2.13)

The map ψC leads to the definition of the pseudo-norms ‖C‖C and ‖xC‖C:

‖C‖C := max
0≤i≤p

dH
(
U iC , ψC(U iC)

)
and ‖xC‖C := max

0≤i≤p
dE

(
xU i

C
, xψC(U i

C
)

)
. (2.14)

Finally, for any m ∈ N, let Cm denotes the sub-class {C ∈ C : |AC | ≤ m and C ⊆ Bm}.

Definition 2.13 (C-Feller transition system). A C-transition system P is said to be Feller
if it satisfies the following conditions:

1. for any f ∈ C0(E) and for all C ∈ C,

PCf ∈ C0

(
E|AC |

)
,

where C0(Ek), k ∈ N, denotes the usual space of continuous functions that vanish at infinity;
2. for any f ∈ C0(E) and for every m ∈ N,

lim
ρ→0

sup
C=C′∪C′′∈Cm

‖C′‖C≤ρ

sup
x

C′′ ,x
C′

‖x
C′ ‖C≤ρ

∣∣PCf(xC) − PC′′f(xC′′ )
∣∣ = 0. (2.15)

where, similarly to Definition 2.1, the sets C, C′ and C′′ are such that C′ = C ∩ A′ and
C′′ = C \A′, with A′ ∈ A.

A C-Markov process X is said to be C-Feller if its C-transition system P is Feller.

The definition of a C-Feller transition system, and particularly Equation (2.15), may seem a
bit cumbersome, but in the one-dimensional case and if P is homogeneous, it is equivalent to
the usual Feller property limt→0 sups≥0 ‖Ps+tf − Psf‖∞ = 0.

Moreover, in the case of simple increments C′ = U \V and C′′ = ∅, it corresponds to a more
common formula:

lim
ρ→0

sup
U,V ∈A, U⊆V ⊂Bm

dH(U,U∩V )≤ρ

∥∥PU\V f − f
∥∥

∞
= 0, (2.16)

since ‖U \ V ‖C = dH(U,U ∩ V ) and ‖xU\V ‖C = dE(xU , xU∩V ).
The existence of interesting C-Feller processes which are not homogeneous (e.g. the well-

known multiparameter Brownian sheet) motivates the separation between the homogeneous
and Feller hypotheses, at the cost of a more complex definition of the latter (Equation (2.15)).

Finally, in this section are considered C-Markov processes X which have outer-continuous
sample paths, meaning that:

∀A ∈ A, ∀ε > 0, ∃α > 0; A ⊆ U ∈ A and dH(A,U) ≤ α =⇒ dE(XA, XU ) ≤ ε. (2.17)

We can now extend a classic result of the theory of Markov processes.
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Theorem 2.5 (C-Markov w.r.t the augmented filtration). Let (Ω,F , (FA)A∈A,P) be a
complete probability space and X be a C-Feller process w.r.t (FA)A∈A. In addition, suppose X
has outer-continuous sample paths.

Then, X is a C-Markov process with respect to the augmented filtration (F̃A)A∈A, i.e.

E[f(XA) | G̃∗
C ] = E[f(XA) | XC ] P-a.s.

for all C = A \B ∈ C and any measurable function f : E 7→ R+.

Proof. Let C = A \ B be in C, with B = ∪kj=1Aj . We assume that the numbering of AC =

{U 1
C , . . . , U

p
C} is consistent. Let ρ0 = max1≤i<j≤p dH(U iC , U

j
C) > 0. Then, for all n ∈ N and for

every i ∈ {1, . . . , p+ 1}, let Cni and Dn
i denote the following increments,

Cni = A \
(
B ∪

i−1⋃

j=1

gn(U jC)

)
and Dn

i = gn(U iC) \
(
B ∪

i−1⋃

j=1

gn(U jC)

)
,

where by convention gn(U p+1
C ) = A. For every i ∈ {1, . . . , p}, let Dn

i = gn(U iC) \
(
∪ki

j=1A
i
j

)
be

the extremal representation of Dn
i . As previously said, it is assumed that the numbering is such

that dH(gn(U iC), Ai1) ≤ · · · ≤ dH(gn(U iC), Aiki
). For every j, due to the definition of Dn

i , there
exist lj such that

Aij = gn(U iC) ∩ U
lj
C or Aij = gn(U iC) ∩ gn(U

lj
C ) = gn(U iC ∩ U

lj
C ).

Since U iC ⊆ B, there exists j ≤ ki such that U iC ⊆ Aij ⊂ gn(U iC). Therefore, as the family (gn)n
satisfies assumption (v), we have dH(gn(U iC), Aij) → 0 and Aij converges to U iC .

If we consider the particular case of Ai1, we obtain that dH(gn(U iC), Ai1) → 0 and Ai1 converges

to an element V := U iC ∩ U l1C ∈ AC . Let suppose V 6= U iC , implying that dH(V, U iC) ≥ ρ0.
We know that dH(Ai1, V ) → 0, dH(gn(U iC), Ai1) → 0 and dH(gn(U iC), U iC) → 0, which is in

contradiction with the previous assumption. Therefore, U iC ∩ U l1C = U iC .
Then, let Vn ∈ ADn

i
. According to the definition of Dn

i , Vn must have the following general
form

Vn = U jV

C ∩ gn(U lVC ) ∩ gn(U iC) where jV , lV ∈ {1, . . . , p}.
Therefore, (Vn)n∈N is a decreasing sequence which converges to U jV

C ∩U lVC ∩U iC := U kV

C . Since

Ai1 converges to U iC , Vn∩Ai1 is a decreasing sequence whose limit is also U kV

C . Hence, according

to definition (2.12) of ψDn
i

, we know that both Vn and ψDn
i

(Vn) converge to U kV

C , and as the
family (gn)n satisfies the assumption (v), for any ρ > 0, there exists Nρ such that

∀n ≥ Nρ; dH

(
Vn, ψDn

i
(Vn)

)
≤ ρ.

Furthermore, since the sample paths of X are outer-continuous,Nρ can be suppose large enough
to satisfy

∀n ≥ Nρ; dE

(
XVn

, X
U

kV
C

)
≤ ρ and dE

(
XψDn

i
(Vn), XUkv

C

)
≤ ρ

Finally, as the previous two properties are satisfied uniformly for any Vn ∈ ADn
i

and i ∈
{1, . . . , p},

∀n ≥ Nρ;
∥∥Dn

i

∥∥
C

≤ ρ and
∥∥XDn

i

∥∥
C

≤ ρ. (2.18)
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Let ε > 0 and f ∈ C0(E). According to Definition 2.13, there exists ρ > 0 such that

sup
C=C′∪C′′∈Cm

‖C′‖C≤ρ

sup
x

C′′ ,x
C′

‖x
C′ ‖C≤ρ

∣∣PCf(xC) − PC′′f(xC′′ )
∣∣ ≤ ε.

Note that for every i ∈ {1, . . . , p}, Cni+1 = Cni \ gn(U iC) and Dn
i = Cni ∩gn(U iC), and there exists

m ∈ N such that Cni and Dn
i belong to Cm.

Therefore, owing to the Feller property and Inequalities (2.18),

∀i ∈ {1, . . . , p};
∣∣PCn

i
f(XCn

i
) − PCn

i+1
f(XCn

i+1
)
∣∣ ≤ ε.

Thereby, by induction and since Cn1 = C, we have
∣∣PCf(XC) − PCn

p+1
f(XCn

p+1
)
∣∣ ≤ pε, for all

n ≥ Nρ, which proves that PCn
p+1

f(XCn
p+1

) −−−−→
n→∞

PCf(XC) almost surely.

As we observe that for all n ∈ N, G̃∗
C ⊂ G∗

Cn
p+1

, we can eventually prove the C-Markov property

with respect to the augmented filtration:

E[f(XA) | G̃∗
C ] = E

[
E[f(XA) | G∗

Cn
k+1

]
∣∣ G̃∗

C

]
= E

[
PCn

p+1
f(XCn

p+1
)

∣∣ G̃∗
C

]
.

By the dominated convergence theorem,

E[f(XA) | G̃∗
C ] = lim

n→∞
E

[
PCn

p+1
f(XCn

p+1
)

∣∣ G̃∗
C

]
= E[PCf(XC) | G̃∗

C ] = PCf(XC).

since XC is G̃∗
C -measurable.

Before establishing a strong C-Markov property, we recall the definition of a simple stopping
set, as presented by Ivanoff and Merzbach [26]. A simple stopping set is an random variable
ξ : Ω → A such that for all A ∈ A, {ω : A ⊆ ξ(ω)} ∈ FA. ξ is said to be bounded if there exists
V ∈ A such that ξ ⊆ V almost surely. As the assumption Shape holds on the collection A, we
can define the σ-algebra of the events prior to ξ:

F̃ξ =
{
F ∈ F : F ∩ {ξ ⊆ B} ∈ F̃B, ∀B ∈ A(u)

}
.

According to [26], if X has outer-continuous sample paths, then Xξ is F̃ξ-measurable.

Theorem 2.6 (Strong C-Markov property). Let (Ω,F , (FA)A∈A,P) be a complete proba-
bility space, X be a C-Feller process w.r.t. (FA)A∈A and ξ be a bounded simple stopping set.
Moreover, suppose X has outer-continuous sample paths and is homogeneous w.r.t. (θU )U∈A.

Then, X satisfies a strong C-Markov property:

Eν
[
f(X ◦ θξ)

∣∣ F̃ξ
]

= EXξ

[
f(X)

]
Pν-a.s.

for any initial measure ν and any measurable function f : EA → R+.

Proof. Let F be in F̃ξ, A′ = {A0 = ∅′, A1, . . . , Ak} be a finite semilattice, C1, . . . , Ck ∈ C be
the left-neighbourhoods Ci = Ai \ (∪i−1

j=0Aj), i ∈ {1, . . . , k}.
According to Lemma 1.5.4 in [26], for every n ∈ N, gn(ξ) is a discrete simple stopping set

such that ξ ⊂ gn(ξ), ξ = ∩ngn(ξ) and F̃ξ ⊆ F̃gn(ξ). Hence, F ∈ F̃gn(ξ) and for any h ∈ C0(E),

Eν [1F h(Xθξ(Ak))] = lim
n→∞

Eν [1F h(Xθgn(ξ)(Ak))],
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since X and U 7→ θU are outer-continuous. Furthermore, gn(ξ) is a discrete stopping set and

F ∩ {gn(ξ) = U} ∈ F̃U ⊂ G̃∗
θU (Ck). Hence,

Eν [1F h(Xθξ(Ak))] = lim
n→∞

∑

U∈An

Eν
[
1F∩{gn(ξ)=U} h(XθU (Ak))

]

= lim
n→∞

∑

U∈An

Eν
[
1F∩{gn(ξ)=U} Eν [h(XθU (Ak)) | G̃∗

θU (Ck) ]
]
.

Owing to the C-Markov property and the homogeneity of P ,

Eν [1F h(Xθξ(Ak))] = lim
n→∞

∑

U∈An

Eν
[
1F∩{gn(ξ)=U} PθU (Ck)h(XθU (Ck))

]

= lim
n→∞

∑

U∈An

Eν
[
1F∩{gn(ξ)=U} PCk

h(XθU (Ck))
]

= lim
n→∞

Eν [1F PCk
h(Xθgn(ξ)(Ck))].

Finally, since PCk
h ∈ C0(E|ACk

|) and X is outer-continuous, the dominated convergence
theorem leads to

Eν [1F h(Xθξ(Ak))] = Eν [1F PCk
h(Xθξ(Ck))].

A simple induction argument extends the equality to any collection h1, . . . , hk in C0(E),

Eν [1F h1(Xθξ(A1)) · · ·hk(Xθξ(Ak))]

= Eν [1F h1(Xθξ(A1)) · · ·hk−1(Xθξ(Ak−1))PCk
hk(Xθξ(Ck))]

= Eν

[
1F

∫

Rk

PC1 (Xξ; dxA1 ) . . . PCk
(xCk

; dxAk
)h1(xA1 ) . . . hk(xAk

)

]
,

using θξ(∅′) = ξ. This last formula proves that

Eν
[
1F h1(Xθξ(A1)) · · ·hk(Xθξ(Ak))

]
= Eν

[
1F EXξ

[h1(XA1) · · ·hk(XAk
)]

]
,

which leads to the expected result, by a monotone class argument.

The outer-continuity of sample paths is an important assumption in Theorems 2.5 and 2.6.
In the general set-indexed framework, the question of the regularity of processes is known to be
non-trivial, and far more complex than in the multiparameter setting. For instance, Adler [1]
has presented indexing collections on which the set-indexed Brownian motion is not continuous
(and even not bounded). There exist several approach in the literature to study this question,
including the metric entropy theory [1, 2] or more recently, the set-indexed formalism [23].

The càdlàguity of C-Markov processes is studied in Section 3 within the multiparameter
setting.

2.5. Applications and examples

To conclude this general study of the C-Markov property, we present several examples of C-
Markov processes which are natural extensions of classic one- and multi-parameter processes.
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Example 2.1 (Processes with independent increments). A set-indexed process X has
independent increments if for any disjoints sets C1, . . . , Ck ∈ C, ∆XC1 , . . . ,∆XCk

are indepen-
dent random variables. Or equivalently, if for any C ∈ C, the increment ∆XC is independent of
the σ-field G∗

C .
Let PXC

denote the law of the increment ∆XC . Then, for all C = A \B ∈ C and any Γ ∈ E ,

P(XA ∈ Γ | G∗
C) = P(∆XC ∈ Γ − ∆XB | G∗

C)

= PXC
(Γ − ∆XB) := PC(XC ; Γ) owing to Equation (2.1).

Therefore, as we might have expected, set-indexed processes with independent increments satisfy
the C-Markov property. As proved by Balan and Ivanoff [5], they are also set-Markov.

Example 2.2 (Set-indexed Lévy processes). Set-indexed Lévy processes have been defined
and studied by Adler and Feigin [2], Bass and Pyke [7] in the particular case of subsets of RN ,
and by Herbin and Merzbach [22] in the general set-indexed formalism. In the latter, a set-
indexed Lévy process X on a measure space (T ,m) is characterized as follows:

1) X∅′ = 0 almost surely;
2) X has independent increments;
3) X has m-stationary C0-increments, i.e. for all V ∈ A and for all increasing sequences (Ui)i≤n

and (Ai)i≤n in A such that m(Ui \ V ) = m(Ai),

(
∆XU1\V , . . . ,∆XUn\V

) d
=

(
∆XA1 , . . . ,∆XAn

)
;

4) X is continuous in probability.

According to [22], for any set-indexed Lévy processX , there exists an infinitely divisible measure
µ on (E, E) such that for all C ∈ C, PXC

= µm(C). Since X has independent increments, it is a
C-Markov process with the following C-transition system P ,

∀C = A \B ∈ C, ∀Γ ∈ E ; PC(xC ; Γ) = µm(C)(Γ − ∆xB). (2.19)

Conversely, one can easily prove, using the C-Markov property, that a Lévy process can be
constructed from any infinitely divisible measure µ. For this purpose, one simply needs to show
that P satisfies the three conditions of Definition 2.1.

1) For any C ∈ C, PC(xC ; dxA) is clearly a transition probability;
2) As m(∅) = 0, we have P∅(x; dy) = δx(dy);
3) For any C = A \ B ∈ C and A′ ∈ A, let C′ = C ∩ A′ and C′′ = C \ A′ in C. Then, we

observe that

µm(C) = µm(C′) ∗ µm(C′′) and xA′ + ∆xB = ∆xA′∪B + ∆xA′∩B,

using the equality m(C) = m(C′)+m(C′′) and the inclusion-exclusion principle. These two
equations induce the Chapman–Kolmogorov formula (2.2).

Note that the construction procedure presented by Herbin and Merzbach [22] is completely
equivalent to the proof of Theorem 2.2 (in fact more general in the case of Lévy processes since
the Shape assumption is not required on the collection A).
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One can also check that the C-transition system is homogeneous w.r.t (θU )U∈A if and only
if the measure m is compatible with the family operators, i.e. ∀U ∈ A, ∀C ∈ C; m(C) =
m(θU (C)).

Furthermore, if the measure m and the Hausdorff metric dH satisfy the following mild
condition,

∀m ∈ N ∃Km > 0 ∀C ∈ Cm; m(C) ≤ Km‖C‖C, (2.20)

then the C-transition system P of a Lévy process is Feller. Indeed, suppose f ∈ C0(E) and
C = C′ ∪ C′′ ∈ C. Then,

PCf(xC) =

∫

E

µm(C′′)(dxA)

{∫

E

f(xA + xA′ + ∆xB)µm(C′)(dxA′)

}
. (2.21)

Due to the Feller property of one-parameter Lévy processes,

lim
ρ→0

sup
C′∈C

m(C′)≤ρ

sup
y∈E

∣∣∣∣
∫

E

f(xA′ + y)µm(C′)(dxA′) − f(y)

∣∣∣∣ = 0.

Furthermore, if ‖xC′ ‖ ≤ ρ, Equation (2.13) implies that |∆xC′ | ≤ mρ. Hence, since ∆xB′′ =
∆xC′ + ∆xB and f ∈ C0(E),

lim
ρ→0

sup
C′∈C

m(C′)≤ρ

sup
x

C′′ ,x
C′

‖x
C′ ‖C≤ρ

∣∣∣∣
∫

E

f(xA + xA′ + ∆xB)µm(C′)(dxA′ ) − f(xA + ∆xB′′ )

∣∣∣∣ = 0.

Assumption (2.20), Equation (2.21) and the last equality induce the Feller property:

lim
ρ→0

sup
C=C′∪C′′∈Cm

‖C′‖C≤ρ

sup
x

C′′ ,x
C′

‖x
C′ ‖C≤ρ

∣∣PCf(xC) − PC′′f(xC′′ )
∣∣ = 0.

Note that in the particular case of the set-indexed Brownian motion, P is characterized by the
following transition densities

∀C = A \B ∈ C; pC(xC ; y) =
1

(
2πm(C)

)d/2
e−

‖y−∆xB ‖2
2

2m(C) .

Finally, we observe that Theorem 2.3 extends the Cairoli-Walsh Commutation Theorem (see e.g.
in [44]) to the set-indexed formalism, showing that the Brownian motion history is a commuting
filtration.

Example 2.3 (Set-indexed α-stable Ornstein–Uhlenbeck process). The classic Ornstein–
Uhlenbeck (OU) process is a well-known stochastic process which has the following integral
representation (see e.g. [43]):

Xt =

∫ t

−∞

e−λ(t−u)M(du), (2.22)

where λ > 0 and M is symmetric α-stable random measure (α ∈ (0, 2]) with Lebesgue control
measure.
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A set-indexed extension of this process can not be directly deduced from Equation (2.22),
Nevertheless, as X is also a Markov process, a C-transition system which generalizes the OU
Markov kernel can be introduced.

More precisely, on the space (E, E) = (R,B(R)), a set-indexed α-stable Ornstein–Uhlenbeck
process is defined as the C-Markov process with any initial distribution ν and the C-transition
system P characterized by

∀xC ∈ E|AC |; PCf(xC) = E

[
f

(
σCX + e−λm(A)

[|AC |∑

i=1

(−1)εi xU i
C
eλm(U i

C)

])]
(2.23)

where α ∈ (0, 2], X is a symmetric α-stable variable Sα(1, 0, 0), f : E → R+ is a measurable
function and σC is defined by

σαC =
σα

αλ

(
1 − e−αλm(A)

[|AC |∑

i=1

(−1)εieαλm(U i
C )

])
. (2.24)

Let us prove that P is a well-defined C-transition system.

1) For any C ∈ C, PC(xC ; dxA) is a transition probability;

2) P∅(x; dy) = δx(dy) since σ∅ = 0;

3) for any C = A \ B ∈ C and A′ ∈ A, let C′ = C ∩ A′ and C′′ = C \ A′ in C. Let us show
that for any measurable function f , PCf(xC) =

∫
E2 PC′(xC′ ; dxA′)PC′′ (xC′′ ; dxA)f(xA).

Owing to Equation (2.23),

PC′′f(xC′′ ) = E

[
f

(
σC′′X + e−λm(A)

[|AC′′ |∑

i=2

(−1)εi xU i

C′′
eλm(U i

C′′ )

]
+ xA′e−λm(A\A′)

)]
,

where the numbering of AC′′ is assumed to satisfy U 1
C′′ = A′. Suppose X̃ is random variable

Sα(1, 0, 0) independent of X . Then,

PC′PC′′f = E

[
f

(
σC′′X + e−λm(A)

[|AC′′ |∑

i=2

(−1)ε
′′
i xU i

C′′
eλm(U i

C′′ )

]

+

{
σC′X̃ + e−λm(A′)

[|A
C′ |∑

i=1

(−1)ε
′
i xU i

C′
eλm(U i

C′ )

]}
e−λm(A\A′)

)]
.

Let h : A → R be the deterministic map h(A) = xAe
λm(A). Owing to Equation (2.1), it

has an additive extension ∆h on A(u) which satisfies:

∆h(B ∪A′) =

|A
C′′ |∑

i=1

(−1)ε
′′
i xU i

C′′
eλm(U i

C′′ ) and ∆h(B ∩A′) =

|A
C′ |∑

i=1

(−1)ε
′
i xU i

C′
eλm(U i

C′ )

Furthermore, using the inclusion-exclusion principle,

∆h(B ∪A′) − h(A′) + ∆h(B ∩A′) = ∆h(B) =

|AC |∑

i=1

(−1)εi xU i
C
eλm(U i

C).
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Therefore,

PC′PC′′f(xC) = E
[
f

(
σC′′X + σC′e−λm(A\A′)X̃ + e−λm(A)∆h(B)

)]
.

Since X and X̃ are two independent SαS variables, we know that σC′′X+σC′e−λm(A\A′) ∼
Sα(σ, 0, 0), where

σα = σαC′ + σαC′′e−αλm(A\A′).

According to the Definition (2.24) of σC and the inclusion-exclusion principle (2.1), we
obtain σ = σC , therefore proving the Chapman–Kolmogorov equation PCf = PC′PC′′f .

Hence, we have shown that such a C-Markov process exists. One can easily verify that it
corresponds to the Markov kernel of the usual Ornstein–Uhlenbeck process in the case of the
one-parameter indexing collection A = {[0, t] ; t ∈ R+}.

The Gaussian particular case α = 2 is studied in more details in [6]. Its kernel P is
characterized by the following transition densities

pC(xC ; y) =
1

σC
√

2π
exp

[
− 1

2σ2
C

(
y − e−λm(A)

[|AC |∑

i=1

(−1)εi xU i
C
eλm(U i

C )

])2
]
,

If ν is the Dirac distribution δx, x ∈ R, then X is Gaussian process such that for all U, V ∈ A

Ex[XU ] = xe−λm(U) and Covx(XU , XV ) =
σ2

2λ

(
e−λm(U∆V ) − e−λ(m(U)+m(V ))

)
.

Even though the form of the transition probabilities exhibited in Equations (2.23) and (2.24)
may not seem very intuitive, Balança and Herbin [6] have adopted a more constructive pre-
sentation of the Gaussian Ornstein–Uhlenbeck process which helps to understand our present
C-Markov definition.

Finally, similarly to the set-indexed Lévy processes, we observe that P is homogeneous when
the measure m is compatible with the family of operators (θU )U∈A and Feller under the mild
condition (2.20).

Example 2.4 (Set-indexed additive Lévy and product processes). From the previous
examples of C-Markov processes, more complex objects can be constructed. Named product and
additive Lévy set-indexed processes, they still satisfy the C-Markov property and constitute a
generalization of the multiparameter examples presented by Khoshnevisan [28].

For this purpose, we first need to introduce the idea of product indexing collections, previ-
ously mentioned in the Introduction. Given m indexing collections A1, . . . ,Am on respectively
T1, . . . , Tm, we define the product indexing collection A as follows:

A =
{
A1 × · · · ×Am : Ai ∈ Ai, 1 ≤ i ≤ m

}
, (2.25)

on the space T = T1×· · ·×Tm. Conditions (i)−(iii) of the definition of an indexing collection can
be easily checked. The Shape assumption is slightly more difficult to verify. Up to an induction
reasoning on m, we can assume that m = 2. Then, let B = ∪kj=1(A1,j ×A2,j) be an element of
A(u) and A = A1×A2 ⊆ B belong to A. Let also I1 = {j : A1 ⊆ A1,j} and I2 = {j : A2 ⊆ A2,j}.
We have to prove that I1 ∩ I2 6= ∅. Suppose on the contrary that I1 ∩ I2 = ∅ and set

t1 ∈ A1 \
(
∪j /∈I1

A1,j

)
and t2 ∈ A2 \

(
∪j /∈I2

A2,j

)
.
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The existence of (t1, t2) is due to the Shape assumption on A1 and A2. Then, let j ∈ {1, . . . , k}.
If j /∈ I1 and j /∈ I2, then t1 /∈ A1,j and t2 /∈ A2,j . Moreover, if j ∈ I1, then j /∈ I2 and thus
t2 /∈ A2,j . Similarly, if j ∈ I2, then t1 /∈ A1,j . Therefore, (t1, t2) ∈ A1×A2 but (t1, t2) /∈ B, which
contradicts the hypothesis A ⊆ B. Hence, I1 ∩ I2 6= ∅ and A satisfies the Shape assumption.

A class of approximating functions (gn)n∈N on A can be easily deduced from existing ones on
A1, . . . ,Am. Moreover, any family of filtrations indexed by A1, . . . ,Am leads to an A-indexed
extension defined as follows:

∀A = A1 × · · · × Am ∈ A; FA =

m∨

i=1

F i
Ai
.

Throughout, for any C = A \B ∈ C, C1, . . . , Cm will denote the following increments:

Ci = Ai \
(
∪kj=1Ai,j

)
∈ Ci, 1 ≤ i ≤ m. (2.26)

Note that C does not correspond to the direct product of C1, . . . , Cm.

Based on this construction procedure, we are able to introduce larger and richer classes of
C-Markov processes by combining previous examples.

Let us first describe the family of product C-Markov processes. Given m independent C-
Markov processes X1, . . . , Xm, we define the product process X as the direct product of the
latter:

∀A = A1 × · · · ×Am ∈ A; XA = X1
A1

⊗ · · · ⊗Xm
Am

. (2.27)

Owing to the independence of X1, . . . , Xm, a monotone class argument shows that X is a
C-Markov process. Moreover, its transition probabilities are given by

∀C ∈ C; PC(xC ; dxA) =

m∏

i=1

P iCi
(xCi

; dxAi
), (2.28)

where Ci is the increment defined in Equation (2.26) and P iCi
(xCi

; dxAi
) denotes the transition

probabilities of X i, 1 ≤ i ≤ m. A slightly technical calculus also shows that if X1, . . . , Xm are
C-Feller processes, then X is also C-Feller.

Note that, still using the notation introduced in Equation (2.26), any increment of X can be
written as

∀C ∈ C; ∆XC = ∆X1
C1

⊗ · · · ⊗ ∆Xm
Cm
.

Particularly, if X1, . . . , Xm are processes with independent increments, then so does X .

A second class of processes we are interested in is the family of set-indexed additive Lévy
processes. Suppose that X1, . . . , Xm are Rd-valued set-indexed Lévy processes, characterized
by (ν1,m1), . . . , (νm,mm), respectively. Then, X is defined as

∀A = A1 × · · · ×Am ∈ A; XA = X1
A1

+ · · · +Xm
Am

. (2.29)

Similarly to product processes, increments of X have the following form,

∀C ∈ C; ∆XC = ∆X1
C1

+ · · · + ∆Xm
Cm
,
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showing in particular that X has independent increments. Its transition probabilities can be
obtained as well:

∀C ∈ C; PC(xC ; Γ) =
(
ν
m1(C1)
1 ∗ · · · ∗ νmm(Cm)

m

)
(Γ − ∆xB), (2.30)

where Γ ∈ B(Rd). The transition system P is Feller if the mild assumption (2.20) holds on
m1, . . . ,mm. It is homogeneous as well if X1, . . . , Xm are.

Note that X is not necessarily a set-indexed Lévy process, as defined previously in Exam-
ple 2.2. Nevertheless, a sufficient condition is the existence of a measure ν and α1, . . . , αN in
R ∗

+ such that ν = να1
1 = · · · = ναN

N . In this case, we observe that X is the Lévy process
characterised by (ν,mα), where the measure mα is defined as follows:

∀A = A1 × · · · ×Am; mα(A) =

m∑

i=1

αimi(Ai). (2.31)

Conversely, set-indexed Lévy processes are usually not additive processes (e.g. the well-known
multiparameter Brownian sheet), since in general, a measurem does not have the form displayed
in Equation (2.31).

3. Multiparameter C-Markov processes

The extension of the one-parameter Markov property to the multiparameter setting has been
intensively investigated and a large literature already exists on the subject. Since the set-indexed
formalism covers multiparameter processes, it is therefore natural to study more precisely the
C-Markov property in this setting.

Consequently, in this section, T and A designate RN
+ and the indexing collection {[0, t]; t ∈

RN
+ }, respectively. As previously noted, the natural translation on RN

+ leads to the definition
of the shift operators θu(t) = θ[0,u]

(
[0, t]

)
:= [0, t+ u], for all u, t ∈ RN

+ .

3.1. Right-continuous modification of C-Feller processes

We begin by extending a classic result of the theory of Markov processes: multiparameter C-
Feller processes have a right-continuous modification which is C-Markov with respect to the
augmented filtration.

In the rest of the section, E∆ denotes the usual one-point compactification of E, i.e. the set
E ∪ {∆} endowed with the following topology: A ⊂ E∆ is open if either A ⊂ E is open in the
topology of E or there exists a compact K ⊂ E such that A = E∆ \K.

Theorem 3.1 (Càd modification). Let (Xt)t∈RN
+

be a multiparameter process, (Ft)t∈RN
+

be a filtration and (Px)x∈E be a collection of probability measures such that for every x ∈ E,
Px(X0 = x) = 1 and X is a C-Feller process on (Ω,F ,Px) w.r.t. (Ft)t∈RN

+
.

Then, there exists an E∆-valued process (X̃t)t∈RN
+

such that for every x ∈ E:

(i) t 7→ X̃t is right-continuous Px-a.s.;

(ii) for all t ∈ R+, X̃t = Xt Px-a.s.;

(iii) X̃ is a C-Feller process on (Ω,F ,Px) w.r.t. the augmented filtration (F̃t)t∈RN
+

.
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Proof. Let H = {ϕn; n ∈ N} be a countable collection of functions in C+
0 (E) which separate

points in E∆, i.e., for any x, y ∈ E∆, there exists ϕ ∈ H such that ϕ(x) 6= ϕ(y). For all r ∈ QN
+

and any ϕ ∈ H, the process M r is defined as follows:

∀t � r ∈ RN
+ ; M r

t = P[0,r]\[0,t]ϕ(Xt).

For every x ∈ E, M r is multiparameter martingale with respect to the natural filtration
(F0

t )t∈RN
+

of X (i.e. F0
t := σ({Xs; s � t, s ∈ RN

+ })):

∀t ≺ t′ � r ∈ RN
+ ; Ex[M r

t′ | F0
t ] = Ex[P[0,r]\[0,t′]ϕ(Xt′) | F0

t ]

= P[0,t′]\[0,t]

(
P[0,r]\[0,t′]ϕ

)
(Xt)

= P[0,r]\[0,t]ϕ(Xt) = M r
t ,

using the Chapman–Kolmogorov Equation (2.2).
Owing to Theorem 2.3, the filtration (F0

t )t∈RN
+

is commuting. Then, as stated by [28] (and

originally proved in [3]), since M r is a bounded multiparameter martingale with respect to a
commuting filtration, there exists an event Λϕ,r ∈ F such that for every x ∈ E, Px(Λcϕ,r) = 0
and for all ω ∈ Λϕ,r,

lim
s↓t, s∈QN

+

M r
s (ω) exists for all t ≺ r ∈ RN

+ . (3.1)

Let Λ denote the event defined by

Λ =
⋂

ϕ∈H,r∈QN
+

Λϕ,r.

Since the union is countable, Px(Λc) = 0 for every x ∈ E.
Let us prove lims↓t, s∈QN

+
Xs(ω) exists for all ω ∈ Λ. We proceed by contradiction. Suppose

there exist ω ∈ Λ, t ∈ RN
+ , and two decreasing sequences (s1

n)n∈N, (s
2
n)n∈N in QN

+ such that
limn∈N s1

n = t, limn∈N s2
n = t and

X1
t (ω) := lim

s1
n↓t

Xs1
n
(ω) 6= lim

s2
n↓t

Xs2
n
(ω) := X2

t (ω),

where the two limits stand in E∆.
Let ϕ be a separating function in H such that ε = |ϕ(X1

t (ω)) −ϕ(X2
t (ω))| > 0 and (un)n∈N

be the decreasing sequence un = (s1
n g s2

n) + 1
n ∈ QN

+ .
Since the transition system P of X is Feller, Equation (2.16) implies the existence of α > 0

such that

∀u � v � 2t ∈ RN
+ ; ‖u− v‖∞ ≤ α =⇒

∥∥P[0,v]\[0,u]ϕ− ϕ
∥∥

∞
≤ ε

8
.

Furthermore, since un →n t, there exists k ∈ N such that for all n ≥ k, ‖un − t‖ ≤ α,
‖uk − s1

n‖ ≤ α and ‖uk − s2
n‖ ≤ α. Therefore, for all n ≥ k,

∥∥P[0,uk]\[0,s1
n]ϕ− ϕ

∥∥
∞

≤ ε

8
and

∥∥P[0,uk]\[0,s2
n]ϕ− ϕ

∥∥
∞

≤ ε

8
.
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Owing to Equation (3.1) and as ω ∈ Λϕ,uk
, k can be chosen large enough such that for all

n ≥ k, we have |Muk

s1
n

(ω) −Muk

s2
n

(ω)| ≤ ε
8 , i.e.

∀n ≥ k;
∣∣P[0,uk]\[0,s1

n]ϕ(Xs1
n
(ω)) − P[0,uk]\[0,s2

n]ϕ(Xs2
n
(ω))

∣∣ ≤ ε

8
.

Finally, as the function ϕ is continuous, k can be supposed to satisfy

∀n ≥ k;
∣∣ϕ(X1

t (ω)) − ϕ(Xs1
n
(ω))

∣∣ ≤ ε

8
and

∣∣ϕ(X2
t (ω)) − ϕ(Xs2

n
(ω))

∣∣ ≤ ε

8
.

Due to previous inequalities, for all n ≥ k,
∣∣ϕ(X1

t (ω)) − ϕ(X2
t (ω))

∣∣ ≤
∣∣ϕ(X1

t (ω)) − ϕ(Xs1
n
(ω))

∣∣

+
∣∣ϕ(Xs1

n
(ω)) − P[0,uk]\[0,s1

n]ϕ(Xs1
n
(ω))

∣∣

+
∣∣P[0,uk]\[0,s1

n]ϕ(Xs1
n
(ω)) − P[0,uk]\[0,s2

n]ϕ(Xs2
n
(ω))

∣∣

+
∣∣ϕ(Xs2

n
(ω)) − P[0,uk]\[0,s2

n]ϕ(Xs2
n
(ω))

∣∣

+
∣∣ϕ(X2

t (ω)) − ϕ(Xs2
n
(ω))

∣∣

≤ 5

8
ε,

which clearly contradicts the definition of ε.
Hence, for all ω ∈ Λ and all t ∈ RN

+ , lims↓t, s∈QN
+
Xs(ω) exists in E∆ and the process X̃ can

be defined as follows:

∀t ∈ RN
+ ; X̃t =

{
lims↓t, s∈QN

+
Xs(ω) if ω ∈ Λ

x0 if ω /∈ Λ,

where x0 is an arbitrary point in E. This new process X̃ is clearly an E∆-valued process with
right-continuous sample paths.

Let us now prove X̃ is a modification of X . Let ϕ1 and ϕ2 be in C0(E). Then, for every
x ∈ E and all t ∈ RN

+ , the dominated convergence theorem and the Feller property induce

Ex
[
ϕ1(X̃t)ϕ2(Xt)

]
= lim

s↓t, s∈QN
+

Ex
[
ϕ1(Xs)ϕ2(Xt)

]

= lim
s↓t, s∈QN

+

Ex
[
Ex[ϕ1(Xs) | Ft ]ϕ2(Xt)

]

= lim
s↓t, s∈QN

+

Ex
[
P[0,s]\[0,t]ϕ1(Xt)ϕ2(Xt)

]
= Ex

[
ϕ1(Xt)ϕ2(Xt)

]
.

A classic monotone class argument extends this equality to any measurable function f : E2 →
R+, and in particular shows that

∀x ∈ E, ∀t ∈ RN
+ ; Px(Xt = X̃t) = 1.

The process X̃ is clearly adapted to the filtration (F̃t)t∈RN
+

and using Theorem 2.5, we obtain

the C-Markov property with respect to the augmented filtration.

Note that the martingale argument used in the previous proof can not be directly transpose
to the set-indexed formalism since there does not exist any result on set-indexed martingales
stating the existence of a right-continuous modification (see [26] for more details on the theory
of set-indexed martingales).
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3.2. C-Markov and multiparameter Markov properties

A large literature exists on multiparameter Markov properties, especially in the case of two-
parameter processes. It includes the works [33, 36, 37, 12, 13] on the previously mentioned
sharp-Markov and germ-Markov properties, but also the literature on Gaussian Markov random
fields [40, 31, 11] and strong Markov properties [17, 18, 37, 29]. Different surveys and books
[41, 14, 15, 25] have been written on these distinct topics. In the context of this article, we focus
on two existing multiparameter properties which can be directly linked up to our work.

To begin with, let us mentioned the two-parameter ∗-Markov property introduced by Cairoli
[9]. A process (Xs,t)s,t is said to be ∗-Markov if for all s, t ∈ R+, h, k > 0 and any Γ ∈ E ,

P(Xs+h,t+k ∈ Γ | G∗
s,t) = P(Xs+h,t+k ∈ Γ |Xs,t, Xs+h,t, Xs,t+k), (3.2)

where G∗
s,t correspond to the strong history previously introduced (Equation (1.2)). The ∗-

Markov property has been widely studied and considered in the literature, leading to several
interesting results, including a martingale characterization in the Gaussian case [39], the equiv-
alence of several different definitions [30], some properties on transition probabilities [34] and
the càdlàguity of sample paths [49]. We note that the ∗-Markov property also appears in the
study of a two-parameter Ornstein–Uhlenbeck process [45, 48].

As stated in the following proposition, it turns out that C-Markov and ∗-Markov properties
are equivalent in the two-parameter formalism.

Proposition 3.1. Let T = R2
+, A be the indexing collection {[0, t] ; t ∈ R2

+} and (Xs,t)s,t be a
two-parameter process.

Then, X is a ∗-Markov process if and only if it satisfies the C-Markov property.

Proof. Let X be a two-parameter C-Markov process, s, t ∈ R+, h, k > 0 and Γ ∈ E . Define
the increment C = A \ B as [0, (s+ h, t+ k)] \

(
[0, (s, t)] ∪ [0, (s+ h, t)] ∪ [0, (s, t+ k)]

)
. We

observe that XC = (Xs,t, Xs+h,t, Xs,t+k) and G∗
s,t = G∗

C . Hence, the C-Markov property P(XA ∈
Γ | G∗

C) = P(XA ∈ Γ | XC) corresponds to ∗-Markov’s definition (Equation (3.2)).
Conversely, let X be a ∗-Markov process and C = A\B be an increment where A = [0, (s, t)]

and B = ∪ni=1 [0, (si, ti)]. Without any loss of generality, we can assume that s1 < s2 < . . . < sn.
Since we consider an extremal representation of B, it must also satisfy t1 > t2 > . . . > tn.
Therefore, AC has the following form

AC =
{

[0, (s1, t1)] , [0, (s1, t2)] , [0, (s2, t2)] , . . . , [0, (sn−1, tn)] , [0, (sn, tn)]
}
.

The conditional expectation w.r.t. to such a collection of random variables XC has already been
considered in the work of Korezlioglu, Lefort and Mazziotto [30], and the C-Markov property is
therefore a direct consequence of Theorem 3.7 obtained in the latter.

Proposition 3.1 shows that the C-Markov property offers an elegant way to extend the two-
parameter ∗-Markov property to multiparameter processes, and more largely, to set-indexed
processes.

Moreover, the set-indexed formalism allows to simplify notations and concepts compared
to the ∗-Markov framework. Indeed, as stated in [34, 49], the concept of ∗-transition function
(P 1, P 2, P ) has been introduced to characterize the law of ∗-Markov process. The corresponding
notion of C-transition system P replaces the triplet (P 1, P 2, P ), and reduces the different
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consistency hypotheses on (P 1, P 2, P ) to the single Chapman–Kolmogorov Equation (2.2). We
also note that Theorem 3.1 extends the regularity result obtained by Zhou and Zhou [49] on
two-parameter ∗-Markov processes.

A second interesting Markov property is the multiparameter Markov property presented by
Khoshnevisan [28] and widely studied in the literature (see e.g. [24, 35, 47, 28]).

An E∆ valued process X = {Xt; t ∈ RN
+ } is said to be a multiparameter Markov process

if there exists a filtration (Ft)t∈RN
+

and a family of operators T = {Tt; t ∈ RN
+ } such that for

every x ∈ E, there exists a probability measure Px which satisfies

(i) X is adapted to (Ft)t∈RN
+

;

(ii) t 7→ Xt is right-continuous Px-a.s.;
(iii) for all t ∈ RN

+ , Ft is Px-complete; moreover, (Ft)t∈RN
+

is a commuting filtration, i.e. for

all s, t ∈ RN
+ and for any bounded Ft-measurable random variable Y ,

Ex[Y | Fs ] = Ex[Y | Fsft ] Px-a.s.

(iv) for all s, t ∈ RN
+ and for any f ∈ C0(E),

Ex[f(Xt+s) | Fs ] = Ttf(Xs) Px-a.s.

(v) Px(X0 = x) = 1.

Furthermore, X is said to be a Feller process if

(i) for all t ∈ RN
+ , Tt : C0(E) → C0(E);

(ii) for any f ∈ C0(E), limt→0‖Ttf − f‖∞ = 0.

Proposition 3.2. Let (Px)x∈E be a family of probabilities and X be a multiparameter homo-
geneous C-Feller process w.r.t (Ft)t∈RN

+
. Suppose X has right-continuous sample paths Px-a.s.,

Px(X0 = x) = 1 for every x ∈ E and Ft ⊆ σ({Xt; t ∈ RN
+ }) for all t ∈ RN

+ .
Then, X is a multiparameter Markov and Feller process w.r.t. the filtration (Ft)t∈RN

+
and

with the following transition operators T = {Tt; t ∈ RN
+ }:

∀t ∈ RN
+ , ∀f : R → R+ measurable; Ttf = P[0,t]\{0}f,

where P denotes the Markov kernel of X.

Proof. We have to verify the different points of the previous definition of a multiparameter
Markov process.

(i) X is clearly adapted to (Ft)t∈RN
+

;

(ii) X is right-continuous Px-a.s.;
(iii) (Ft)t∈Rn

+
is a commuting filtration according to Theorem 2.3;

(iv) for all s, t ∈ RN
+ and for any f ∈ C0(E),

Ex[f(Xt+s) | Fs ] = P[0,t+s]\[0,s]f(Xs) since X is C-Markov

= P[0,t]\{0}f(Xs) since P is homogeneous

:= Ttf(Xs);
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(v) for all x ∈ R, Px(X0 = x) = 1.

Finally, the Feller conditions on T are easily verified using Equation (2.16) and Definition 2.13
of a Feller C-transition system.

As stated by Khoshnevisan [28], the family of operators T characterizes the two-dimensional
marginals of X , but it is still unknown whether it determines entirely the law of X . Proposition
3.2 partially answers this question since when X is also C-Markov, we know that the larger
family P of transition probabilities completely characterizes the finite-dimensional distributions
of X .

Since it is not known whether the multiparameter Markov property gives a complete picture
of the law of a process X , it is not possible to obtain a general result which would state
that multiparameter Markov processes are also C-Markov. Nevertheless, we show in the next
examples that usual multiparameter Markov processes investigated in the literature are also
C-Markov.

Example 3.1 (Additive Lévy and product processes). As observed by Khoshnevisan [28],
multiparameter additive Lévy and product processes constitute interesting and rich collections
of multiparameter Markov processes. Their generic set-indexed form has already been described
in Example 2.4, Section 2.5. Hence, we only make a few remarks specific to the multiparameter
setting.

The general C-Markov characterization of product processes (Equation (2.28)) stands as
well for multiparameter product processes. Hence, let us simply illustrate this class by a two-
parameter process named the bi-Brownian motion and defined as

∀t ∈ R2
+; Yt = B1

t1 ⊗B2
t2

where B1 and B2 are two independent Rd-valued Brownian motion. Owing to Equation (2.28),
the Markov kernel of Y is characterized by the following transition densities, for all C ∈ C,

pC(xC ; (u⊗ v)) =
1

(2π)d(λ1(C1)λ1(C2))d/2
exp

(
−‖u− ∆x1

B1
‖2

2λ1(C1)
− ‖v − ∆x2

B2
‖2

2λ1(C2)

)
,

where λ1 denotes the Lebesgue measure on R and C1, C2 are the increments defined in Equa-
tion (2.26). The family of transition operators T can be easily retrieve from this last equality.

The common definition of an additive Lévy process is usually slightly more restrictive than
Equation (2.29), as it usually refers to a process X = {Xt; t ∈ RN

+ } defined as follows:

∀t ∈ RN
+ ; Xt = X1

t1 + · · · +XN
tN .

where t = (t1, . . . , tN ) and X1, . . . , XN are N independent one-parameter Lévy processes. The
form of its transition probabilities still corresponds to Equation (2.30), where every measure mi,
1 ≤ i ≤ N , is nevertheless replaced by the Lebesgue measure λ1 on R. As previously noted, this
class is far from containing all multiparameter Lévy processes, since for instance, the Brownian
sheet is not an additive process.

Example 3.2 (Multiparameter Ornstein–Uhlenbeck processes). The set-indexed Gaus-
sian Ornstein–Uhlenbeck process presented in [6] has an integral representation in the multipa-
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rameter setting. More precisely,

∀t ∈ RN
+ ; Xt = e−〈α,t〉

[
X0 + σ

∫

(−∞,t]\(−∞,0]

e〈α,u〉dWu

]
,

where σ > 0, α = (α1, . . . , αN ) ∈ RN with αi > 0, W is the Brownian sheet and X0 is a random
variable independent of W . As previously outlined in Example 2.3, X satisfies the C-Markov
property.

A different, but also natural, multiparameter extension of the Ornstein–Uhlenbeck process
has been suggested in the literature (e.g. see [45, 46] and [19]). It is defined by

∀t ∈ RN
+ ; Yt = e−〈α,t〉

[
Y0 + σ

∫

[0,t]

e〈α,u〉dWu

]
.

As proved by Wang [46], the two-parameter process Y is ∗-Markov. A calculus similar to
Proposition 2.5 from [6] shows that it is also a multiparameter C-Markov process. Moreover,

suppose P and P̃ denote the C-transition systems of X and Y , respectively. Then, theses two
are related by the following equality:

P̃C(xC ; dxA) =

{
δ∆xB

(dxA) for all C ∈ C s.t. C ⊆ S;

PC(xC ; dxA) for all C ∈ C s.t. C ∩ S = ∅,

where S denotes the set {t ∈ RN
+ :

∏N
i=1 ti = 0}.
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