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Abstract—The Internet of Things aims to connect several
billions of devices. Terminals are expected to be low cost, low
power, and able to achieve successful communication at long
range. While current Machine-to-Machine technologies tend to
use spreading factors to meet the required specifications, we
propose a more sophisticated use of redundant waveforms in
a scheme called Turbo-FSK. This scheme involves Frequency-
Shift-Keying (FSK) modulation at the transmission, and a turbo-
decoder dedicated to the FSK waveforms at the receiver. Highly
robust communication is achieved with a mere transmitter, as
complexity is deported on the receiver side. Results are compared
to common modulations using spreading factors, a significant gain
in performance is achieved even with small packet sizes.

Keywords—Turbo code, FSK, Low rate, Low SNR, Internet of
Things, IoT, Machine-to-Machine, M2M, Low Power Wide Area,
LPWA, Shannon’s limit, Channel Capacity

I. INTRODUCTION

Machine-to-Machine (M2M) communication is growing
exponentially such that several billions of devices are expected
to be connected to the Internet-of-Things (IoT) in the next
decade [1], [2]. In this field, research on the design of a
Low Power Wide Area (LPWA) network is required where
challenges for terminals include low power consumption, low
cost and fair sensitivity. The choice of the physical layer
has a critical impact on these issues: it needs to be robust,
efficient, and working at very low levels of sensitivity. It can
be assumed that the numerous connected devices only transmit
in a sporadic way, sending a few packets from time to time
[2]: a low data rate communication per user is expected. This
scenario is currently considered by the first generation of IoT
commercial networks such as [3], [4], [5].

Reducing the level of sensitivity is challenging as the
radio-frequency front end needs to be optimized, and the
physical layer, the modulation and associated signal processing
have to be carefully chosen. M -ary Orthogonal modulations
appear to be a natural choice for low data rate and low power
applications, as they offer a possible trade-off between energy
and bandwidth. These modulations are power efficient and
are known to reach the channel capacity for infinite sizes
of alphabet M (hence infinite size of signaling waveform
duration) [6]. However, since an infinite size alphabet is an
unrealistic option, a well known alternative is to increase
energy efficiency by means of channel coding [7], notably
using turbo processing [8].

The idea of combining orthogonal codes in a parallel
concatenated scheme with turbo decoding was first proposed
in [9], using Hadamard binary codes. A further study [10]

observed strong error floors because of the poor minimal
distance of the code. The authors proposed the addition
of a convolutional code before the Hadamard mapping and
achieved outstanding performance for large block sizes and
large sizes of alphabet; limits of such a code have been
studied in [11] and extensions have been proposed in [12]. On
the other hand, Frequency-Shift-Keying (FSK) is an interest-
ing choice of orthogonal modulation because of its constant
envelope property, the simplicity of the modulator and its
robustness to frequency-selective multi-path channels. Demod-
ulation may simply be based on Fast-Fourier-Transform (FFT)
as in an Orthogonal-Frequency-Division-Multiplexing receiver
[13]. FSK has been exploited in a turbo coding scheme, Bit-
Interleaved Coded Modulation with Iterative Decoding (BICM-
ID) (see [14], [15]), where the steps of binary channel coding
and M -ary FSK modulation are separated by an interleaver
to ensure diversity at the receiving side. The receiver shares
information of the decoded soft bits between the decoder and
the orthogonal soft demodulator. Even though this scheme
offers good performance, complexity is high because of the
use of a 64-state convolutional encoder, and a large block size
is used.

In this paper, we propose a new scheme called Turbo-FSK,
and perform its analysis. Unlike [15], where a binary coding
step was performed before FSK signaling, the new idea is to
directly consider FSK signals as codewords. This scheme is an
extension of the Turbo Hadamard scheme from [10] to the FSK
modulation, replacing the binary Hadamard codes by the FSK
waveforms. The transmitter uses then orthogonal FSK wave-
forms as codewords in a concatenated scheme, and the receiver
is based on turbo decoding of these FSK codewords. To the
best of our knowledge, FSK has never been presented before
as potential orthogonal modulation for the scheme proposed in
[10]. Neither decoder computations nor performance have been
introduced. Also, the use of such a scheme as a physical layer
for low data rate communications has never been explored. In
our present study, after the presentation of the low complexity
transmitter, the equations of the turbo decoder are derived for
the FSK case. Performance of the Turbo-FSK is compared to
other known modulations, including BICM-ID and spreading
factors-based schemes, showing an interesting alternative. The
use of Turbo-FSK scheme for LPWA is justified as the uplink
M2M communication needs to be power efficient, low data
rate and with fair sensitivity.

The paper is organized as follows. The motivations that
led us to the use of such a scheme are presented in Section
II. The system model is described in Section III and Section
IV introduces the Turbo-FSK soft decoding computations.
Simulation results are presented in Section V and Section VI
concludes the paper.



II. MOTIVATIONS

Because long range is linked to low sensitivity level and
the terminal must be kept simple, a widely used technique
to improve sensitivity of a primary technique is achieved by
means of a spreading, or repetition factor, λ. At the reception
in presence of Additive White Gaussian Noise (AWGN), the
required Signal-to-Noise Ratio (SNR) using a spreading factor
(denoted SNRλ) is decreased (i.e improved) as

SNR(dB)
λ = SNR(dB)

1 − 10 log10(λ), (1)

where SNR1 is the required SNR of the primary technique.
This is done at the cost of a data transmission rate reduction
equal to the factor λ. However, the impact on the spreading
factor is different for the Eb/N0, the energy per bit to noise
spectral density ratio (or SNR per bit), defined by

Eb
N0

=
SNR
η

, (2)

where η is the normalized spectral efficiency, in bit/s/Hz.
Indeed, if a spreading factor is used, η is divided by λ, with
then ηλ = η1/λ, where η1 (resp. ηλ) is the spectral efficiency
of the primary technique (resp. using the repetition λ). As
a consequence, eq. (1) and (2) clearly demonstrate that the
processing gain on the SNR with a spreading factor will be
compensated in Eb/N0 by the reduction of the rate. If the
spreading factor scheme allows a decrease of the required
SNR, it does not permit a decrease in terms of Eb/N0.

The Shannon capacity [16], or Shannon’s limit, is the
maximal transmission rate with arbitrarily small bit-error
probability, for a given SNR and a given bandwidth. It is
straightforward that reaching this limit for a certain rate allows
for a better energy efficiency of the system. The limit can be
reformulated in terms of maximum spectral efficiency, or in
terms of minimum Eb/N0 as

η ≤ log2 (1 + SNR)

⇔ Eb
N0
≥ 2η − 1

η
, (3)

and is depicted Figure 1 along with the performance of
several common modulations: Phase-Shift-Keying (PSK), M -
ary orthogonal modulation, and Binary-PSK (BPSK) combined
with a spreading factor (primary technique BPSK repeated
by λ). Values are obtained by simulations of the considered
modulations and denoting the required Eb/N0 for a Bit-
Error-Rate (BER) of 10−5. The figure highlights the fact that
the spreading factor only improves sensitivity, but does not
enhance energy efficiency; for ultra-low rates, the gap with
Shannon’s limit reaches a constant value of ' 11.1dB. On
the contrary, for M -ary orthogonal modulations, increasing
the alphabet size induces an improvement (i.e a reduction) in
Eb/N0 while the rate is decreased. However, very high values
of M (thus very small spectral efficiency) are required to ap-
proach the Shannon’s limit. The proposed Turbo-FSK scheme
combines both orthogonal modulation and turbo processing
in the perspective to get closer to Shannon’s limit with a
reasonable size of alphabet.

III. SYSTEM MODEL

First let us introduce some notations. Bold lowercase letters
denote vectors, e.g. x, and bold uppercase letters matrices, e.g.
X . Exponents indicate the row number, indices the column.
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Fig. 1. Spectral efficiency versus Eb/N0, for different modulations and for
BER = 10−5.
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Fig. 2. The Turbo-FSK transmitter with K stages.

The Discrete Fourier Transform (DFT) matrix of size 2r×2r is
denoted F r. j is the complex number, z the complex conjugate
of z and Z is the Hermitian transpose of the matrix Z. Re(z)
(resp. Im(z)) is the real part (resp. imaginary part) of complex
number z.

A. Transmitter and Channel

We denote D the information bit matrix of size P × r,
made from P row vectors b = {bn}n∈[0,...r−1]. The transmitter
is shown in Figure 2. It is composed of K stages, each one
having for input an interleaved version of D.

The convolutional-FSK encoder is presented in Figure
3. The parity of each row of D is computed, giving the
P × 1 parity vector q′. After passing through the accumulator
(representing the row-wise cumulative sum modulus 2 of the
elements of q′), the vector q of size P × 1 is obtained. The
concatenation of D and q is a P × (r + 1) binary matrix.
Each row is an information word, and there are 2r+1 possible
words.

To perform FSK signaling, we map each information
word to a FSK symbol taken from the alphabet A (which
contains 2r+1 elements). FSK symbols will be denoted as FSK
codewords, each of them being composed of a fixed number
of chips (or complex values). A can be constructed using the
Hermitian transpose DFT matrix (i.e inverse DFT), A = F r+1
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Fig. 3. The convolutional-FSK encoder
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Fig. 4. The Turbo-FSK receiver with K stages.

(2r+1 orthogonal codewords composed of 2r+1 chips), or the
concatenation A =

[
F r ; F re

jπ
]
, a 2r+1 × 2r matrix (thus

2r+1 bi-orthogonal codewords composed of 2r chips). The use
of bi-orthogonality allows to save one dimension, and will be
referred to as the bi-orthogonal case.

The single memory of the accumulator takes part in the
mapping of two consecutive FSK codewords. This share of
information between codewords will allow the use of the Bahl,
Cocke, Jelinek and Raviv (BCJR) algorithm [17] at the decoder
side, as introduced in [10].

Each stage output consists of P FSK codewords, that
can be multiplexed in quadrature by summing the first P/2
codewords with the last P/2 codewords multiplied by j
(assuming P is a multiple of 2). We denote αP the number of
output FSK codewords, with α = 1/2 if codewords are sent
in quadrature, and α = 1 otherwise. The output of the k-th
stage is denoted S(k), k ∈ [0, . . .K−1], and is a αP ×µ2r+1

matrix, where µ = 1 for the orthogonal case, µ = 1/2 for the
bi-orthogonal case. The output x of the Parallel-to-Serial (P/S)
block is composed of αKP codewords, or αµKP2r+1 chips.
It contains the succession of all FSK codewords from each
stage. During one codeword period, only one FSK waveform
(i.e one pure frequency) is sent if α = 1, and two FSK
waveforms are added in quadrature if α = 1/2.

The spectral efficiency of the Turbo-FSK is

η =
r

αµK2r+1
. (4)

We consider an AWGN channel, which output y is defined
by

y = x+ n, (5)

where n is a zero-mean circular complex noise with variance
σ2. All vectors are composed of αµKP2r+1 chips.

B. Receiver

The turbo FSK receiver is depicted Figure 4. After passing
through the AWGN channel, y is decomposed, by the Serial-
to-Parallel (S/P) block, into K vectors y(k), containing the
αP codewords of each stage. Each vector is then sent to
a FSK detector, that performs the product of the received
noisy codewords with A, i.e the DFT of the vector y(k)

(that can be done using FFT algorithm). The outputs Y (k)

of the detectors will be used as channel observations in the a
posteriori probability (APP) computations, detailed in Section
IV and symbolized by the APP decoder blocks. The turbo
principle is to iteratively share information among all the
decoders. After appropriate interleaving, one decoder will use
the information from all the other decoders and the channel

observations, to create an estimation of the information bits
with more or less likelihood. The P × r matrix L contains the
log ratio (LR) of the information bits, defined by

L(b) = log
p(b = 1)

p(b = 0)
, (6)

where p(b = 0) (resp. p(b = 1)) is the probability of event b =
0 (resp. b = 1). The sign of L(b) is the hard bit decision while
the magnitude gives the reliability. L is initialized to all-zero
and propagated through all decoders. Each one of them uses
L as a priori information and updates the matrix with its APP
computation. At the end of each iteration, a hard decision can
be made from L, as it represents all the information acquired.

IV. TURBO-FSK SOFT DECODING

The principle of soft decoding is to compute the APP
knowing an a priori information and the channel observation.
For one stage k and case α = 1, we consider one of the
received noisy FSK codeword yp, p ∈ [0, . . . P − 1] (such
as y(k) = [y0,y1, . . .yP−1]). d = {dn}n∈[0,...r−1] is the
decoded information word. ci is a codeword from the FSK
alphabet A, and bi = {bin}n∈[0,...r−1] its associated informa-
tion word (i ∈ [0, . . . 2r+1−1]). The APP of a codeword is the
probability of having the codeword knowing the observation,
and

p(ci|yp) = p(yp|ci) p(ci)
p(yp)

, (7)

by applying Bayes’ law. p(ci) is the a priori probability of
having the codeword ci, or that the decoded information word
d is bi. Considering that ci and yp are composed of µ2r+1

chips, the APP becomes :

p(ci|yp) = 1

p(yp)

M−1∏
m=0

p(ypm|cim)

r−1∏
n=0

p(dn = bin), (8)

with M = µ2r+1. The term p(ypm|cim) value is, in the complex
AWGN case,

p(ypm|cim) =
1

2πσ2
exp

{
− 1

2σ2
‖ypm − cim‖2

}
. (9)

ypm and cim being complex numbers, the first product in (8)
becomes

M−1∏
m=0

p(ypm|cim) = B exp

{
1

σ2

M−1∑
m=0

Re
(
ypm.c

i
m

)}
,

= B exp

{
1

σ2
Re (Y pi )

}
, (10)

where Y pi is the i-th component of the DFT 1 of yp, and B
a constant that will be canceled out in further computations.
Using (6) and p(dn = 1) = 1− p(dn = 0),

p(dn = bin) = C exp
{
L(dn)(1− 2bin)/2

}
(11)

with C a constant that will be later canceled out. Finally, using
(10) and (11), (8) can be expressed as

p(ci|yp) = D exp

{
1

σ2
Re (Y pi ) +

r−1∑
n=0

1− 2bin
2

L(dn)

}
,

(12)
1For the case α = 1/2 (i.e y(k) = [y0 + jy1, . . . ,yP−2 + jyP−1]), the

real part in (10) would be replaced by the imaginary part for odd values of p.



with D a constant eliminated in further computations. One can
notice this expression conveniently uses the result of the DFT
of received codeword yp (the observation part, only computed
once), and a particular combination of the soft bits L(dn)
(the a priori part, that will be updated at each iteration). By
feeding the decoder with the soft bits matrix L and the result
of the DFT, the APP of all codewords of the alphabet can be
computed using (12).

As previously mentioned, the use of the accumulator and
then orthogonal modulation can be seen as sharing information
between two consecutive symbols, and codewords probabilities
can be updated using the BCJR algorithm. Updated probabil-
ities are denoted P (ci|yp).

Soft bits can be computed [18] with

L(dn|yp) = log

2r+1∑
i,bin=1

P (ci|yp)− log

2r+1∑
i,bin=0

P (ci|yp), (13)

where the indexes of the sums mean probabilities are summed
only if ci encodes an information word for which bin = 1 (left
sum) or 0 (right sum). The factor D in (12) is suppressed at
this step.

Complexity of the hereby presented Maximum-A-
Posteriori (MAP) decoding process can be reduced by using
the well-known max-log approximation

log

(∑
i

exi

)
' max

i
(xi). (14)

This simplification is done at the expense of some performance
loss.

For each decoder, computations can be summarized in
three steps:
− Computation of the APP of the P codewords (with

(12) ∀ p ∈ [0, . . . P − 1]),
− Update the symbols APP using the BCJR algorithm,
− Compute the APP of the information bits by summing

the appropriate probabilities of codewords with (13).

V. SIMULATION RESULTS

To illustrate the performance of the Turbo-FSK scheme,
simulations were performed for the AWGN channel, with
coherent reception and random interleavers. Because the pro-
cessing gain after 10 iterations is small, our simulations are
restricted to this number of iterations.

Figure 5 shows the BER for the case r = 4, K = 4,
P = 256. The transmitted FSK symbols are chosen in an
alphabet of size 2r+1 = 32. A block of P × r = 1024
information bits is considered. We consider here the orthogonal
case where symbols are not sent in quadrature (α = µ = 1
in (4)). The spectral efficiency is η = 1/32 = 0.0312. The
results for both MAP and max-log-MAP algorithms are given.
The Block-Error-Rate (BLER) for max-log decoding is also
depicted. The difference between exact computation and max-
log approximation is roughly equal to 0.5dB. This performance
loss is acceptable considering the reduction of complexity
of the decoders, and it should be mentioned that the gap
could be reduced by applying a weighting function on the
exchanged a priori informations. The spectral efficiency of
an orthogonal modulation of same size of alphabet would be
η1 = (r + 1)/2r+1; by using the spreading factor scheme
to repeat 5 times this orthogonal modulation, the spectral
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efficiency (now equals to η1/5) is equivalent to the one of the
Turbo-FSK with our parameters. The performance gain over
repeated 32-FSK is 6dB at BER = 10−5. Considering now
λ the spreading factor as introduced in Section II, a spectral
efficiency of 1/32 is equivalent to a BPSK (η1 = 1) with
a spreading factor of λ = 32. At BER = 10−5, Turbo-FSK
shows a 8.9dB gain over repeated BPSK. Shannon’s limit for
the considered spectral efficiency is also represented, showing
that with these parameters, Turbo-FSK is only 2.3dB away
from the capacity limit. At a Eb/N0 of 1.6dB, the error floor is
reached: BER decreases slower than in the previous waterfall
region. The error floor can be shown to be directly related
to the values of K and the block size. A BLER of 10−3 is
achieved for an Eb/N0 of 1.05dB.

Figure 6 depicts the BER for another case of the Turbo-
FSK, versus the SNR. The considered case is r = 3, K = 3.
Multiple values of P are represented, leading to several sizes
of block of information bits, from 1023 to 16383 (denoted
N = P × r). The bi-orthogonal case is considered (µ = 1/2,
α = 1). Spectral efficiency is η = 0.125 = 1/8, and
is equivalent to an 8-FSK modulation with spreading factor
λ = 3, or BPSK modulation with λ = 8. For a BER of
10−5, Turbo-FSK with N = 1023 shows 6.6dB of gain versus
repeated 8-FSK and 7.8dB gain over repeated BPSK. This
BER is reached for a Eb/N0 of 1.8dB (case N = 1023),
and can be compared to the BICM-ID scheme with a similar
spectral efficiency presented in [15] (using N = 65536). Our
scheme shows an improvement of 1dB over BICM-ID, while
using a much smaller block size. This BER is achieved at
SNR of −7.24dB, showing the system is able to work at
low levels of SNR. The figure clearly shows the influence
of the number of interleaved bits N : increasing this value
significantly improves the error floor region. However small
block sizes are more suitable to the LPWA context.

Figure 1 has been completed with the results achieved
by Turbo-FSK in Figure 7. It shows the evolution of the
spectral efficiency depending on the parameters r and K,
versus Eb/N0, for a BER of 10−5. Increasing K from 2 to 3
induces a significant improvement in Eb/N0, and the gap to the
capacity limit is reduced, while spectral efficiency decreases.
For K > 4, improvement in Eb/N0 is small, and these cases
have not been represented. The value of r has a similar effect:
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increasing the alphabet allows better performance, while the
spectral efficiency is decreased. Setting r to higher values
would get the system closer to Shannon’s limit, however this
may not be sensible in the LPWA context. Moreover, using
larger values of N would improve the performance for every
case. BICM-ID from [15] is shown on the graph. Results are
obtained using a 64-state convolutional code, involving a high
decoding complexity due to the Soft-Output Viterbi Algorithm
combined with the turbo processing of BICM-ID. Again, the
block size considered is 216 and is then large compared to the
size used in our simulations. For a reduced complexity and
smaller block size, our scheme offers better performance.

VI. CONCLUSION

In the context of M2M communications, terminals are
expected to be low power, low cost and to work at very low
levels of sensitivity. Used as uplink communication in LPWA
network, the newly proposed Turbo-FSK scheme is adapted to
these requirements. Simulation results show a significant per-
formance gain that increases with the alphabet size, the number
of stages and the information block size. The interleaving
strategy of turbo coding is as costly as the repetition scheme,

but performance is significantly enhanced thanks to a more
complex receiver. The choice of FSK allows the use of basic
components to emit the signal (such as a voltage controlled
oscillator), and the constant envelope property enable to release
some constraints on the power amplifier, because of the low
peak-to-average-power ratio of the modulated signal. One way
to interpret the observed gains in Eb/N0 is the reduction of
transmitted power at the connected object, while achieving
the same level of performance. The system works at low
levels of SNR (hence low levels of sensitivity) even when
relatively small information block sizes are considered, while
the flexibility of available configurations (values of r, K and
P ) makes it versatile for various use cases.
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