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Abstract

In this preprint a new approach is proposed to find efficient angular parametrizations of
rectangular paraunitary matrices (PU). As for square PU matrices, the problem is stated as a
matrix factorization, the efficiency of which is ensured by the fact that the proposed representa-
tions are complete, non redundant and lead to a minimal number of delays. As in our previous
publication, dedicated to the case of square real coefficients PU matrices, our framework is
based on an ensemblist approach. The angular parametrization sets, named Givens sets, are
analyzed according to three different possibilities related to the matrix size. Thus, for a N ×M
PU matrix, different properties of Givens sets are established corresponding to the cases where
N =M , N ≥ 2M and M < N < 2M .

Keywords: Cosine-Sine Decomposition (CSD),Paraunitary matrix, polynomial matrix, QR matrix
decomposition, singular value decomposition (SVD), SO(N) group.

1 Introduction

Paraunitary matrices play an essential role in the design and implementation of filter bank and
wavelet based systems either for source coding or transmission purposes. Indeed such devices are
actively investigated for subband coding [2], multicarrier modulation [3, 4], channel error correction
[5] and spatial multiplexing in wireless communications [6]. Therefore it is of paramount importance
to get a deep knowledge of the fundamental properties of paraunitary matrices (PU). Whatever
the application at hand, a key problem is to get an efficient factorization of the PU matrices
associated to the polyphase matrix of a given multirate system. First of all, it is important to
distinguish the case of square PU matrices, i.e. the ones associated to critically sampled systems,
from the case of rectangular PU matrices, i.e. associated to oversampled systems. In the signal
processing community, the factorization of PU matrices has been initially studied to build perfect
reconstruction critically decimated filter banks, see e.g. [7] to get a general overview. In [8], it
is shown that the order one factorization (OOF), initially described in [9], leads to a complete
parametrization. Furthermore, Gao et al. [8] have introduced a new method, namely the Cosine-
Sine Decomposition (CSD), thus reducing around half the number of parameters. The CSD is both
complete and minimal, i.e. it uses the smallest possible number of delays, but it involves redundant
parameters. The post-filtering based method by Gan and Ma [10] permits an improvement with
respect to [8], reducing the necessary number of parameters to represent a given unitary square
matrix.
In [3], the authors summarize all these results presenting the number of angular parameters used
to represent square PU matrices containing either real or complex coefficients. In the case of real
coefficients square N ×N PU matrix of polynomial degree m we get the following figures for the
number of angular parameters.

• For the OOF structure (rewritten from [3, equation (47)])

µ1 = (m+ 1)
N(N − 1)

2
; (1.1)

• For the CSD, one gets (equivalent to equation (54) in [3])

µ2 =

{

mN2

4 + N(N−1)
2 if N is even,

mN2−1
4 + N(N−1)

2 if N is odd;
(1.2)
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• Finally, for the post-filtered based method [10], the number of rotations when parameters
rk, 1 ≤ k ≤ m have the same value r with 1 ≤ r ≤ ⌊N2 ⌋ is equal to

µ3 = mr(N − r) +
N(N − 1)

2
. (1.3)

This is formula (59) in [3], in a simplified form.

Up to now, most often the factorization of rectangular paraunitary matrices has been considered as
a direct extension with respect to the factorization of square ones. Thus, for oversampled M -band
filter banks characterized by rectangular N ×M PU matrices with N > M , the authors in [11]
consider that such a rectangular matrix can be embedded in a larger N ×N matrix. More recently,
in a similar way, looking now at the dual case, i.e. an oversampled transmultiplexer, Rahimi and
Champagne [3] also propose to adapt the OOF, CSD and prefiltered based method to the case
of rectangular matrices. Contrary to [11], [3], in [12] our study directly handles the factorization
of rectangular PU matrices as being a specific case. Furthermore, we did not only focus on a
given matrix or factorization method but, using an ensemblist approach, we explore the whole
sets of possible factorizations of the PU matrices associated to Discrete Fourier Transform (DFT)
oversampled filter banks of given length.
In this preprint, in the same line of idea, our aim is to characterize the whole sets of real rectangular
PU matrices leading to complete, minimal and non redundant factorizations. As in [8], [10], our
decomposition is based on products of rotation and delay matrices but, in our case, those are non-
square matrices and associated to matrices sets. Denoting by UM,N,m,d these sets, we call Givens
sets, m being their degree and d the total number of delays, we establish a criterion to find out to
which UM,N,m,d set a given real PU matrix belongs. Knowing the polyphase matrix coefficients, we
can get such a result using, in addition to the classical McMillan degree, the McMillan valuation
parameter. For N = M , Gan and Ma have already found complete, minimal and non redundant
factorizations, we therefore arrive at the same number of rotations in the case of square matrices
but, using our approach, no post processing is required. In addition, using the concept of dimension
of a Givens set we provide a rigorous proof of the non-redundancy of the proposed parametrization.
To summarize our analysis in terms of Givens sets leads to following results

• When N =M , the Givens sets are disjoint and their minimality can be directly deduced from
the determinants of their constituent matrices;

• When N ≥ 2M , all paraunitary matrices with polynomial degree less than m are members
of an unique Givens set;

• When M < N < 2M , maximal Givens sets for inclusion intersect and they can nevertheless
be characterized using their McMillan valuation and degree.

Our preprint is organized as follows. Section 2 contains the basic elements related to paraunitary
matrices, real algebraic sets and introduces the notions of McMillan valuation and degree of a
rectangular polynomial matrix. Section 3 introduces Givens sets, some of their basic properties
and provides several representations of the SO(N) group of matrices as Givens sets. In Section 4,
using the Singular Value Decomposition (SVD) for rectangular matrices, our main theorems give
a description of the set of paraunitary matrices with bounded polynomial degree as an union of
maximal Givens sets for inclusion, for different ranges of values of N with respect to M . Finally,
we end in Section 5 with a conclusion stating our achievements together with open problems issued
from our work.

3



2 Paraunitary matrices

2.1 Definitions and examples

In the rest of this paper the row and column indexes of matrices will be denoted starting with the
index 0 and matrices appear in bold characters while sets of matrices are written with standard
characters.
Given two positive integers M and N with 1 ≤ M ≤ N , a matrix A(X) with N rows and M
columns for which elements are polynomial in X with real coefficients is said to be paraunitary if

A(1/X)TA(X) = IM , (2.1)

where (.)T is the transposition operator and IM is the identity matrix of size M . Note that the X
variable corresponds to a delay element and is denoted z−1 in the signal processing literature.

It is straightforward to verify that the product AB of a N ×M paraunitary matrix A by a M ×M
paraunitary matrix B is a N ×M paraunitary matrix.

Definition 2.1. . Let s : [0, 1, . . . ,M − 1] → [0, 1, . . . , N − 1] be an injective mapping and ε ∈
{−1, 1}M a map from [0, 1, . . . ,M − 1] to {−1, 1}. We denote by E[s, ε] the constant N × M
orthogonal matrix such that E[s, ε]s(c),c = ε(c), 0 ≤ c ≤ M − 1 and E[s, ε]r,c = 0 otherwise. Such
matrix is said to be an elementary paraunitary matrix.

As an example, for M = 4, N = 5, s and ε defined by

s(0) = 3, s(1) = 2, s(2) = 1, s(3) = 4,

ε(0) = ε(2) = 1, ε(1) = ε(3) = −1,

we get

E[s, ε] =













0 0 0 0
0 0 1 0
0 −1 0 0
1 0 0 0
0 0 0 −1













.

In the following ε0 denotes the function such that ε0(c) = 1, 0 ≤ c ≤ M − 1 and E[s, ε0] will be
denoted by E[s].
We note s0[0, 1, . . . ,M − 1] → [0, 1, . . . , N − 1] the mapping such that s0(c) = c, 0 ≤ c ≤ M − 1,
and the matrix E[s0] is also denoted IN,M .

For N ≥ 2 and i, j, 0 ≤ i, j < N ; i 6= j and θ ∈ R, the square N × N orthogonal matrix Ri,j(θ)
defined by [Ri,j(θ)]i,i = [Ri,j(θ)]j,j = cos θ, [Ri,j(θ)]j,i = −[Ri,j(θ)]i,j = sin θ, [Ri,j(θ)]r,r = 1, r 6=
i, r 6= j and [Ri,j(θ)]r,c = 0 otherwise, is called an elementary rotation matrix, or a Givens matrix,
of indexes i, j.
As an example, for N = 5, i = 0, j = 2, we get

R0,2(θ) =













cos θ 0 − sin θ 0 0
0 1 0 0 0

sin θ 0 cos θ 0 0
0 0 0 1 0
0 0 0 0 1













.
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For N ≥ 2 and 0 ≤ r < N the paraunitary diagonal square matrix Zr of dimension N , such that
[Zr]r,r = X and [Zr]k,k = 1 if k 6= r is called the shift matrix on row r, since it indeed introduces
a shift in time, i.e. a delay, when being implemented in practice.
For I ⊂ {0, 1, . . . , N − 1}, ZI =

∏

r∈I Zr and Zr1..r2 with 0 ≤ r1 ≤ r2 stands for ZI with
I = {r1, . . . , r2}.

The set of all orthogonal N ×N matrices, which is a group, is denoted by O(N), and its subgroup
of orthogonal matrices with determinant 1 is denoted by SO(N). SO(N) may be identified to the
set of direct rotations in RN [13].
When N is given, if I ⊂ {0, . . . , N − 1} is a set of indexes, the subset of matrices A in SO(N) such
that Ac,c = 1, c ∈ {0, . . . , N − 1} \ I will be denoted by SO(I). SO(I) is the subgroup of SO(N)
of rotations acting only on coordinates in I. When I = {i1, i2, . . . , iK} for 2 ≤ K < N , SO(I) is
also denoted by SO(i1, i2, . . . , iK) instead of SO({i1, i2, . . . , iK}).

Let m be a nonnegative integer. The set of M × N matrices A(X), the coefficients of which are

real polynomial in X of degree less or equal to m, is a real vector space denoted by M(m)
M,N .

Any matrix A(X) ∈ M(m)
M,N may be written

A(X) =

m
∑

k=0

AkX
k, (2.2)

where Ak, 0 ≤ k ≤ m are constant N ×M matrices.
The maximum value of m for which Am is not null is called the order or the polynomial degree of
A(X) to distinguish it from its McMillan degree that will be defined below.

For 0 ≤ r < N, 0 ≤ c < M, 0 ≤ k ≤ m, let us define the matrix Er,c,k by [Er,c,k]r,c = Xk and 0
otherwise.
In this way, A(X) given by (2.2) may be written

A(X) =

m
∑

k=0

N−1
∑

r=0

M−1
∑

c=0

ar,c,kEr,c,k, (2.3)

where ar,c,k = [Ak]r,c are called the coefficients of A(X).

So the MN(m+1) matrices Er,c,k form a basis of M(m)
M,N which is called its canonical basis and the

linear application ψ from M(m)
M,N to RMN(m+1) such that ψ(Er,c,k) = en with n = kMN + rM + c,

where en, 0 ≤ n < MN(m + 1) is the canonical basis of RMN(m+1), is an isomorphism of vector
spaces.

We denote by O(m)
M,N the subset of all paraunitary matrices in M(m)

M,N .
Given a N ×M matrix A(X) with 1 < M ≤ N , ΠM,NA(X) denotes the N × (M − 1) matrix

obtained by suppressing the last column in A(X) and for A(X) ∈ O(m)
M,N , σmA(X) is the matrix

XmA(1/X).
Operators Π and σm readily extend to sets of matrices.

2.2 Real algebraic sets

For the definitions and main properties of algebraic sets, we refer to online notes of Andreas
Gathmann [14].
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A subset A of M(m)
M,N is a real algebraic set of M(m)

M,N if there exists a finite family of polynomials,
P1(x), P2(x), . . . , Pl(x) in R[x] with x = {xr,c,k, 0 ≤ r ≤ N − 1, 0 ≤ c ≤ M − 1, 0 ≤ k ≤ m}
such that A ∈ A if and only if the coefficients of A, ar,c,k, 0 ≤ r ≤ N − 1, 0 ≤ c ≤ M − 1, satisfy
P1(a) = P2(a) = · · · = Pl(a) = 0.
Remark that the finite family P1(x), P2(x), . . . , Pl(x) may be replaced by the unique polynomial
∑l

i=1 P
2
i (x).

The set of all algebraic subsets of a real algebraic set A is closed by finite union and intersection.
Thus it can be considered as the set of closed subsets of A for a topology which is called the Zariski
topology. A may also be endowed by the induced topology of the usual topology on RMN(m+1),
which will be called the Euclidean topology on A.
The Zariski topology on A is coarser than the Euclidean topology on A meaning that an Euclidean
closed set in A is not necessarily a Zariski closed set, that is a real algebraic subset of A.
If E ⊂ A, the closure of E for the Euclidean topology, is denoted by Ē and its closure for the
Zariski topology, i.e. the smallest real algebraic set containing E, is denoted by ĒZ . So Ē ⊂ ĒZ

and in general the inclusion is strict.

The set O(m)
M,N is a real algebraic set because the paraunitary relation (2.1) is equivalent to a set of

polynomial equations on the coefficients of A ∈ M(m)
M,N .

A real algebraic set A is said to be reducible if it can be written as A = A1 ∪A2 where A1 and A2

are real algebraic sets strictly included in A. Otherwise A is said to be irreducible. It can be proved
([14, Proposition 2.15]) that a real algebraic set A can be written in an unique way as a finite union
of irreducible real algebraic sets, called the irreducible components of A, Ai, 1 ≤ i ≤ K, satisfying
Ai 6⊂ Aj if i 6= j.

The following property shows an important peculiarity of the Zarisky topology : ifA is an irreducible
algebraic real set, then any non-empty subset U of A is dense in A for the Zarisky topology, i.e.

U
Z
= A.

2.3 McMillan valuation and degree

Given a polynomial p(X) =
∑

n≥0 pnX
n in variableX with real coefficients, the degree of p, denoted

by deg(p), is defined by deg(p) = −∞ if p = 0 and, if p 6= 0, is the maximum value of n such that
pn 6= 0. The valuation of p, denoted by val(p), is defined by val(p) = +∞ if p = 0 and , if p 6= 0, is
the minimum value of n such that pn 6= 0.

For given positive integers M ≤ N and a non negative integer m, let us consider a matrix A ∈
M(m)

M,N .
For I ⊂ {0, 1, . . . , N − 1} and J ⊂ {0, 1, . . . ,M − 1} with Card(I) = Card(J) = n, we denote
by AI,J the n × n matrix of elements of A with row indexes in I and column indexes in J . The
determinant Det(AI,J) is the minor of A relative to subsets I and J . Any minor Det(AI,J) is a
polynomial in X with coefficients that can be expressed as polynomials in the coefficients of A.

Definition 2.2. The number

val(A) = min {val(det(AI,J)), Card(I) =M, J = {0, . . . ,M − 1}} , (2.4)

is called the McMillan valuation of A and the number

deg(A) = max {deg(det(AI,J)), Card(I) =M, J = {0, . . . ,M − 1}} , (2.5)
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is called the McMillan degree of A.

For 0 ≤ v ≤ d ≤ mM , let us define now the subsets AM,N,m,v,d and BM,N,m,v,d of O(m)
M,N by :

AM,N,m,v,d = {A ∈ O(m)
M,N , v ≤ val(A) ≤ deg(A) ≤ d}, (2.6)

BM,N,m,v,d = {A ∈ O(m)
M,N , val(A) = v, deg(A) = d}. (2.7)

In a context where M,N and m are fixed, AM,N,m,v,d and BM,N,m,v,d will be simply denoted by
Av,d and Bv,d.

It is quite evident that {Bv,d, 0 ≤ v ≤ d} is a partition of O(m)
M,N , and that

Av,d =
⋃

{Bv′,d′ , v ≤ v′ ≤ d′ ≤ d}. (2.8)

Lemma 2.3. For given M and N such that 1 ≤M ≤ N , m ≥ 1, and 0 ≤ d ≤ mM , Ad,d 6= ∅.

Proof.– We may write d = am + b with 0 ≤ a ≤ M and 0 ≤ b ≤ m − 1. If a = M then b = 0
because d ≤ mM . Let us consider now the N × N matrix A(X) defined by [A(X)]c,c = Xm for
0 ≤ c ≤ a − 1, [A(X)]a,a = Xb, [A(X)]c,c = 1 for a + 1 ≤ c ≤ M − 1 and 0 elsewhere. It is quite

straightforward that A(X) ∈ O(m)
M,N and that val(A) = deg(A) = am+ b = d.

The structure of O(m)
M,N is studied in detail in the next paragraph and it will be shown, using Givens

sets, that

(a) For given M and N such that 1 ≤M ≤ N , m ≥ 1, and 0 ≤ d ≤ mM , Ad,d is irreducible,

(b) When M = N , O(m)
M,N =

⋃mM
d=0 Ad,d is the decomposition of O(m)

M,N in irreducible disjoint
algebraic components,

(c) When N ≥ 2M , O(m)
M,N is an irreducible algebraic set.

The case where M < N < 2M is not still completely understood, unless the following conjecture
is true.

Conjecture 2.4. The following properties are verified :

(a) For M < N , m ≥ 1, let v and d such that 0 ≤ v < d ≤ mM , if Bv,d 6= ∅ then Av,d is an

irreducible algebraic set and Bv,d
Z
= Av,d,

(b) For M < N < 2M , m ≥ 1, O(m)
M,N =

⋃mM
d=m(N−M) Ad−m(N−M),d is the decomposition of O(m)

M,N

in irreducible algebraic components.

3 Givens sets

3.1 Definition of a Givens set

Angles are considered in this paper as real numbers modulo 2π, that is members of T = R/2πZ, the
one-dimensional torus. Endowed with the quotient topololy, T is a compact space. Tn, for n ≥ 1,
is a compact real C∞ manifold of dimension n ([15, 5.3]).
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Notations 3.1. Let N ≥ 2.
For i, j, 0 ≤ i, j ≤ N − 1; i 6= j, we denote by Ri,j the set Ri,j = {Ri,j(θ), θ ∈ T}. Ri,j is called a
rotation set.
For 0 ≤ r ≤ N − 1, Zr, I ⊂ {0, 1, . . . , N − 1} or 0 ≤ r1 ≤ r2 ≤ N − 1, Zr, ZI and Zr1..r2 denote
the one element sets {Zr}, {ZI} or {Zr1..r2}, respectively, and they are called shift sets.
Let M and N be two integers with N ≥ 2, s an injective function from [0, 1, . . . ,M − 1] to
[0, 1, . . . , N − 1] and ε ∈ {−1, 1}M . E[s, ε] denotes the set that contains the unique elementary
N ×M paraunitary matrix E[s, ε] and is called an elementary set.

If A and B designate two sets of matrices with compatible dimensions, we denote by AB the set of
matrix products AB when A ∈ A and B ∈ B.

The following definition is fundamental.

Definition 3.2. Let M and N be two integers with N ≥ 2 and 1 ≤ M ≤ N . A Givens set
with parameters M,N is a set G of N ×M paraunitary matrices such that there exists a sequence
φ = [T1, T2, . . . TnT

, E[s, ε]] where

• For each k, 1 ≤ k ≤ nT , Tk is a N ×N rotation set Ri,j or a shift set Zr with 0 ≤ r ≤ N −1,

• E[s, ε] is an elementary set,

such that G that may be written as the product G = T1T2 . . . TnT
E[s, ε].

φ is called a parametric representation of G or simply a representation of G and will be denoted by

φ : G = T1T2 . . . TnT
E[s, ε]. (3.1)

When G is represented by two representations φ1 and φ2, φ1 and φ2 are said to be equivalent
representations of G.

In most cases there exist several different parametric representations for a Givens set. A simple
example is given, for M = N = 3, by the set SO(3) of rotations of R3 with determinant 1 that
can be represented by SO(3) = R0,1R0,2R0,1 or SO(3) = R0,2R0,1R1,2. Many other examples for
N =M and the set SO(N) will be given later in 3.6.

If there exist nR sets of rotations in the sequence [Ti, 1 ≤ i ≤ nT ] of a representation φ of a Givens
set G, let i1 < i2 < · · · < inR

denote their indexes in this sequence. If θl, 1 ≤ l ≤ nR are nR given
real numbers, then we can choose the rotation of angle θl in the set of rotations Til for 1 ≤ l ≤ nR.
Thus, we get an application from TnR to G, which is also called the parametric representation of
G and also denoted by φ.
The matrix φ(θ) ∈ G, θ = (θ1, . . . , θnR

) is denoted by Gφ(θ) or more briefly G(θ) when the
parametric representation φ is fixed in a given context.

3.2 Connected Givens sets

For a given value of N > 2, let us consider a set of rotation sets G = {Ri,j , (i, j) ∈ I where
I = {(i, j), 0 ≤ i, j ≤ N − 1, i 6= j} and the following relation R on the set of row indexes
{0, 1, . . . , N − 1}: for r1Rr2 if r1 = r2 or if there exists a sequence of rotation sets in G, Ril,jl, l =
1, . . . , L−1 such that r1 ∈ {i1, j1}, r2 ∈ {iL, jL} and for any l, 1 ≤ l ≤ L−1, {il, jl}∩{il+1, jl+1} 6= ∅.
Obviously, R is an equivalence relation.
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Definition 3.3. G is said to be connected if there is only one equivalence class for the corresponding
relation R. A Given set G = T1T2 . . . TKE[s, ε] is said to be connected if the set of rotation sets in
the sequence T1, . . . , TK is connected.

For a given value of N ≥ 3 and a given row index i , let us define by ∆[i] the diagonal N × N
matrix with -1 on row i and 1 elsewhere on the diagonal.

Lemma 3.4. Let 2 ≤ M ≤ N with N ≥ 3. Let G = T1T2 . . . TnT
E[s, ε] be a connected Givens set

of N ×M matrices. Then for any r1, r2 ∈ {0, 1, . . . , N − 1}, r1 6= r2,

T1T2 . . . TnK
∆[r1] = T1T2 . . . TnK

∆[r2]. (3.2)

Proof.– As G is connected there exists a sequence of rotation sets in {T1, T2, . . . , TK}, Ril,jl , l =
1, . . . , L−1 such that r1 ∈ {i1, j1}, r2 ∈ {iL, jL} and for any l, 1 ≤ l ≤ L−1, {il, jl}∩{il+1, jl+1} 6= ∅.
Let us denote by a1 the row index such that {i1, j1} = {r1, a1}, and by al the row index such that
{il, jl} ∩ {il+1, jl+1} = {al}, 2 ≤ l ≤ L− 2. It follows that {iL, jL} = {aL2

, r2}. Now let k1 be the
index such that Rr1,a1 = Tk1 . For k1 < k ≤ K, we get Tk∆[r1] = ∆[r1]Tk because one of these
cases is verified

• Tk is a set Zr that commutes as a diagonal matrix with ∆[r1],

• Tk is a rotation set Ri,j with i 6= r1 and j 6= r1 for which any matrix commutes with ∆[r1],

• Tk is a rotation set Ri,j with i = r1 (or j = r1 which is equivalent because Ri,j = Rj,i). In
this case, applying the relation

R(θ)

[

−1 0
0 1

]

=

[

−1 0
0 1

]

R(−θ), with R(θ) =

[

cos θ − sin θ
sin θ cos θ

]

, (3.3)

we can see that again Tk∆[r1] = ∆[r1]Tk.

Then we use the relation

R(θ)

[

−1 0
0 1

]

= R(θ + π)

[

1 0
0 −1

]

(3.4)

to get Rr1,a1∆[r1] = Rr1,a1∆[a1]. Using now relations ∆[a1]Tk = Tk∆[a1] for k1 < k ≤ K, we
obtain the relation

T1T2 . . . TK∆[r1] = T1T2 . . . TK∆[a1]. (3.5)

Using the same arguments, we prove that ∆[a1] may be replaced by ∆[al], l = 2, . . . , L− 2 in (3.5)
and finally by ∆[r2], which proves the lemma.

Theorem 3.5. Let 2 ≤ M < N and G = T1T2 . . . TKE[s, ε] be a connected Givens set of N ×M
matrices. Then G = T1T2 . . . TKE[s, ε0].

Proof.– The matrix E[s, ε] may be written as

E[s, ε] = DE[s, ε0], (3.6)

where D is a N ×N diagonal matrix with element ε(r(c)) on row r(c), 0 ≤ c ≤M −1 and elements
equal to −1 or +1 on the other rows (that exist because M < N), in such a way that the number
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of -1 is even. So there exists a sequence of couple of row indices (r2i, r2i+1), 0 < i ≤ L − 1 with
2L ≤ N such that D be written as

D =

L−1
∏

i=0

∆[r2i]∆[r2i+1]. (3.7)

Using lemma 3.4, we get, for 0 < i ≤ L− 1

T1T2 . . . TK∆[r2i] = T1T2 . . . TK∆[r2i+1], (3.8)

because G is connected and

G = T1T2 . . . TK

L−1
∏

i=0

∆[r2i+1]
2E[s, ε0] = T1T2 . . . TKE[s, ε0]. (3.9)

3.3 Dimension of a Givens set

Theorem and Definition 3.6. (a) For a Givens set G with a parametric representation φ con-
taining nR rotations, the rank of the Jacobian matrix of its parametric representation φG
reaches its maximum value, denoted dimφ(G), except on an open dense set in TnR of Lebesgue
null measure.

(b) The number dimφ(G) is the same for all representations of G and their common value is
called the dimension of G and is denoted by dim(G).

Proof.– (a) Let us consider φ a parametric representation of a Givens set G = T1T2 . . . TnT
IN,M

from TnR to G with nR rotation sets. The coefficients of G(θ), θ = (θ1, θ2, . . . , θnR
), are polynomial

functions of cos θl and sin θl, 1 ≤ l ≤ nR.
Denoting by Ril,jl the l-th rotation set in G, the Jacobian matrix element ∂φG

∂θl
is obtained by

replacing Ril,jl in G by Dil,jl = {Dil,jl(θl), θl ∈ T} where Dil,jl(θl) is defined by (C.10).
So the elements of the Jacobian matrix J(θ), are also polynomials in cos θl and sin θl, 1 ≤ l ≤ nR.
If the maximum rank of the Jacobian is equal to d = dimφ, then all minors of J(θ) of order r, r > d
are identically null while there exists a minor m(θ) of order d of the Jacobian matrix and a value
of θ(m) with m(θ(m)) 6= 0.
Because any minor of J(θ)) is a polynomial function of the elements of J(θ)), and thus a polynomial
function of cos θl and sin θl, 1 ≤ l ≤ nR, m(θ) is a continuous function of θ. Therefore the set Vm
of all θ such that m(θ) 6= 0 is an open set. In another hand, applying Theorem B.1, m(θ) is non
null except on a set of θ with null measure, which implies that Vm is dense in TnR.
We deduce that the subset Uφ ∈ TnR of θ such that there exists a non null minor of order d of the
Jacobian matrix is also an open dense set, because the number of minors of order d is finite.
As G = φ(TnR), φ(Uφ) is a dense open set in G for the Euclidean topology.

(b) Let φ1 and φ2 be two representations of a Givens set G ⊂ M(m)
M,N . φ1(Uφ1

) and φ2(Uφ2
), as

constructed in (a), are open dense sets in G. Let V be their intersection. A ∈ V is also a dense

open set in G. So there exists W , open set in M(m)
M,N , such that V =W ∩G. There exists θ1 ∈ Tn1 ,

where n1 is the number of rotation sets in φ1, such that φ1(θ1) = A with an open neighborhood
U1 of θ1 in Tn1 such that the rank of φ1 is equal to dimφ1

in U1.
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From the Constant Rank Theorem ([15, Theorem 11.1]), there exists a neigbourhood of A = φ1(θ1)
in G and a C∞-diffeormorphism ψ1 from an open set V1 ⊂ G to an open set in Rdimφ1 such that
ψ1(A) = 0 ∈ Rdimφ1 .

In the same way, there exists a C∞-diffeormorphism from an open neighbourhood V2 of A, V2 ⊂ G
to an open set in Rdimφ2 such that ψ2(A) = 0 ∈ Rdimφ2 .

V = V1 ∩V2 is an open neighborhood of A in G, and ψ1(V ) and ψ2(V ) are open sets in Rdimφ1 and
Rdimφ2 , respectively, C∞-diffeomorphic to V , thus between themselves, and so dimφ1

= dimφ2
.

A value of θ for which the rank of the Jacobian matrix is equal to dim(G) is called a regular value
of φ and φ(θ) a regular point of G for φ. Otherwise θ is said to be a singular value of φ and φ(θ) a
singular point of G for φ.

If the dimension of G with representation φ is equal to nR then, for any point θ of TnR where
the rank of the Jacobian matrix is exactly equal to nR, there exists a neighborhood U of θ where
the rank is still equal to nR and the restriction of φ to U is injective being more precisely a
diffeomorphism of U onto φ(U). φ is said to be a locally injective representation of G.

Let us remark that the set of regular points of a Givens set is dependent of the parametric repre-
sentation because two of its representations have generally different singular points.

Example 3.7. For M = N = 3, SO(3) can be represented in two ways, up to a permutation of
indexes applied simultaneously to rows and columns, by

φ1 : SO(3) = R0,1R0,2R0,1. (3.10)

φ2 : SO(3) = R0,2R0,1R1,2. (3.11)

Table 3.7 gives the singular values and the singular points for each of these two representations.

Singular values Singular points

φ1 θ2 = 0 or θ2 = π {A,A ∈ SO(3), [A]2,2 = ±1}
φ2 θ2 = ±π/2 {A,A ∈ SO(3), [A]1,0 = ±1}

Table 1: Singular points for two Givens representations of SO(3) (θ2 is the angle of the second
rotation).

3.4 McMillan valuation and degree of a Givens set

Definition 3.8. For a Givens set G the maximum max{deg(A), A ∈ G}, denoted deg(G), is
called the McMillan degree of G and the minimum min{val(A), A ∈ G}, denoted val(G), is called
the McMillan valuation of G.

WhenM = N , the McMillan degree and the McMillan valuation of G are both equal to the number
d of shifts sets in any representation of G because Det(G(θ)) = Xd for any θ ∈ TnR. WhenM < N ,
deg(Det(G(θ)I,J) = deg(G) except on a set of null Lebesgue measure and val(Det(G(θ)I,J) = val(G)
except on a set of null Lebesgue measure as shown in Appendix B.
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Theorem 3.9. Let M,N be positive integers with M ≤ N and let G be a Givens set G =
T1T2 . . . TnT

IN,M that can be written

G = R1ZI1R2ZI2 . . . RmZImRm+1IN,M , (3.12)

where Rk, 1 ≤ k ≤ m + 1 are products of rotation sets and Ik, 1 ≤ k ≤ m are subsets of
{0, . . . , N−1} such that 1 ≤ Card(Ik) < N . The number of shifts in the sequence of transformations
of G, d =

∑m
k=1Card(Ik) verifies m ≤ d ≤ m(N − 1).

Then

(a) For every matrix A ∈ G and for every I ⊂ {0, . . . , N − 1}, J ⊂ {0, . . . ,M − 1} such that
n = Card(I) = Card(J) ≤M

max(0, d −m(N − n)) ≤ val(Det(AI,J)) ≤ deg(Det(AI,J)) ≤ d. (3.13)

(b) G ⊂ Ad−m(N−M),d and for a.e. θ ∈ TnR, G(θ) ∈ Bd−m(N−M),d.

Proof.– The proof of deg(Det(A(I,J)) ≤ d is done by recurrence following the sequence of trans-
formations of G from right to left. The matrices Rm+1IN,M are constant matrices and thus if
B ∈ Rm+1IN,M , Det(BI,J) = 0 or deg(Det(BI,J)) = 0. Now suppose that Gl = TlTl+1 . . . TnT

IM,N ,
l > 1 verifies deg(Det(BI,J)) ≤ d′ for every B ∈ Gl for every I and J where d′ is the number of
shift sets in the sequence Tl, Tl+1, . . . , TnT

. Tl−1 is either a rotation or a shift set.
Let I = {i0, . . . , in−1} with i0 < i1 < · · · < in and J = {j0, . . . , jn−1} with j1 < j2 < · · · < jn.
Suppose that Tl−1 is a shift set Zr and let C = ZrB. If r 6∈ I, CI,J = BI,J and Det(CI,J) =
Det(AI,J). If r ∈ I, r = ik, 0 ≤ k < n and CI,J = Z̄kB where Z̄k is a n × n shift matrix. Thus
Det(CI,J) = Det(AI,J) + 1
If Tl−1 is a rotation set Ri,j , i 6= j, let C = Ri,j(θ)B.

• if i 6∈ I and j 6∈ i, then CI,J = BI,J and Det(CI,J) = Det(AI,J).

• if i ∈ I and j ∈ I, then i = ik, j = il, 0 ≤ k, l < n, k 6= l and CI,J = R̄k,l(θ)BI,J where
R̄k,l(θ) is a n× n rotation matrix. Therefore Det(CI,J) = Det(BI,J)

• if i ∈ I and j 6∈ I, i = ir, 0 ≤ r < n and CI,J = cos θBI,J − sin θB′

I′,J where B′ is obtained
from B by permuting the rows of indices i and j and I ′ = {i0, . . . , ir−1, j, ir+1, . . . , in−1}.
By linearity of the determinant with respect to a row of fixed index, we deduced that
Det(CI,J) = cos θ Det(BI,J) − sin θ Det(B′

I,J). As Det(B′

I,J) is equal, up to a sign, to
a determinant of a submatrix of B of size n, its degree is less or equal to d′, and the same is
true for Det(CI,J).

So any matrix C ∈ Tl−1Tl . . . TnT
IM,N satisfies deg(Det(CI,J)) ≤ d′ where d′ is the number of shift

sets in the sequence Tl−1, Tl, . . . , TnT
, which proves the recurrence argument.

From (3.12) we deduce that G ⊂ O(m)
N,M and that the set {σmA, A ∈ G}, denoted σmG is also a

Givens set that may be written

σmG = R1ZIc
1
R2ZIc

2
. . . RmZIcm

Rm+1IN,M , (3.14)

where Ici = {0, 1, . . . , N − 1} \ Ii, 1 ≤ i ≤ m. The number of shift sets in σmG is equal to
mN − d. We deduce, using the first part of the proof, that for any I ⊂ {0, 1, . . . , N − 1}, any
J ⊂ {0, 1, . . . ,M − 1} with Card(I) = Card(J), and any σA ∈ σmG

deg(Det([σmA]I,J)) ≤ mN − d. (3.15)
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Now using [A(1/X)]I,J = AI,J(1/X) and Det(XmAI,J(1/X)) = XmnDet(AI,J(1/X)), we get
deg(Det([σmA]I,J)) = mn − val(Det(AI,J)). So mn − val(Det(AI,J)) ≤ nN − d, which proves
val(Det(AI,J)) ≥ d−m(N − n) and thus (a).

The proof of (b) follows from the definitions of deg(G) and val(G). Because the coefficients of
G(θ), θ ∈ TnR are polynomials in cos θi, sin θi, 1 ≤ i ≤ nR, each coefficient of Det(GI,J(θ)) has
the same property, for any I and J such that Card(I) = Card(J) =M . Thus deg(G(θ)) = deg(G)
for a.e. θ ∈ TnR is a consequence of Theorem B.1, (b). The same argument holds to prove that
val(G(θ)) = val(G) for a.e. θ ∈ TnR .

3.5 Algebraic Givens sets

Theorem 3.10. Let G = T1T2 . . . TnT
IM,N ∈ O(m)

M,N be a Givens set with parametric representation
φ such as defined in (3.2) and A the smallest real algebraic set that contains G, i.e. its Zariski
closure. Then A is irreducible.

Proof.– Let us denote by φG(θ), θ = (θ1, . . . , θnR
), the parametric representation of G where nR is

the number of rotation sets in the sequence T1, T2, . . . , TnT
.

Let us now suppose that A = A1 ∪ A2 where A1 and A2 are real algebraic sets with A1 ( A and
A2 ( A.
There exists θ0 ∈ TnR such that x = φG(θ0) ∈ A1 \ A2, which is an open set for the ordinary
topology on A. If not, G would be included in A2 and A would not be the Zariski closure of G.
Let V be an open neighborhood of x in A1 \ A2. The intersection V ∩G is an open neighborhood
of x in G. As φG is continuous from TnR onto G, U(θ0) = φ−1

G (V ) is an open set that contains θ0.
Now let PA1

∈ R[a], a = (a1, a2, . . . , aMN(m+1)) be a polynomial such that A1 = Zer(PA1
), the set

of real zeroes of PA1
in O(m)

M,N ⊂ RMN(m+1). We get PA1
(φG(θ)) = 0 for any θ ∈ U(θ0).

As the coordinates φG(θ)i, 1 ≤ i ≤ MN(m + 1) are polynomials in cos θl, sin θl 1 ≤ l ≤ nR,
Q(θ) = PA1

(φG(θ)) too. From Theorem B.1 and because Q(θ) = 0 on U(θ0), Q(θ) is identically
null. That proves G ⊂ A1, which is a contradiction, and thus A is irreducible.

Corollary 3.11. If a Givens set G ⊂ O(m)
M,N is a real algebraic set, then G is irreducible.

Remark 3.12. As shown in Proposition A.1 there exist Givens sets that are not algebraic sets.

3.6 Some representations of SO(N) as a Givens set

Let us recall that SO(N) denotes the set of all N ×N orthogonal real matrices with determinant
1.

Notations 3.13. For N ≥ 2 and 0 ≤ a < b < N , Aa..b denotes the matrix set

Aa..b =

b−1
∏

i=a

b
∏

j=i+1

Ri,j. (3.16)

while for 0 ≤ a < N , Aa..a = IN by convention. For N ≥ 2 and 0 ≤ a ≤ b < c ≤ d < N , Ba..b,c..d

denotes the matrix set

Ba..b,c..d =

b
∏

i=a

d
∏

j=c

Ri,j . (3.17)
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Remark. Matrices in a set Ba..b,c..d correspond to CSD blocks in [8].

Using the commutation relation Ri,jRk,l = Rk,lRi,j if {i, j} ∩ {k, l} = ∅, it is straightforward to
prove that

Ba..b,c..d =

d
∏

j=c

b
∏

i=a

Ri,j . (3.18)

Theorem 3.15 gives several representations of SO(N) as a Givens set that result from variations of
the QR algorithm and will be used in the rest of this paper. An elementary lemma will be used
below that allows to define the notion of extraction of a rotation from a set of orthogonal matrices.

Lemma 3.14. ([16, algorithm 5.1.8, page 240]) Given two real numbers a and b, there exists an
angle θ and a nonnegative real number c such that

[

cos θ − sin θ
sin θ cos θ

] [

c
0

]

=

[

a
b

]

.

Let us consider now a set A of orthogonal N ×N matrices such that there exist two row indexes i
and j with the property that for any column index c, Ai,c = 0 for any A ∈ A if and only if Aj,c = 0
for any A ∈ A, and there exists a column index k such that A2

i,k +A2
j,k 6= 0 for any A ∈ A. From

Lemma 3.14 we deduce that for any A ∈ A there exists an angle θ and an orthogonal N×N matrix
B such that Ri,j(θ)B = A with Bj,k = 0. So the set A may be written A = Ri,jB where Bj,k = 0
for any B ∈ B.
This operation is called the rotation extraction from the set A with the same non null elements on
row of indexes i and j. It is quite evident that B is again a set of orthogonal matrices.

Theorem 3.15. For N ≥ 3, SO(N) has the following representations as a Givens set.

(a)

SO(N) =
N−2
∏

i=0

N−1
∏

j=i+1

Ri,j = A0..N−1. (3.19)

(b)

SO(N) =
N−2
∏

i=0

i+1
∏

j=N−1(−1)

Rj−1,j. (3.20)

(c) For 1 ≤M < N ,
SO(N) = A0..M−1B0..M−1,M..N−1AM..N−1. (3.21)

(d) For 0 ≤M1 < M2 < N − 1,

SO(N) = A0..M2−1B0..M1−1,M2..N−1BM1..M2−1,M2..N−1AM2..N−1 (3.22)

= A0..M1−1B0..M1−1,M1..M2−1B0..M1−1,M2..N−1AM1..N−1. (3.23)

Proof.– (a) For a real N × N matrix A, the QR algorithm ([16, from page 252]) first introduces,
from left to right, rotation matrices between rows of indices 0 and j for j varying from 1 to N − 1
to cancel the values in column 0 and rows j for 1 ≤ j ≤ N − 1. Then rotations are chosen between

14



rows 1 and j, 1 ≤ j < N to cancel the elements in column 1 and rows j = 2, . . . , N − 1 and so on
until i = N − 2 and j = N − 1 to cancel the element at row N − 1 and column N − 2.
The result is an expression

A =
N−2
∏

i=0

N−1
∏

j=i+1

Ri,j T , (3.24)

where T is an upper triangular matrix. In this process we may choose the rotations to ensure that
T i,i ≥ 0 for 0 ≤ i ≤ N − 2. If A belongs to SO(N), T too and from orthogonality of its column
vectors we deduce that T is a diagonal matrix. Because the column vectors are unitary vectors, it
comes that T i,i = 1, 0 ≤ i ≤ N − 2 and TN−1,N−1 = ±1. Finally, because the determinant of T is
equal to 1 and is the product of diagonal elements, we get TN−1,N−1 = 1.
We deduce from this algorithm the classical result (3.19) (see [17, 18]).

(b) To cancel the elements Ai,j, j < i, we can proceed with a different order to get the expression
(3.22) by introducing from left to right rotations to cancel elements in the lower triangular part of
the matrix. In this method, rotations have always consecutive row indexes and are also extracted
from matrices with the same non null elements on the row indexes.

(c) Another way to cancel the lower triangular part of the matrix is to introduce the rotations of

1. A0..M−1 to cancel elements at places S1 = {(i, j), 1 ≤ i ≤M − 1, 0 ≤ j < i},

2. B0..M−1,M..N−1 to cancel elements at places S2 = {(i, j), M ≤ i ≤ N − 1, 0 ≤ j ≤M − 1},

3. AM..N−1 to cancel elements at places S3 = {(i, j), M + 1 ≤ i ≤ N − 1, M ≤ j < i}.

This proves identity (3.21).

(d) The identity (3.22) is obtained by cancelling the elements Ai,j, j < i by introducing from left
to right the rotations of

1. A0..M2−1 to cancel elements at places S1 = {(i, j), 1 ≤ i ≤M2 − 1, 0 ≤ j < i},

2. B0..M1−1,M2..N−1 to cancel elements at places S2 = {(i, j), M2 ≤ i ≤ N −1, 0 ≤ j ≤M1−1},

3. BM1..M2−1,M1..N−1 to cancel elements at places S3 = {(i, j),M2 ≤ i ≤ N−1, M1 ≤ j ≤ N−1},

4. AM2..N−1 to cancel elements at places S4 = {(i, j), M2 + 1 ≤ i ≤ N − 1, M2 ≤ j < i}.

It is easy to see that each rotation Ri,j in this procedure is introduced from matrices with rows of
indices i and j with null elements at the same places, as sketched in the left part of Figure 1.

The proof of identity (3.23) follows the same method by cancelling the elements Ai,j, j < i by
introducing from left to right the rotations of

1. A0..M1−1 to cancel elements at places S1 = {(i, j), 1 ≤ i ≤M1 − 1, 1 ≤ j < i},

2. B0..M1−1,M1..M2−1 to cancel elements at places S2 = {(i, j), M1 ≤ i ≤M2−1, 0 ≤ j ≤M1−1},

3. B0..M1−1,M2..N−1 to cancel elements at places S3 = {(i, j),M2 ≤ i ≤ N − 1, 0 ≤ j ≤M1 − 1},

4. AM1..N−1 to cancel elements at places S4 = {(i, j), M1 ≤ i ≤ N − 1, M1 ≤ j < i}.
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Figure 1: The sets Si, 1 ≤ i ≤ 4 at left for relation (3.22), at right for (3.23).

This method is illustrated in the right part of Figure 1.

Relation (3.21) may be strengthened by showing that A0..M−1, B0..M−1,M..N−1 and AM..N−1 are
globally commuting sets.

Theorem 3.16. Let M,N such that 2 ≤M < N .

(a) For a with 0 ≤ a < M − 1,

B0..M−1,M..N−1Ra,a+1 = Ra,a+1B0..M−1,M..N−1. (3.25)

(b) The following set commutation relations are verified

AM..N−1A0..M−1 = A0..M−1AM..N−1, (3.26)

B0..M−1,M..N−1A0..M−1 = A0..M−1B0..M−1,M..N−1, (3.27)

B0..M−1,M..N−1AM..N−1 = AM..N−1B0..M−1,M..N−1. (3.28)

Proof.– As

B0..M−1,M..N−1 =

M−1
∏

i=0

N−1
∏

j=M

Ri,j, (3.29)

and because Ra,a+1 commute with each rotation set in
∏N−1

j=M Ri,j for i 6= a and i 6= a + 1, it is
sufficient to show that

N−1
∏

j=M

Ra,j

N−1
∏

j=M

Ra+1,j Ra,a+1 = Ra,a+1

N−1
∏

j=M

Ra,j

N−1
∏

j=M

Ra+1,j . (3.30)

Now, we may write,
N−1
∏

j=M

Ra,j

N−1
∏

j=M

Ra+1,j =
N−1
∏

j=M

(Ra,jRa+1,j) , (3.31)
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and then, for every j,M ≤ j ≤ N − 1,

Ra,jRa+1,jRa,a+1 = Ra,a+1Ra,jRa+1,j, (3.32)

because this set equality amounts to use two factorizations of SO(3) as acting on rows a, a+ 1, j.
Using (3.32) for j decreasing from N −1 to M in the right member of (3.31) proves (3.30) and thus
part (a) of Theorem 3.16.

Relation (3.26) is evident because any rotation in A0..M−1 and any rotation in AM..N−1 have
no common indexes. Relation (3.28) may be easily deduced from relation (3.27) by applying a
permutation of indexes simultaneously on rows and columns.

To prove (3.27) remark that A0..M−1 is SO(M) acting on rows {0, 1, . . . ,M − 1} and thus, thanks
to relation (3.20), may be written

A0..M−1 =
M−2
∏

i=0

i+1
∏

a=M−1(−1)

Ra−1,a. (3.33)

Then, applying (a) for each of the rotation set in the right member of (3.33) from left to right,
proves (3.27).

4 Main theorems

4.1 SVD and order reduction in O(m)
M,N

The singular value decomposition (SVD) of a square matrix (cf. for example [16, 2.4, page 76],
such as used in [8], may be formulated as follows for a rectangular matrix.

Theorem 4.1. (SVD decomposition) Let M,N be integers such that M ≤ N and A a N ×M real
matrix with rank ρ. The singular value decomposition of A is given by

A = UΣV T , (4.1)

where

Σ is a ρ× ρ diagonal matrix with strictly positive diagonal elements (the singular values),

U is a N × ρ orthogonal matrix,

V is a M × ρ orthogonal matrix.

So UTU = V TV = Ir.

The order reduction method in [8] may then be extended in a straightforward manner to the case
of a rectangular paraunitary matrix.

Theorem 4.2. Let M ≤ N and A(X) ∈ O(m)
M,N . There exist m+ 1 orthogonal matrices W k, 0 ≤

k ≤ m, with W k ∈ SO(N) 1 ≤ k ≤ m and W 0 ∈ O(N), and rk, 0 < rk < N, 1 ≤ k ≤ m such that

A(X) = WmZrm..N−1Wm−1Zrm−1..N−1 . . .W 1Zr1..N−1W 0IN,M . (4.2)

When M < N , W 0 may be also chosen in SO(N).
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Proof.– A matrix A(X) ∈ O(m)
M,N with order m can be expressed as

A(X) = A0 +A1X + . . .AmX
m, (4.3)

where Ak, 0 ≤ k ≤ m are constant N ×M matrices. From the relation AT (1/X)A(X) it results
that

AT
mA0 = 0M , (4.4)

where 0M is the null M ×M matrix.
This equation implies that ρ0 + ρm ≤ N where ρ0 and ρm are the ranks of A0 and Am respectively
The SVD of A0 and Am are, following Theorem 4.1,

A0 = U0Σ0V
T
0 , (4.5)

Am = UmΣmV T
m, . (4.6)

Plugging (4.5) and (4.6) in (4.4) gives

V mΣmUT
mU0Σ0V

T
0 = 0M . (4.7)

Multiplying each member of this equality by Σ−1
m V T

m at left and by V 0Σ
−1
0 at right gives UT

mU 0 =
0ρm,ρ0 , which means that column vectors of U0 are orthogonal to column vectors of Um.
As in [8], we can construct a N × (N − ρ0 − ρm) orthogonal matrix Q⊥ with column vectors of U 0

and Um to construct a N ×N orthogonal matrix Wm

Wm = [U0 Q⊥ Um]. (4.8)

When M < N , N − ρ0 − ρm > 0 and Q⊥ may be chosen to ensure that det(Wm) = 1, i.e.
Wm ∈ SO(N). If M = N and ρ0 + ρm = N , there is no matrix Q⊥ but, when det(Wm) = −1, we
may change the first diagonal element of Σ0 and the first column vector of U0 by their opposites
to ensure that Wm ∈ SO(N).
Now A0 and Am may be written

A0 = Wm

[

Σ0V
T
0

0N−ρ0,M

]

, Am = Wm

[

0N−ρm,M

ΣmV T
m

]

, (4.9)

The end of the proof is strictly the same as in [8]. From (4.3) we get

A(X) = Wm

(

[

Σ0V
T
0

0N−ρ0,M

]

+
m−1
∑

k=1

W−1
m AkX

k +

[

0N−ρm,M

ΣmV T
m

]

Xm

)

(4.10)

= WmZrm..N−1Â(X), (4.11)

where the order of Â(X) is equal to m− 1 and ρ0 ≤ rm ≤ N − ρm. This order reduction method
can be repeated until we get a constant N ×M orthogonal matrix that may be written as W 0IN,M

with W 0 ∈ O(N) when M = N and W 0 ∈ SO(N) when M < N .
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4.2 Technical lemmas

Lemma 4.3. (Lemma 2 in [1]) For any I ⊂ {0, . . . , N − 1} with Card(I) = l < N ,

SO(N)ZISO(N) = SO(N)Z0..l−1SO(N). (4.12)

Proof.– Let I = {i1, i2, . . . , il} be a set of distinct positive integers in {0, . . . , N − 1} and s be any
permutation of {0, . . . , N−1} such that s({0, . . . , l−1}) = I and such that the permutation matrix
P s of size n defined by [P s]i,s(i) = 1 and 0 elsewhere has a determinant equal to 1.
Of course, with Ps = {P s},

SO(N) = SO(N)Ps = P T
s SO(N),

and then
SO(N)ZISO(N) = SO(N)ZISO(N) = SO(N)PsZIP

T
s SO(N).

Since PsZIP
T
s = Z0..l−1, the result follows.

Lemma 4.4. (Lemma 3 in [1])
For l1 < N − 1 et l2 < N − 1, the following set equality holds

SO(N)Z0..l2−1SO(N)Z0..l1−1SO(N) = SO(N)Z0..l1−1SO(N)Z0..l2−1SO(N). (4.13)

Proof.– We may suppose without restriction that l2 < l1. Using (3.22)

SO(N) = A0..l1−1B0..l2−1,l1..N−1Bl2..l1−1,l1..N−1Al1..N−1. (4.14)

with M1 = l2 and M2 = l1, we get

SO(N)Z0..l1−1SO(N)Z0..l2−1SO(N)

= SO(N)Z0..l1−1A0..l1−1B0..l2−1,l1..N−1Bl2..l1−1,l1..N−1Al1..N−1Z0..l2−1SO(N),

= SO(N)Z1..l1B1..l2,l1+1..nZ1..l2SO(N), (4.15)

because A0..l1−1 commutes with Z0..l1−1 and Bl2..l1−1,l1..N−1Al1..N−1 commutes with Z0..l2−1.

Now Z0..l1−1 = Z0..l2−1Zl2..l1−1 and because Zl2..l1−1 commutes with B0..l2−1,l1..N−1, we get

SO(N)Z0..l1−1B0..l2−1,l1..N−1Z0..l2−1SO(N) = SO(N)Z0..l2−1B0..l2−1,l1..N−1Z0..l1−1SO(N)

⊂ SO(N)Z0..l2−1B0..l2−1,l1..N−1Z0..l1−1SO(N).

and thus

SO(N)Z0..l1−1SO(N)Z0..l2−1SO(N) ⊂ SO(N)Z0..l2−1SO(N)Z0..l1−1SO(N), (4.16)

After replacing X by 1/X in (4.15) and multiplying by X2, we get

X2SO(N)Z−1
0..l1−1SO(N)Z−1

0..l2−1SO(N) ⊂ X2SO(N)Z−1
0..l2−1SO(N)Z−1

0..l1−1SO(N), (4.17)

and because

X2SO(N)Z−1
0..l1−1SO(N)Z−1

0..l2−1SO(N) = SO(N)Z11..N−1SO(N)Zl2..N−1SO(N)

= SO(N)Z0..n−l1−1SO(N)Z0..n−l2−1,
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using Lemma 4.3, and in the same way

X2SO(N)Z−1
0..l2−1SO(N)Z−1

0..l1−1SO(N) = SO(N)Z12..N−1SO(N)Zl1..N−1SO(N)

= SO(N)Z0..n−l2−1SO(N)Z0..n−l1−1,

we get from (4.12)

SO(N)Z0..n−l1−1SO(N)Z0..n−l2−1 ⊂ SO(N)Z0..n−l2−1SO(N)Z0..n−l1−1SO(N). (4.18)

Replacing n− l1 by l2 and n− l2 by l1 in (4.18), which is allowed because n− l1 < n− l2, if follows
that

SO(N)Z0..l2−1SO(N)Z0..l1−1SO(N) ⊂ SO(N)Z0..l1−1SO(N)Z0..l2−1SO(N). (4.19)

The lemma is proved from (4.15) and (4.19).

Lemma 4.5. (Lemma 4 in [1]) For l1 < N − 1, l2 < N − 1 and l1 > l2 + 1,

SO(N)Z0..l2−1SO(N)Z0..l1−1SO(N) ⊂ SO(N)Z0..l1−2SO(N)Z0..l2SO(N). (4.20)

Proof.– The proof uses the same argument as in the previous lemma. From equality (4.15), as
Z0..l1−1 = Z0..l1−2Zl1−1 and observing that Zl1−1 commutes with B0..l2−1,l1..N−1, we get

SO(N)Z0..l1−1B0..l2−1,l1..N−1Z0..l2−1SO(N)

= SO(N)Z0..l1−2B0..l2−1,l1..N−1Zl1−1Z0..l2−1SO(N), (4.21)

and therefore

SO(N)Z0..l1−1SO(N)Z0..l2−1SO(N) ⊂ SO(N)Z0..l1−2SO(N)Zl1−1Z0..l2−1SO(N).

Because, from Lemma 4.3,

SO(N)Z0..l1−2SO(N)Zl1−1Z0..l2−1SO(N) = SO(N)Z0..l1−2SO(N)Z0..l2SO(N), (4.22)

this achieves the proof.

4.3 The Givens sets UM,N,m,d

Definition 4.6. Let M and N be two positive integers such that 1 ≤ M ≤ N and N ≥ 2 when
M = 1. For m ≥ 1 and d,m ≤ d ≤ m(N − 1) let us define k and l by d = (l − 1)m + k with
1 ≤ k ≤ m, that is

k = [(d − 1) mod m] + 1, l = [(d− 1) quo m] + 1. (4.23)

The set UM,N,m,d is defined for m ≥ 1 by

UM,N,m,d = SO(N) [Z0..l−1SO(N)]k [Z0..l−2SO(N)]m−k IN,M . (4.24)
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Lemma 4.7. For given M,N, 1 ≤ M ≤ N , N ≥ 2 when M = 1, m ≥ 1 and a sequence of m
subsets Ii, 1 ≤ i ≤ m of {0, . . . , N − 1} with 1 ≤ Card(Ii) ≤ N − 1, the following set inclusion is
satisfied

SO(N)ZI1SO(N)ZI2 . . . SO(N)ZImSO(N)IN,M ⊂ UM,N,m,d, (4.25)

where d =
∑m

i=1 Card(Ii).

Proof.– As UM,N,m,d = UN,N,m,dIN,M , it is sufficient to prove the lemma for N =M .
Using Lemma 4.3, for 1 ≤ k ≤ m, we may replace ZIk in (4.7) by Z0..rk−1 where rk = Card(Ik) and
then, without changing the set SO(N)ZI1SO(N)ZI2 . . . SO(N)ZImSO(N), we may assume that
rk, 1 ≤ k ≤ m is a increasing sequence thanks to Lemma 4.4. Of course, d =

∑m
k=1 rk. Let us

denote by U(r1, r2, . . . , rm) the set

U(r1, r2, . . . , rm) = SO(N)Z0..r1−1SO(N)Z0..r2−1SO(N) . . . Z0..rm−1SO(N). (4.26)

Now, for a such that rm ≤ a ≤ r1, let na be the number of rk, 1 ≤ k ≤ m equal to a. Of course
nrm > 0, nr1 > 0, na ≥ 0 for rm < a < r1 and

∑r1
a=rm

na = m,
∑r1

a=rm
ana = d. When r1 − rm ≤ 2,

let us consider the two steps following transformation :

1. Move the last factor Z0..rm−1 in the expression of U(r1, r2, . . . , rm) to the second place at left,
without changing this set thanks to Lemma 4.4, i.e. U(r1, r2, . . . , rm) = U(r1, rm, r2, . . . , rm−1).

2. Using Lemma 4.5, we get U(r1, rm, . . . , rm−1) ⊂ U(r1−1, rm+1, . . . , rm−1) = U(r′1, r
′
2, . . . , r

′
m)

where (r′1, r
′
2, . . . , r

′
m) is the reordering of (r1− 1, rm+1, . . . , rm−1) in an increasing sequence.

Let us denote again by (r1, r2, . . . , rm) the sequence (r′1, r
′
2, . . . , r

′
m).

The values of nr1 and nrm for the new sequence are thus decreased by 1. So the transformation
may be iterated until nr1 = 0 or nrm = 0, in which case the value of r1 − rm is decreased by 1 or
2, while U(r1, . . . , rm) is increased for set inclusion.
This process may be continued until r1−rm = 0 or r1−rm = 1 and provides an increasing sequence
U(r1, . . . , rm) for set inclusion. The value of

∑m
i=1 ri is kept invariant, equal to d.

If r1 − rm = 0, ri = r1 for 1 ≤ i ≤ m and denotes by l their common value. We thus get
d = ml = m(l − 1) + k with k = m.
If r1 − rm = 1, let us denote by l the number r1 and by k the number of ri’s equal to l. So m− k
is the number of ri equal to l − 1 and d = kl + (m− k)(l − 1) = m(l − 1) + k with 1 ≤ k < m.
Therefore in both cases U(r1, r2, . . . , rm) = UM,N,m,d.

Lemma 4.8. Let M and N be two positive integers such that 1 ≤M ≤ N and N ≥ 2 when M = 1.
For m ≥ 1 and d,m ≤ d ≤ m(N − 1),

σmUM,N,m,d = UM,N,m,mN−d. (4.27)

Proof.– From

XmUM,N,m,d(1/X)=SO(N) [XZ0..l−1(1/X)SO(N)]k [XZ0..l−2(1/X)SO(N)]m−k IN,M , (4.28)

and

XZ0..l−1(1/X) = Z0..N−1 Z0..l−1(1/X) = Zl..N−1, (4.29)
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we get, using Lemma 4.3

XmUM,N,m,d(1/X) = SO(N) [Z0..N−l−1SO(N)]k [Z0..N−lSO(N)]m−k IN,M , (4.30)

and then, using Lemma 4.4

XmUM,N,m,d(1/X) = SO(N) [Z0..N−lSO(N)]m−k [Z0..N−l−1SO(N)]k IN,M . (4.31)

Therefore σmUM,N,m,d = UM,N,m,d′ where d
′ = (m− k)(N − l+1)+ k(N − l) = mN −m(l− 1)− k.

As d = m(l − 1) + k, we get d′ = mN − d and this proves (4.8).

The sets of matrices defined by (4.6) may be expressed as Givens sets as shown in the following
theorem.

Theorem 4.9. Let M and N be two positive integers such that 1 ≤ M ≤ N and N ≥ 2 when
M = 1, m ≥ 1, d,m ≤ d ≤ m(N − 1) and k, l defined by equation (4.23). Then

(a) The set UM,N,m,d has the following representation as a Givens set:

UM,N,m,d (4.32)

= (B0..l−1,l..N−1Z0..l−1)
k (B0..l−2,l−1..N−1Z0..l−2)

m−k B0..M−1,M..N−1A0..M−1IN,M .

(b) If d satisfies m ≤ d ≤ mM , then the dimension of (4.32) is equal to

f(M,N,m, d) = kl(N − l) + (m− k)(l − 1)(N − l + 1) +M(N −M) +
M(M − 1)

2
, (4.33)

and the representation of UM,N,m,d given by (4.32) is thus locally injective.

Proof.– From equation (4.23) it follows that 1 ≤ l ≤M .
Using (3.21) and (3.27), we get

SO(N)Z0..l−1SO(N) = B0..l−1,l..N−1A0..l−1Al..N−1Z0..l−1SO(N) = B0..l−1,l..N−1Z0..l−1SO(N),

because Al..N−1 and A0..l−1 commute with Z0..l−1. In a similar way

SO(N)Z0..l−2SO(N) = B0..l−2,l−1..N−1Z0..l−2SO(N). (4.34)

Furthermore

SO(N)IN,M = B0..M−1,M..N−1A0..M−1AM..N−1IN,M = B0..M−1,M..N−1A0..M−1IN,M . (4.35)

This achieves the proof of (a).

Because of its length, a detailed proof of (b) has been moved in Appendix C.

Denoting by UM,N,m the set of N ×M paraunitary matrices that belong to a set given by (4.25),
it results from Lemma 4.7 that

UM,N,m =

m(N−1)
⋃

d=m

UM,N,m,d. (4.36)

Depending on the values ofM,N andm, this expression can be simplified as proved in the following
Theorems 4.13, 4.14 and 4.10.
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4.4 The case M = N

Theorem 4.10. [1] Let N ≥ 2. For m ≥ 1 and m ≤ d ≤ m(N − 1), let us define k and l defined
by (4.23). Then

(a) For m ≤ d ≤ (N − 1)m

UN,N,m,d = (B0..l−1,l..N−1Z0..l−1)
k (B0..l−2,l−1..N−1Z0..l−2)

m−k A0..N−1, (4.37)

and this angular parametrization is locally injective with dimension f(N,N,m, d).

(b) Thus

UN,N,m =

m(N−1)
⋃

d=m

UN,N,m,d. (4.38)

The m(N − 2) + 1 sets UM,N,m,d form a partition of UN,N,m and are the real algebraic com-
ponents of the algebraic decomposition of UN,N,m as well as its connected components.

Proof.– A proof is given in [1] using the lemmas of 4.2. The real algebraic property and the partition
property of the UM,N,m,d result from the fact that

UN,N,m,d = {A, A ∈ UN,N,m, val(A) = deg(A) = d} . (4.39)

A detailed proof of dim(UN,N,m,d) = f(N,N,m, d), which is not given in [1], is given in Appendix
C where only M ≤ N is used, not M < N .

Remark 4.11. For d = rm, 1 ≤ r ≤ N − 1, we get f(N,N,m, rm) = mr(N − r)+ N(N−1)
2 , which

is the number µ3 of angular parameters for this particular case given by formula (1.3).

It is now possible to prove the following result that completes Lemma 2.3

Theorem 4.12. For given M and N such that 1 ≤M ≤ N , m ≥ 1, and 0 ≤ d ≤ m(N − 1), Ad,d

is an irreducible algebraic Givens set.

Proof.– For N =M , the result is already known from Theorem 4.10.
ForM < N , because the proof uses matrices of sizes N×M andM×M , we will denote by AM,N,d,d

the set Ad,d relative to parameters M,N,m and by AM,M,d,d the set Ad,d relative to parameters
M,M,m.

Let A ∈ AM,N,d,d. For every set J ⊂ {0, 1, . . . , N−1} with Card(J) =M and I = {0, 1, . . . ,M−1},
we get Det(AJ,I) = αJX

d where at least one αJ is not null. So there exists a N ×N permutation
matrix Π such that B = ΠA satisfies Det(BI,I) = β0X

d with β0 6= 0. Now introducing the subsets
Jk = {k, 1, . . . ,M − 1}, M ≤ k ≤ N − 1, Det(BJk,I) = βkX

d.
For k =M , there exists an angle θM ∈ T such that

[

cos θM − sin θM
sin θM cos θM

] [

β0
βM

]

=

[

γM
0

]

,

with γM > 0, γ2M = β20 + β2k . Let BM = R0,M (θM )B. The row of index 0 of BM is given by

[BM ]0,j = cos θMB0,j − sin θMBM,j, 0 ≤ j ≤M − 1,
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the row of index M is given by

[BM ]M,j = sin θMB0,j + cos θMBM,j, 0 ≤ j ≤M − 1,

while the others rows of BM are equal to those of B. It follows that

Det([BM ]I,I) = cos θMDet(BI,I)− sin θMDet(BJk,I) = γM ,

Det([BM ]JM ,I) = sin θMDet(BI,I) + cos θMDet(BJk,I) = 0.

In the same way, for successive k from M + 1 to N − 1, angles θM+1, . . . , θN1
can be found such

that the matrix
C = R0,N−1(θN−1) . . .R0,M (θM )B, (4.40)

satisfies
Det(CI,I) = γN1

Xd, γN−1 > 0 and Det(CJk,I) = 0, M ≤ k ≤ N − 1. (4.41)

For 0 ≤ r ≤ N−1, the row of C of index r is denoted by vr. Because Det(CI,I) 6= 0, v1, v2, . . . , vM−1

are independent polynomials, while for M ≤ k ≤ N − 1, Det(CJk,I) = 0 and vk is thus a linear
combination of v1, v2, . . . , vM−1. From this we may express C as C = KD where D = CI,I and
K is a N ×M constant matrix such that

K =

[

IM

L

]

, (4.42)

where L is a constant (N −M)×M matrix.

Using the QR factorization ([16, Theorem 5.2.1]), there exists an orthogonal N ×N matrix Q and
an upper triangular N ×M matrix R with positive diagonal entries such that K = Q R. Now
defining E = RI,ID, we get C = Q E.

Because C is a paraunitary matrix, because A, B and C defined by (4.40) are paraunitary, we get

IM = CT (1/X)C(X) = ET (1/X)QTQE(X) = ET (1/X)E(X), (4.43)

and so E is a M ×M paraunitary matrix such that Det(E) = Det(RI,I)Det(D) = γXd with γ > 0
and thus from (4.43), γ = 1 and E is paraunitary and E ∈ AM,M,d,d.

Now from Theorem 4.10, AM,M,d,d is a Givens set and E may be written, as any matrix of UM,M,m,d,
using the representation (4.37).
To any M ×M paraunitary matrix M , we may associate the N ×M paraunitary matrix M̃ such
that M̃ I,I = M and M̃ I,{0,...N−1}\I = ON−M,M where ON−M,M is the null (N −M)×M matrix.

Moreover if G is a Givens set of M ×M paraunitary matrices, then G̃ = {M̃ , M ∈ G} is a Givens
set of N ×M paraunitary matrix because if G = T1T2 . . . TnT

E[s, ε] then

G̃ = T̂1T̂2 . . . T̂nT
Ẽ[s, ǫ], (4.44)

where the M ×M matrices in T1, T2, . . . TnT
sets are extended to similar matrices of size N × N ,

shifts on rows r with 0 ≤ r ≤M−1 or rotations with row indexes i, j with 0 ≤ i < j ≤M−1. Ẽ[s, ǫ]
is also an elementary paraunitary matrix E[s̃, ε] where s̃ from {0, 1, . . . ,M −1} to {0, 1, . . . , N −1}
is defined by s̃c = s(c), 0 ≤ c ≤M − 1.

So we have proved that A may be written as a A = UD̃ with U ∈ SO(N) and AM,N,d,d =
SO(N)ÃM,M,d,d is a Givens set. Because AM,N,d,d is an algebraic set, it is an irreducible Givens
set from Theorem 3.10.
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4.5 The case N ≥ 2M

Theorem 4.13. Let M ≥ 1 and N ≥ 2M . Then, for m ≥ 1 and k, l defined by (4.23),

(a) For m ≤ d < mM , UM,N,m,d ( UM,N,m,d+1 ,

(b) For m(N −M) ≤ d < m(N − 1)− 1, UM,N,m,d ) UM,N,m,d+1 ,

(c) For mM ≤ d ≤ m(N −M), UM,N,m,d = UM,N,m,mM

(d)

UM,N,m = (B0..M−1,M..N−1Z0..M−1)
mB0..M−1,M..N−1A0..M−1IN,M , (4.45)

which is a locally injective Givens set with dimension (m+ 1)M(N −M) + M(M−1)
2 .

Proof.– For m = 1 and M ≤ d ≤ N − 2, from (4.23) we get k = 1, l = d and

UM,N,1,d = SO(N)Z0..d−1SO(N)IN,M , (4.46)

UM,N,1,d+1 = SO(N)Z0..dSO(N)IN,M . (4.47)

Using (3.23) with M1 = d and M2 = d+ 1 gives

UM,N,1,d+1 = SO(N)Z0..dA0..d−1B0..d−1,d..dB0..d−1,d+1..N−1Ad..N−1IN,M . (4.48)

Because A0..d−1 and B0..d−1,d..d commute with Z0..d and Ad..N−1IN,M = IN,M , it follows that

UM,N,1,d+1 = SO(N)Z0..dB0..d−1,d+1..N−1IN,M . (4.49)

Now Z0..d = Z0..d−1Zd, Zd commutes with B0..d−1,d+1..N−1 and ZdIN,M = IN,M . So

UM,N,1,d+1 = SO(N)Z0..d−1B0..d−1,d+1..N−1IN,M . (4.50)

Using relation (3.21) with M = d gives

UM,N,1,d = SO(N)Z0..d−1A0..d−1B0..d−1,d..N−1Ad..N−1IN,M (4.51)

= SO(N)Z0..d−1B0..d−1,d..N−1IN,M . (4.52)

Because B0..d−1,d+1..N−1 ⊂ B0..d−1,d..N−1, we get UM,N,1,d+1 ⊂ UM,N,1,d.
Thus the sequence UM,N,1,d, M ≤ d ≤ N − 1 is a decreasing sequence of d for set inclusion. Using
that σ1UM,N,1,d = UM,N,1,N−d, it follows that the sequence UM,N,1,d, 1 ≤ d ≤ N−M is an increasing
sequence for inclusion and therefore a constant sequence for M ≤ d ≤ N −M with value UM,N,1,M .

When m > 1 and mM ≤ d < m(N − 1), then there exists one and only one distinct factor
in the factorization of UM,N,1,d and UM,N,1,d+1, Z0..l−1 for UM,N,1,d and Z0..l for UM,N,1,d+1 with
M ≤ l < N − 1.
Using Lemma 4.5, these two factors can be moved to the right of the factorization and using the
previous result for m = 1, we deduce that the sequence UM,N,m,d, mM ≤ d ≤ m(N − 1) is a
decreasing sequence for inclusion. Using the symmetry relation (4.27), it follows that the sequence
UM,N,m,d, m ≤ d ≤ m(N −M), is an increasing sequence for inclusion. This achieves the proof of
parts (a), (b) and (c) of the theorem but not for the strict inclusions in (a) and (b).

For m ≤ d ≤ m(N − 1), let us denote here by fl(d) and fk(d) the numbers defined by (4.23).
For d = lm, 1 ≤ l ≤ N − 1, we obtain fl(d) = l and fk(d) = m, that gives f(M,N,m, lm) =
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ml(N − l) + M(N − M) + M(M−1
2 where the function f is given by (4.33). So, as a function

of l, f(M,N,m, lm) is a second degree polynomial, which is a strictly increasing function for
1 ≤ l ≤ ⌊N2 ⌋. Now for a fixed value of l and for 1 ≥ k ≤ m, we get from (4.23), fl(lm+ k) = l + 1
and fk(lm+ k) = k. Thus, because f(M,N,m, d) is a linear function of k for a fixed value of l, we
deduce that f(M,N,m, d) is linear function of d in each integer interval [lm, (l+1)m], 1 ≤ l < N−1.
This implies that f(M,N,m, d) is a strictly increasing function for d, m ≤ d ≤ mN

2 .
As M ≤ N

2 , we obtain that the dimension of UM,N,m,d is a strictly increasing function of d for
m ≤ d ≤ mM and thus the inclusions in (a) are strict inclusions.
Thanks to the symmetry relation (4.27), this implies that inclusion in (b) are strict inclusions.

From (a), (b) and (c), it results that UM,N,m = UM,N,m,mM and (d) is a direct consequence of
Theorem 4.9.

4.6 The case M < N < 2M

Theorem 4.14. Let M ≥ 2 and M < N < 2M . Then, for m ≥ 1 and k, l defined by (4.23),

(a) For m ≤ d ≤ (N − 1)m, and k, l such that d = (l − 1)m+ k,

UM,N,m,d = (B0..l−1,l..N−1Z0..l−1)
k (B0..l−2,l−1..N−1Z0..l−2)

m−k

A0..M−1B0..M−1,M..N−1IN,M , (4.53)

and this angular parametrization is locally injective with dimension f(M,N,m, d).

(b) For m ≤ d < m(N −M), UM,N,m,d ( UM,N,m,d+1 ,

(c) For mM ≤ d < m(N − 1)− 1, UM,N,m,d ) UM,N,m,d+1 ,

(d) Thus

UM,N,m =

mM
⋃

d=m(N−M)

UM,N,m,d. (4.54)

Each of the m(2M −N) + 1 sets UM,N,m,d is not included in the union of the others.

Proof.– (a) From Theorem 4.9, it comes that (a) is true for m ≤ d ≤ mM . Using the symmetry
relation (4.27), (a) is also true form(N−M) ≤ d ≤ m(N−1). Because N < 2M , m(N−M) < mM
and thus (a) is true for every d, m < d < m(N − 1).

(b) The set inclusion is proved as in Theorem 4.13 and the strict inclusion results from the fact
that f(M,N,m, d) is a strictly increasing function of d for m ≤ d ≤ mN

2 .

(c) Using symmetry relation (4.27), (c) is equivalent to (b).

(d) For d such that m(N − M) ≤ d ≤ mM , let Gd = UM,N,m,d. From Theorem (3.9), we get
Gd ⊂ Ad−m(N−M),d. In (4.53), setting all angles to 0 gives Gd(0) = (Z0..l−1)

k (Z0..l−2)
m−k IN,M

Because l = [(d− 1) quo m]+ 1, we get N −M ≤ l ≤M and for I = J = {0, . . . ,M − 1}, [Gd]I,J is
theM×M diagonal matrix for which the element of row r is Xm for 0 ≤ r ≤ l−2, Xk for r = l−1,
and 1 for l ≤ r ≤M − 1. Its determinant is equal to X(l−1)m+k = Xd. Hence deg(Gd) = d.
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That val(Gd) = d − m(N − M) is proved by symmetry. As deg(GmN−d(0) = m(N − M) − d,
val(σm[Gm(N−M)−d(0)]) = mM − (mN − d) = d − m(N − M). Because σmGmN−d = Gd and
σm[Gm(N−M)−d(0)] ∈ Gd, this proves that val(Gd) = d−m(N −M).

Let us consider the partition of UM,N,m formed by the subsets Bv,d, 0 ≤ v ≤ d ≤ m(N − 1) defined
in subsection 2.3.
Let d,m(N −M) ≤ d ≤ mM and A ∈ Bd−m(N−M),d.
If d < mM , as val(B) ≤ d′ −m(N −M) > d−m(N −M) for any d′ > d and B ∈ UM,N,m,d′ from
Theorem 3.9 (b), A 6∈ UM,N,m,d′ for d

′ > d.
If d > m(N −M), as deg(B) ≤ d′ < d for any d′ < d and B ∈ UM,N,m,d′ from Theorem 3.9 (b)
again, A 6∈ UM,N,m,d′ for d

′ < d.
Therefore A ∈ UM,N,m \⋃d′ 6=d UM,N,m,d′ = UM,N,m,d \

⋃

d′ 6=d UM,N,m,d′ .

Bd−m(N−M),d is thus a dense subset of UM,N,m,d, elements of which do not belong to
⋃

d′ 6=d UM,N,m,d′ .
This achieves the proof of Theorem 4.14.

Remark 4.15. It does not result from Theorem 4.14 (d) that (4.54) is the decomposition of UM,N,m

in irreducible algebraic sets because it is not proved that UM,N,m,d is irreducible.

However, from Theorem 3.10, it follows that UM,N,m,d
Z
is irreducible.

If Conjecture 2.4 was true, then Bd−m(N−M),d
Z

= Ad−m(N−M),d and because Bd−m(N−M),d ⊂
UM,N,m,d ⊂ Ad−m(N−M),d, UM,N,m,d

Z
= Ad−m(N−M),d and the decomposition of UM,N,m would

be given by

UM,N,m =

mM
⋃

d=m(N−M)

Ad−m(N−M),d. (4.55)

More generally, we are led to the following conjecture

Conjecture 4.16. Let M,N such that M < N . For any v and d such that v ≤ d, if Bv,d 6= ∅ then
Av,d is an irreducible Givens set.

5 Conclusion

An ensemblist approach has been presented to cover the different possibilities of getting new
parametrization descriptions of the rectangular N × M paraunitary matrices sets composed of
degree-m polynomials with real coefficients. The proposed parameterizations are complete, and for
given minimum number of shifts, d, involve a minimum number of independent angular parame-
ters. These new representations result from an in depth algebraic analysis of sets, named Givens
sets, composed of rotation and shift (i.e. delay) matrices. We have shown that the mathematical
properties of these Givens sets could be different according to the respective values of N and M .
For three cases, corresponding either to N = M , N ≥ 2M and M < N < 2M , we have derived
key algebraic properties of the associated Givens sets, together with the expression of their dimen-
sion as a function of N,M,m and d. Our analysis shows that the study PU matrices has strong
connections with some algebraic geometry topics. However, if the investigation of the reducibility
properties of polynomial matrices could help us to characterize Givens sets, there are still two es-
sential conjectures to solve in order to completely characterize Givens sets for M < N < 2M when
being partitioned according to the McMillan degree and valuation of their representative matrices.
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A Counterexamples for Theorem 1 and Lemma 2 in [1]

Let us consider, in SO(4,R), the 6! = 720 Givens sets obtained as a product in any order of the
six rotation sets R0,1, R0,2, R0,3, R0,1, R0,2, R1,2, and look for their property of being algebraic sets.
Those sets belong to two disjoint subsets

1. Those for which the two first rotations sets starting from left have a common index, and their
algebraic property is not modified when we apply a simultaneous permutation on rows and
columns. So we may assume that the two first rotation sets at left are R0,1 et R0,2. The
number of cases to study is then reduced to 4! = 24.

2. Those for which the two first rotation sets at left have no common indexes and this reduces
also the number of cases to study to 24, assuming that the two rotation sets starting from left
are R0,1 et R1,2. Observing that the transposition of a Givens set is also a Givens set because
RT

i,j = Ri,j = Rj,i and preserves the algebraic property, we may suppress from this second
set those Givens sets for which the two rotation sets at right have a common index and thus
for which their transposed Givens set are already considered in the first subset. Then there
remains only 8 Givens sets in this subset.

For remaining Givens sets, we may then use

• the commutation rule between two rotation sets when their indexes are disjoints sets;

• the different expressions of SO(3,R) as a product of three rotations sets when the set of
indexes of three consecutive rotations sets has only three elements;

• a permutation of indexes followed by a transposition.

Then there remains 5 Givens sets to study

G1 = R0,1 R0,2 R0,3 R1,2 R1,3 R2,3

G2 = R0,1 R0,2 R1,3 R0,3 R1,2 R2,3

G3 = R0,1 R0,2 R1,3 R2,3 R0,3 R1,2

G4 = R0,1 R0,2 R2,3 R1,3 R0,3 R1,2

G5 = R0,1 R2,3 R0,2 R1,3 R0,3 R1,2

It is known by 3.19 that G1 = SO(4,R) and because Gi, i = 2, . . . , 5 have also a dimension equal
to 6, we try to know if they are also equal to SO(4,R).

A numerical computation allows to have a first idea of the result. For i ∈ 1, 2, 3, 4, we choose
at random a point G1(α) in G1 where α = (α1, . . . , α6) and we try to know if there exists θ =
(θ1, . . . , θ6) such that G2(θ) = G1(α) by computing the minimum of the function

F (α) = min{
3
∑

r=0

3
∑

c=0

|[G2(θ)−G1(α)]r,c|2 , θ ∈ R6}. (A.1)

With a global optimization software (CFSQP, [19]), we compute F (α) for M random choices of α
and a fixed maximum number of random initial values for θ. The optimization process is stopped
when the value of F (α) is less to a given threshold ε > 0. In our tests, we first choose M = 10,
N = 2000, ε = 10−13 and if we obtained F (α) < ǫ, we then chose M = 100000. Numerical results
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allows us to believe that G3 = G4 = G5 = SO(4,R) but that the measure of SO(4,R) \ G2 is
strictly positive.

We can, after that experience, prove the following proposition.

Proposition A.1. G2 is strictly included in SO(4,R) and thus G2 is not a real algebraic set.

Proof.– Indexes of angles being decreasing from left to right, with

G2(θ) = R0,1(θ6) R0,2(θ5) R1,3(θ4) R0,3(θ3) R1,2(θ2) R2,3(θ1), (A.2)

we get, with notations ci = cos θi, si = sin θi, 1 ≤ i ≤ 6

g2,0 = G2(θ)2,0 = c3s5, g2,1 = G2(θ)2,1 = s2c5,

g3,0 = G2(θ)3,0 = s3c4, g3,1 = G2(θ)3,1 = c2s4.

From Schwarz’s inequality, it follows that

|g2,0|+ |g2,1|+ |g3,0|+ |g3,1| ≤ (s25 + c25 + c24 + s24)
1

2 (c23 + s22 + s23 + c23)
1

2 = 2. (A.3)

A maximum equal to 2 is moreover reached for θi =
π
4 , 2 ≤ i ≤ 5.

On the other hand, let us consider the orthogonal matrix A = G1(α) with αi =
π
3 , 1 ≤ i ≤ 6,

A =















1
8 −3

8 − 1
8

√
3 9

16 + 1
8

√
3 − 5

16

√
3 + 3

8

1
8

√
3 −3

8

√
3 + 1

8
1
16

√
3− 3

8
9
16 + 1

8

√
3

1
4

√
3 −1

4

√
3 −3

8

√
3 + 1

8 −3
8 − 1

8

√
3

1
2

√
3 1

4

√
3 1

8

√
3 1

8















.

As |A2,0|+ |A2,1|+ |A3,0|+ |A3,1| = 5
√
3

4 > 2, A does not belong to G2, and therefore also all the
points in a neighborhood of A in SO(4,R).

Let now A ∈ G2 and V an open neighbouhood of A ⊂ G2 for the Euclidean topology. As
for any X ∈ SO(A), there exists Y ∈ SO(4) such that Y A = X (namely Y = X ;A

−1) ,
SO(4) = ∪Y ∈SO(4)Y V and each Y V is an open set in SO(4) and because SO(4) is compact, we
can extract a finite covering SO(4) = ∪i∈IY i∈IV = ∪iinIY iG2. If G2 were irreductible, then each
Y iG2, i ∈ I too, and because SO(4) is irreductible, this would imply that Y iG2 = SO(4) for all
i ∈ I, Then G2 = Y −1

i SO(4) = SO(4), which is not true. Thus G2 is not an algebraic set.

It is because the conclusion of Lemma 2 is false that we obtained a wrong proof of Theorem 1,
which is also false, in the appendix of [1].

Indeed let us consider the Givens set

G = R0,3G2 = R0,3 R0,1 R0,2 R1,3 R0,3 R1,2 R2,3. (A.4)

Setting to 0 the angle of rotation R0,3, we get that G is included in

G′ = R0,3 R0,1 R0,2 R1,3 R0,3 R1,2 R2,3. (A.5)

32



Let us now introduce the permutation on indexes σ : (1, 2, 3, 4) → (1, 3, 4, 5) and let us apply this
permutation on both rows and columns of G′. The following Givens set G” is obtained

G” = R0,1 R0,2 R0,3 R1,2 R2,3 R1,3. (A.6)

So G” = Πσ G
′ΠT

σ where Πσ is the permutation matrix of σ. The product R1,2 R2,3 R1,3 is the
set of all rotations acting on rows and columns with indexes 2,3,4, and can also be written as
R1,2 R1,3 R2,3 because Theorem 1 is true for n = 3. Therefore we get

G” = R0,1 R0,2 R0,3 R1,2 R1,3 R2,3 = SO(4,R) (A.7)

We deduce that G′ = ΠT
σ SO(4,R) Πσ = SO(4,R), and thus R0,3G2 is such that dim(R0,3G2) =

dim(G2) = 6, but because G2 is strictly included in R0,3G2 = SO(4,R) from the previous result,
we obtain a counterexample for Lemma 2.
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B Generic properties

The following theorem is well known and often used in the literature, but we could not find a
precise reference to a published book or paper. As its proof is an immediate consequence of
Tonelli’s theorem first published in 1909, we are still looking for a good old reference. For the sake
of completeness, a proof is given below.

Theorem B.1. (a) Let n ≥ 1 and p(x), x ∈ Rn a polynomial in n variables. Then p is identically
null or the set of its zeroes has a null measure in Rn.

(b) Let p(θ1, . . . , θn) a polynomial in cos θi, sin θi, 1 ≤ i ≤ n with real coefficients. Then p is
identically null or the set of its zeroes has a null measure in Rn.

Proof.– The proof of (a) is a classical application of Tonelli’s theorem for Lebesgue measure on Rn

and is done by recurrence on n. It is given here, adapting the elegant simple proof in [20], for the
sake of completeness.
Here λn denotes the Lebesgue measure on Rn. First remark that the set of zeroes of p is a measurable
set in Rn for λn because it is a closed set.
The result for n = 1 is true because a non null polynomial has only a finite number of real roots.
Let n > 1 and suppose that the result is true for n − 1. p(x), x = (x1, x2, . . . , xn) may be written
as a polynomial in x̄ = (x2, . . . , xn) for which coefficients are polynomials in x1:

p(x) =
∑

j

pj(x1)x̄
j , j = (j2, . . . , jn), x̄

j = xj22 . . . x
jn
n . (B.1)

As p is not identically null, there exists a multi-indice j0 such that pj0 is not identically null, and
thus has a finite number of zeros in x1: N1 = {x1, pj0(x1) = 0}.
Now, for every real x1 consider the polynomial rx1

(x̄) =
∑

j pj(x1)x̄
j with n − 1 variables x̄. As

the result is true pour n− 1 variables, two cases can occur

1. rx1
is identically null, that is pj(x1) = 0 for every j and thus pj0(x1) = 0. Therefore N2 =

{x1, rx1
≡ 0} ⊂ N1 is finite and has measure 0.

2. For x1 ∈ R \N2, λn−1({x̄, rx1
(x̄) = p(x1, x̄) = 0}) = 0.

Using Tonelli theorem

λn({x, p(x) = 0}) =

∫

λn−1({x̄ p(x1, x̄) = 0}) dx1

=

∫

N2

λn−1({x̄ p(x1, x̄) = 0}) dx1 +
∫

R\N2

0 dx1

= 0. (B.2)

For any i, 1 ≤ i ≤ n, by excluding the set {(2k+1)π, k ∈ Z} of measure 0, cos θi and sin θi may be

expressed as rational functions of ti = tan θi
2 : cos θi =

1−t2i
1+t2i

, sin θi =
2ti
1+t2i

. So p(θ1, . . . , θn) may be

expressed as a rational function N(t1,...,tn)
D(t1,...,tn)

of t1, . . . , tn. If p is not identically null, the polynomial

N(t1, . . . , tn) is not null too. Following (a), the set of zeroes of N has measure 0, and the same
property holds for the zeroes (θ1, . . . , θn) of p.
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Several applications of Theorem B.1 to Givens sets are used in the paper.

As in 3.2, let us consider a Givens set G = T1T2 . . . TnT
IN,M with nR rotation sets and φG its

parametric representation from RnR to G. Elements in G are polynomial functions of cos θl and
sin θl, 1 ≤ l ≤ nR.
Denoting by Ril,jl the l-th rotation set in G, the Jacobian matrix element ∂φG

∂θl
is obtained by

replacing Ril,jl in G by Dil,jl = {Dil,jl(θl), θl ∈ R} where Dil,jl(θl) is defined by (C.10). So
the elements of the Jacobian matrix J(θ), θ = (θ1, . . . , θnR

), are also polynomial in cos θl and
sin θl, 1 ≤ l ≤ nR. If the dimension of G is equal to d, then all minors of J(θ) of order r, r > d are
identically null while there exists a value of θ for which a minor of order d is non null. Because any
minor of J(θ)) is a polynomial function of the elements of J(θ)), and thus a polynomial function
of cos θl and sin θl, 1 ≤ l ≤ nR, applying Theorem B.1 this minor is non null except on a set of θ
with null measure.

For any matrix A ∈ G and I ⊂ {0, . . . , N − 1}, J ⊂ {0, . . . ,M − 1} such that n = Card(I) =
Card(J) ≤ M , the coefficients of elements of AI,J defined in 2.3 are polynomials in cos θl and
sin θl, 1 ≤ l ≤ nR and so are the coefficients of its determinant Det(AI,J).
deg(G) is the maximum degree in X of Det(AI,J) for Card(I) = Card(J) = M . So there exists
A ∈ G, I0, J0 with Card(I0) = Card(J0) = M , such that the coefficients of order d > deg(G) of
Det(AI,J), Card(I) = Card(J) = M , are indentically null, while the coefficient or order deg(G) of
Det(AI0,J0) is non null. So, from Theorem B.1, the coefficient or order deg(G) of Det(φG(θ)I0,J0)
is non null except on a set with null measure.

The same proof holds for the valuation of Det(AI,J), i.e. the maximum order of a non null of its
coefficients, and thus for val(G).
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C Proof of Theorem 4.9 (b)

The number of rotation sets in (4.32) being equal to f(M,N,m, d), where f is defined by (4.33),
the dimension of UM,N,m,d is less or equal to f(M,N,m, d).

The parametric representation associated to expression (4.32) may be denoted

G(θ, φ, α, β) =

k
∏

a=1





l−1
∏

i=0

N−1
∏

j=l

Ri,j(θa,i,j) Z0..l−1





m−k
∏

b=1





l−2
∏

i=0

N−1
∏

j=l−1

Ri,j(φb,i,j) Z0..l−2





M−1
∏

i=0

N−1
∏

j=M

Ri,j(αi,j)

M−2
∏

i=0

M−1
∏

j=i+1

Ri,j(βi,j) IN,M (C.1)

where

θ = {θn,i,j, 1 ≤ n ≤ k, (i, j) ∈ I1}, (C.2)

φ = {φn,i,j , 1 ≤ n ≤ m− k, (i, j) ∈ I2}, (C.3)

α = {αi,j , (i, j) ∈ I3}, (C.4)

β = {βi,j , (i, j) ∈ I4}, (C.5)

with

I1 = {i, j), 0 ≤ i ≤ l − 1, l ≤ j ≤ N − 1}, (C.6)

I2 = {i, j), 0 ≤ i ≤ l − 2, l − 1 ≤ j ≤ N − 1}, (C.7)

I3 = {i, j), 0 ≤ i ≤M − 1, M ≤ j ≤ N − 1}, (C.8)

I4 = {i, j), 0 ≤ i ≤M − 2, i+ 1 ≤ j ≤M − 1}.. (C.9)

We denote by 0 the value of (θ, φ, α, β) where all angles are set to 0 and we prove below that 0 is a
regular point, i.e. that the rank of the Jacobian matrix of G(θφ, α, β) at 0 is equal to f(M,N,m, d).

The derivative of Ri,j(θ) with respect to θ is the N ×N matrix Di,j(θ) defined by

[Di,j(θ)]i,i = [Di,j(θ)]j,j = − sin θ

[Di,j(θ)]j,i = −[Di,j(θ)]i,j = cos θ (C.10)

0elsewhere.

So for θ = 0, we get the N ×N matrix Di,j(0), simply denoted by Di,j, such that [Di,j]i,j = −1,
[Di,j ]j,i = 1 and 0 elsewhere.

Using the fact that Ri,j(0) = IN , it is thus straightforward to see that the partial derivative of
G(θ, φ, α, β) at 0 with respect to any angle in a rotation with rows indexes i and j, i < j, has
the form ∆1Di,j∆2IN,M , where ∆1 and ∆2 are diagonal N ×N matrices for which the diagonal
elements are power of X. If [∆1]r,r = Xar , [∆2]r,r = Xbr , ar, br ≥ 0, 0 ≤ r ≤ N − 1, then
the partial derivative is equal to Ej,i,aj+bi − Ei,j,ai+bj when i, j ≤ M − 1 and Ej,i,aj+bi when
0 ≤ i ≤M − 1, M ≤ j ≤ N − 1.

Let us consider a couple of rows indices (i, j) ∈ I1 ∪ I2 ∪ I3 ∪ I4 = {(i, j), 0 ≤ i ≤ M − 1, i+ 1 ≤
j ≤ N − 1}, and let us denote by Ei,j the linear subspace of M ×N matrices generated by matrices
Ej,i,k, 0 ≤ k ≤ m and matrices Ei,j,k, i < j ≤ M − 1, 0 ≤ k ≤ m. For any rotation with rows
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indexes equal to i, j, the partial derivative of G(θ, φ, α, β) at 0 for the corresponding angle variable
belongs to Ei,j .
As the different subspaces Ei,j are disjoint, the rank of the Jacobian matrix is equal to the sum
of the rank of partial derivatives in each subspace Ei,j. In particular, the Jacobian is equal to the
total number of rotation sets if and only if it is the case in each (i, j) for rotations with row indexes
i and j.
Depending on the values of parameters M,N,m and d,m ≤ d ≤ mM , several cases must be
considered.
Case 1: d = mM (Figure 2)

i

j0 N−1M−1 M

0

M−1

I1

I3

I4

Figure 2: Rotations indexes for d = mM .

From equation (4.23), it follows that l =M , k =M , I2 = ∅ , I1 = I3 and I1 ∩ I4.

As there is only one rotation set Ri,j for (i, j) ∈ I4 corresponding to angular variable βi,j and
because

∂G

∂βi,j
(0) = Di,jZ0..M−1IM,N = Ej,i,m −Ei,j,m 6= 0, (C.11)

the rank of the generated subspace is well 1.

For (i, j) ∈ I1, there are m+ 1 rotation sets with row indexes corresponding to variables θn,i,j, 1 ≤
n ≤ m and αi,j.
For rotation Ri,j(αi,j), aj = 1, bi = 1 and therefore

∂G

∂αi,j
(0) = Ej,i,0. (C.12)

For n, 1 ≤ n ≤ m, we check that aj = 1, bi = Xm−n+1 and therefore

∂G

∂θn,i,j
(0) = Ej,i,m−n+1. (C.13)

The partial derivatives in (C.11) and (C.12) are linearly independent and so the rank of the Jacobian

matrix at 0 is equal to the number of rotations sets, i.e. (m+ 1)M(N −M) + M(M−1)
2 .

Case 2: m > 1 and m(M − 1) < d < mM (Figure 3)
From (4.23), we get l =M and 1 ≤ k < m, and I1 = I3.
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i

j
0 N−1M−1 M

0

M−1

I1

I2

I3

I4

Figure 3: Rotations indexes for m(M − 1) < d < mM .

For (i, j) ∈ I4 \ I2, i.e. 0 ≤ i ≤ M − 3, i+ 1 ≤ j ≤ M − 2 there is only one rotation set Ri,j with
angle βi,j and

∂G

∂βi,j
(0) = Ej,i,m −Ei,j,m 6= 0, (C.14)

For (i, j) ∈ I1 \ I2, i.e. (i, j) = (M − 1, j), M ≤ j ≤ N − 1, there are k+1 rotation sets RM−1,j for
variables αM−1,j and θn,i,j, 1 ≤ n ≤ k.
For variable αM−1,j , D1 = Zk

0..M−1Z
m−k
0..M−2, aM−1 = Xk and bj = 1. So

∂G

∂αM−1,j
(0) = Ej,M−1,0. (C.15)

For variable θn,i,j, D1 = Zn−1
0..M−1 and D2 = Zk−n+1

0..M−1Z
m−k
0..M−2, so aM−1 = Xk−n+1, aj = 1, bM−1 =

and bj = 1. It follows that, for 1 ≤ n ≤ k,

∂G

∂θn,M−1,j
(0) = Ej,M−1,k−n+1. (C.16)

It follows that the partial k + 1 derivatives (C.15) and (C.16) are linearly independent.

For (i, j) ∈ I2 ∩ I4, i.e. (i, j) = (i,M − 1), 0 ≤ i ≤M − 2, there are m− k+1 rotation sets Ri,M−1

for variables φn,i,M−1, 1 ≤ n ≤ m− k and βi,M−1. For variable βi,M−1, D1 = Zk
0..M−1Z

m−k
0..M−2 and

D2 = IN , and thus
∂G

∂βi,M−1
(0) = EM−1,i,k −Ei,M−1,m, (C.17)

and for variable φn,i,M−1, D1 = Zk
0..M−1Z

n−1
0..M−2 and D2 = Zm−k−n+1

0..M−2 . It follows that

∂G

∂φn,i,M−1
(0) = EM−1,i,m−n+1 −Ei,M−1,k+n−1. (C.18)

For (i, j) ∈ I1 ∩ I2, i.e. 0 ≤ i ≤ M − 2, M ≤ j ≤ N − 1, there are m + 1 rotation sets Ri,j for
variables αi,j , θn,i,j, 1 ≤ n ≤ k and φn,i,j, 1 ≤ n ≤ m − k. Computing for each rotation, the
matrices D1 and D2 give the results

∂G

∂αi,j
(0) = Ej,i,0, (C.19)
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for 1 ≤ n ≤ k,
∂G

∂θn,i,j
(0) = Ej,i,m−n+1, (C.20)

and for 1 ≤ n ≤ m− k,
∂G

∂φn,i,j
(0) = Ej,i,m−k−n+1. (C.21)

Case 3: m > 1 and d = lm, 1 ≤ l < M (Figure 4)

i

j0 N−1M−1 Ml−1l−2

0

M−1

l−1

l−2

I1

I3

I4

Figure 4: Rotations indexes for d = lm, 1 ≤ l < M .

In this case k = m and I2 = ∅.
For (i, j) ∈ I4 \ I1, if 0 ≤ i ≤ l − 2, i+ 1 ≤ j ≤ l − 1, there is only rotation with angle βi,j and

∂G

∂βi,j
(0) = Ej,i,m −Ei,j,m, (C.22)

or if l ≤ i ≤M − 2, i+ 1 ≤ j ≤M − 1,

∂G

∂βi,j
(0) = Ej,i,0 −Ei,j,0, (C.23)

For (i, j) ∈ I3 \ I1, i.e. l ≤ i ≤M − 1, M ≤ j ≤ N − 1, there is only one rotation for angle αi,j and

∂G

∂αi,j
(0) = Ej,i,0. (C.24)

For (i, j) ∈ I1 ∩ I4, i.e. 0 ≤ i ≤ l − 1, l ≤ j ≤M − 1, there are m+ 1 rotations sets with rotations
of row indexes i and j for variables αi,j and θn,i,j, 1 ≤ n ≤ m and we get

∂G

∂αi,j
(0) = Ej,i,0 −Ei,j,m, (C.25)

and, for 1 ≤ n ≤ m,
∂G

∂θn,i,j
(0) = Ej,i,m−n+1 −Ei,j,n−1. (C.26)
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For (i, j) ∈ I1 ∩ I3, i.e. 0 ≤ i ≤ l− 1, M ≤ j ≤ N − 1, there are m+1 rotations sets with rotations
of row indexes i and j for variables αi,j and θn,i,j, 1 ≤ n ≤ m and we get

∂G

∂αi,j
(0) = Ej,i,0, (C.27)

and, for 1 ≤ n ≤ m,
∂G

∂θn,i,j
(0) = Ej,i,m−n+1. (C.28)

Case 4: m > 1 and m < d < m(M − 1), d not multiple of m (Figure 5)

i

j
0 N−1M−1 Ml−1l−2

0

M−1

l−1

l−2

I1

I2

I3

I4

Figure 5: Rotations indexes for m < d < m(M − 1), d 6= lm.

In this case k < m and l < M . As shown in Figure 5, there are eight subcases to consider.
There is only one rotation with indexes i and j:

• For (i, j) ∈ I4 with 0 ≤ i < l − 2, i+ 1 ≤ j < l − 1,

∂G

∂βi,j
(0) = Ej,i,m −Ei,j,m, (C.29)

• For (i, j) ∈ I4 with l ≤ i ≤M − 2, i+ 1 ≤ j ≤M − 1,

∂G

∂βi,j
(0) = Ej,i,0 −Ei,j,0, (C.30)

• For (i, j) ∈ I3 \ I1, i.e. l ≤ i ≤M − 1, M ≤ j ≤ N − 1,

∂G

∂αi,j
(0) = Ej,i,0. (C.31)

For (i, j) ∈ (I2 ∩ I4) \ I1, i.e 0 ≤ i ≤ l − 2, j = l − 1, there are m− k + 1 rotations with indexes i
and l − 1 with rotation angles βi,l−1 and φn,i,l−1, 1 ≤ n ≤ m− k such that

∂G

∂βi,l−1
(0) = El−1,i,k −Ei,l−1,m, (C.32)
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and for 1 ≤ n ≤ m− k,

∂G

∂φn,i,l−1
(0) = El−1,i,m−n+1 −El−1,i,k+n−1. (C.33)

For (i, j) ∈ (I3 ∩ I1) \ I2, i.e. i = l− 1, M ≤ j ≤ N − 1, there are k+1 rotations with indexes l− 1
and j with rotation angles αl−1,j and θn,l−1,j, 1 ≤ n ≤ k such that

∂G

∂αl−1,j
(0) = Ej,l−1,0, (C.34)

and for 1 ≤ n ≤ k,
∂G

∂θn,l−1,j
(0) = Ej,l−1,k−n+1. (C.35)

For (i, j) ∈ (I4 ∩ I1) \ I2, i.e. i = l− 1, l ≤ j ≤M − 1, there are k + 1 rotations with indexes l − 1
and j with rotation angles βl−1,j and θn,l−1,j, 1 ≤ n ≤ k such that

∂G

∂βl−1,j
(0) = Ej,l−1,0 −El−1,j,k, (C.36)

and for 1 ≤ n ≤ k,
∂G

∂θn,l−1,j
(0) = Ej,l−1,k−n+1.−El−1,j,n−1. (C.37)

For (i, j) ∈ I1 ∩ I2 ∩ I4, i.e. 0 ≤ i ≤ l − 2 l ≤ j ≤ M − 1, there are m+ 1 rotations with indexes i
and j with rotation angles βi,j, θn,i,j, 1 ≤ n ≤ k and φ = n, i, j, 1 ≤ n ≤ m− k such that

∂G

∂βi,j
(0) = Ej,i,0 −Ei,j,m, (C.38)

for 1 ≤ n ≤ k,
∂G

∂θn,i,j
(0) = Ej,i,m−n+1 −Ei,j,n−1, (C.39)

and for 1 ≤ n ≤ m− k,
∂G

∂φn,i,j
(0) = Ej,i,m−k−n+1 −Ei,j,k+n−1. (C.40)

For (i, j) ∈ I1 ∩ I2 ∩ I3, i.e. 0 ≤ i ≤ l− 2M ≤ j ≤ N − 1, there are m+ 1 rotations with indexes i
and j with rotation angles αi,j, θn,i,j, 1 ≤ n ≤ k and φ = n, i, j, 1 ≤ n ≤ m− k such that

∂G

∂αi,j
(0) = Ej,i,0, (C.41)

for 1 ≤ n ≤ k,
∂G

∂θn,i,j
(0) = Ej,i,m−n+1, (C.42)

and for 1 ≤ n ≤ m− k,
∂G

∂φn,i,j
(0) = Ej,i,m−k−n+1.. (C.43)

In all those eight subcases, the partial derivatives are linearly independent.

This achieves the proof of part (b) of Theorem 4.9.
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Nomenclature

Ē closure of E for the Euclidean topology, page 6

ĒZ closure of E for the Zariski topology, page 6

∆[i] diagonal N ×N matrix with -1 on row i and 1 elsewhere on the diagonal, page 9

dim(G) dimension of the Givens set G, page 10

0M the null M ×M matrix, page 18

E[s, ε] Elementary paraunitary matrix, page 4

E[s] equals E[s, ε0], page 4

Er,c,k canonical basis for M(m)
M,N , page 5

IN,M equals E[s0], page 4

Ri,j(θ) elementary N ×N rotation matrix or Givens matrix, page 4

ZI , Zr1..r2 shift matrices, page 5

Zr shift N ×N matrix, page 5

deg(A) McMillan degree of a polynomial M ×N matrix, page 7

deg(G) McMillan degree of the Givens set G, page 11

deg(p) degree of a polynomial p(X), page 6

O(m)
M,N subset of paraunitary matrices in M(m)

M,N , page 5

φ : G = T1T2 . . . TnT
E[s, ε] parametric representation of a Givens set, page 8

ΠM,N projection operator from O(m)
M,N to O(m)

M−1,N , page 5

M(m)
M,N M ×N polynomial matrices with polynomial degree less or equal to m, page 5

σm the symmetry operator in O(m)
M,N , page 5

val(A) McMillan valuation of a polynomial M ×N matrix, page 6

val(G) McMillan valuation of the Givens set G, page 11

val(p) valuation of a polynomial p(X), page 6

ε0 ε0(c) = 1, 0 ≤ c ≤M − 1, page 4

Aa..b product of rotation sets, page 13

AM,N,m,v,d, BM,N,m,v,d subsets of O(m)
M,N , page 7

Ba..b,c..d another product of rotation sets, page 13
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E[s, ε] elementary set, page 8

O(N) group of rotations in RN , page 5

Ri,j rotation set, page 8

s0 s0(c) = c, 0 ≤ c ≤M − 1, page 4

SO(I), SO(i1, i2, . . . , iK) subgroups of SO(N) acting on a subset of rows, page 5

SO(N) group of direct rotations in RN , page 5

Zr, ZI , Zr1..r2 shift sets, page 8

UM,N,m,d Particular Givens set, page 20

UM,N,m,d is defined by equation (4.24), page 20

UM,N,m Union of UM,N,m,d, m ≤ d ≤ m(N − 1), page 22
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