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Abstract
This paper proposes the application of the Covariance Matrix Adaptation (CMA) evolution strategy for the iden-

tification of building envelope materials hygrothermal properties . All material properties are estimated on the
basis of local temperature and relative humidity measurements, by solving the inverse heat and moisture transfer
problem. The applicability of the identification procedure is demonstrated in two stages: first, a numerical bench-
mark is developed and used as to show the potential identification accuracy, justify the choice for a Tikhonov reg-
ularisation term in the fitness evaluation, and propose a method for its appropriate tuning. Then, the procedure
is applied on the basis of experimental measurements from an instrumented test cell, and compared to the exper-
imental characterisation of the observed material. Results show that an accurate estimation of all hygrothermal
properties of a building material is feasible, if the objective function of the inverse problem is carefully defined.

Keywords identification; evolutionary algorithm; CMA; heat and moisture transfer; modelling

1 Introduction

In the general scope of building energy retrofitting, the diagnosis of the structural and transfer properties of the
envelope prior to its renovation is essential as to identify potential sources for improvement and propose cost-
efficient solutions. As we want this diagnosis to be as comprehensive as possible, there is great interest in making
techniques for in-situ characterisation available, possibly in a non intrusive way. As moisture is one of the predom-
inant causes for damage in building materials, the local identification of the actual moisture transfer properties of
building materials can be of great importance for a sustainable retrofitting.

The procedure for such a characterisation is to solve the inverse problem of identifying model parameters from
dynamic measurements. The term of model calibration is sometimes used. It resembles an optimisation process,
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in which the objective is to minimise a residual between measurements and predictions. Thus, most methods used
to this aim are inspired by the field of optimisation, already largely applied to building physics [7].

The first category of techniques is the set of gradient-based, deterministic optimisers for non-linear least
square problems [6]: the Gauss-Newton and Levenberg-Marquardt algorithms are the most common among this
class of techniques. These methods use the Jacobian or the Hessian matrix of the residuals and are widely used for
solving the inverse heat transfer problem [23]. If the gradient of the functional to minimise is not available, as is
generally the case when this objective function is the result of a set of partial differential equations solved by the
finite element method, the adjoint state method can be used to generate an approximation of the Jacobian matrix.
Recent work has shown the applicability of this procedure to the identification of building thermal parameters
[5, 25].

Stochastic methods constitute a second class of optimisation techniques adaptable to inverse problems. A
first category may be mentioned, namely the Bayesian inference method [4]. This technique does not originate
from the field of optimisation and is clearly distinct from the paradigm of least square residual minimisation. It
describes sought parameters as probability density functions and returns not only point and spread estimates of
the likely solutions, but also a complete description of their uncertainty, conditioned by eventual measurement
noise and inaccuracy. Many applications of the Bayesian framework to the inverse heat transfer problem can be
mentioned [18, 31, 35]. Its application to matters of building energy, while still marginal, seems to gain interest
[39, 16, 3].

Metaheuristic evolutionary algorithms constitute a separate category of stochastic inverse methods. Their flex-
ibility and the possibility of multi-objective search have made them a popular choice for building design optimi-
sation [7, 22, 9, 21, 26] and inverse heat transfer problems [27, 10]. Their computational cost, higher than that of
gradient descent techniques, can be reduced by the use of surrogate models [33] or model reduction. Some exam-
ples of genetic algorithms applied to the fitting of resistances and capacitances in building nodal models are also
available [20, 36, 38].

The present work proposes the application of the Covariance Matrix Adaptation evolution strategy (CMA-ES)
[13] to the identification of hygrothermal transfer and storage properties of walls. Evolution strategies are a sub-
class of evolutionary algorithms whose endogenous parameters (such as population size or mutation strength) are
updated during the evolution [2], and the CMA-ES lies on the adaptation of the mutation strength as to guide the
search towards favorable solutions. Our study investigates whether this method, supported by a sufficient amount
of measurements, may provide a complete hygrothermal characterisation of building materials: heat conductivity
and capacity, water vapour permeability and sorption isotherm, all of which are likely to be influenced by the local
temperature and moisture content.

The motivation of this work is twofold. The first target, which has already been stated, is the ability to char-
acterise building materials in place where sample extraction is not possible. Learning material properties should
then be done in the least intrusive manner possible: this will be discussed upon analysing the results of the work.
The second motivation is to propose new methods for testing materials in lab, where traditional characterisation
methods are restrictive and time-consuming.

Sec. 2 introduces the parametrisation of the physical model and the related inverse problem. The need for
some form of regularisation of the inverse problem is described. Then, a short description of the principle of
CMA-ES is provided, along with motivations for its choice over other numerical methods. Sec. 3 shows how a
numerical benchmark was developed and used to validate the choice of the so-called L-curve method for a proper
regularisation of the problem. The confrontation of the procedure with experimental results is then shown in Sec.
4. Conclusions of the study are finally drawn in Sec. 5.

2 Theory and problem formulation

2.1 Forward and inverse problems

The physical problem is summarized on the upper part of Fig. 1: a single-layered wall of an unknown material sep-
arates two ambiances, either controlled or uncontrolled. One-dimensional coupled heat, air and moisture (HAM)
transfer through this wall is monitored by sensors (thermocouples, capacitive humidity sensors, and/or fluxme-
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Figure 1: Outline of the material identification problem

ters) placed inside it and on its surface. Surface sensors provide boundary conditions for the HAM simulation,
while a number of sensors provide reference measurements to be used for the evaluation of a candidate material.

The physical model for the simulation is the system of partial differential equations for coupled heat and mois-
ture transfer, written here with the temperature T and the vapour pressure pv as driving potentials. These conser-
vation equations follow the notations and hypotheses usually made in building physics applications [11, 17, 30].
For the sake of simplification, liquid transfer is not considered.

∂w

∂t
− ∇· [δp∇pv

]= 0(
cpρ+ cp,l w

) ∂T

∂t
+ (

cp,l T
) ∂w

∂t
− ∇· [k∇T +Lvδp∇pv

]= 0 (1)

where w [kg/m3] is the moisture content of the porous material, δp [s] is its vapour permeability, cpρ [J/(m3.K)]
its volumetric thermal capacity and k [W/(m.K)] its thermal conductivity. cp,l and Lv are the specific heat and
latent heat of evaporation of water. The relationship between the relative humidity φ and the moisture content
within the material w is given by the sorption isotherm, or moisture retention curve.

All material properties are assembled into a vector of unknowns X ∈Rn , where n is the dimension of the search
space, i.e. the total number of sought real-valued parameters. This dimension depends on the number of un-
known properties and their parametrization: time-varying quantities, or for instance a temperature-dependent
thermal conductivity, are approached by a set of elementary functions in order to reduce them to a finite number
of parameters. In this work, none of the material properties are assumed to be previously known, and most are
functions of either the temperature or the moisture content, as summarized in Tab. 1.

• The thermal conductivity k is the addition of a constant value k0 and of (independent) linear dependencies
on the moisture content w and temperature T , respectively noted kw and kt . In Tab. 1, ρl refers to the
density of liquid water.

• The vapour permeability is a linear function of the relative humidity φ, and defined by an interpolation
between two values that are measurable by dry cup and wet cup experiments (respectively φ = 25% and
75%).

• The sorption isotherm is computed from its derivative ξ= ∂w/∂φ, which is defined by a second-degree poly-
nomial interpolation between three reference points. This means that the sorption isotherm is represented
by a third-degree polynomial.
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Table 1: Formulations of material properties
Variable Formulation Unknowns
Thermal capacity Constant 1
cpρ [J/(m3.K)]
Thermal conductivity Linear dependency on T and w 3
k [W/(m.K)] k0 +km

w
ρl

+kt T

Vapour permeability Linear interpolation between two values 2
δp [s]

[
δp,25%,δp,75%

]
Sorption isotherm Derivative ξ given by a second-degree polynomial 3
w [kg/m3] [ξ25%,ξ50%,ξ75%]

These choices for the formulations of material properties result in an unknown vector belonging to a search space
of dimension n = 9:

X = {cpρ,k0,km ,kt ,δp,25%,δp,75%,ξ25%,ξ50%,ξ75%} (2)

There is some flexibility in the dimension of X when setting the hypotheses of the inverse problem formulation.
A smaller search space usually facilitates the identification procedure. Reducing the dimensionality of the problem
can, for instance, be justified by a preliminary sensitivity analysis which would designate some variables as little
influential on the solution of the forward problem. Inversely, one may want to draw some constitutive law of the
studied material with a higher resolution. The sorption isotherm, for instance, may be approximated by a larger
set of reference points, which would be similar to a more precise experimental characterisation with additional
measurement points. A fair compromise is necessary, as to avoid a raw approximation of the material properties
while allowing the algorithm to run efficiently.

The numerical implementation of Eq. 1 follows the Finite-Element Method, in the simulation code hamopy1

developed in the Python language. The Galerkin weighted-residual method was used for the spatial discretisation
over a one-dimensional mesh of quadratic elements. The temporal discretisation follows the first-order implicit
scheme. As the discretised system is non-linear, the solution is approached iteratively at each time step, and a
Newton-Raphson iterative scheme was used as to accelerate convergence. More details on the numerical imple-
mentation are available in [28].

The form of the mathematical model described by Eq. 1, along with its numerical implementation described
above, are fixed assumptions. The entire identification procedure of this work does not question the abitity of the
model to recreate the physical reality. The algorithm however calculates the parameters with which a given model
will have the best fit with measurements, and will be most able to recreate the reality for future tests.

The solution of the forward problem is the fitness function f of X given a pre-defined value of the regularisation
parameter α:

fα(X ) = ‖Y −Ym‖2 +α‖X −Xp‖2 (3)

where Y (X ) is the vector of outputs of the simulation code, given the set of input parameters X . Ym is the vector of
experimental measurements and Xp is the prior, which is an initial guess of the parameter vector X . The second
term of Eq. 3 comes from the principle of Tikhonov regularisation [32]: it is a form of constraint added to the
fitness function in order to filter physically aberrant solutions to the inverse problem. The motivation behind
regularisation, along with guidelines for its tuning, is addressed in Sec. 2.2

Let us note m, the size of the vectors Y and Ym , which is the number of measurements, i.e. the product of
the number of sensors by their sampling time step. The inequality n < m is clearly a necessary condition for the
feasibility of the identification, but it is not a sufficient condition. The most frequent way to evaluate the fitness of
a candidate vector X is to rate the approval of its simulation result Y (X ) with the experimental measurements by
a least square difference. Hence, the first term of Eq. 3 develops as:

‖Y −Ym‖2 = wT ‖T −Tm‖2 +wφ‖φ−φm‖2 +wQ‖Q −Qm‖2 (4)

1hamopy: Heat, Air and Moisture transfer in Python https://code.google.com/p/hamopy/
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where T , φ and Q are the vectors of temperature, relative humidity and heat flux calculated at the same locations,
and with the same temporal discretisation, as the experimental measurements are given (here noted with the index
m). This term quantifies the agreement between the model and the physical reality. It is a weighted sum of the least
square difference of each measured quantity, where wT , wφ and wQ are weighting coefficients. Following standard
practice, confirmed by a preliminary work conducted on a simple numerical benchmark [29], these weights are set
to the inverse square of the measurement uncertainties for each quantity. Noting for instance ∆T the uncertainty
on the temperature measurement provided by a thermocouple, then wT becomes:

wT =
[

1

∆T

]2

(5)

This formulation assigns a low weight to inaccurate sensors as to compensate for the higher mismatch between its
measurements as the predictions. Another advantage of this choice for the weighting coefficients is that all terms
of Eq. 4 lay within the same order of magnitude. Supposing Ns is the number of temperature sensors and Nd the
number of data samples, the first term of Eq. 4 becomes:

wT ‖T −Tm‖2 = 1

Ns

Ns∑
i=1

[(
1

∆T i

)2 1

Nd

Nd∑
k=1

(
T i , j −T i , j

m

)2
]

(6)

where T i , j and T i , j
m are respectively the j -th calculated and measured values of the temperature at the location of

the i -th sensor. Note that the simulation code may follow finer spatial and time discretisations, but only values
corresponding to measurements are used in the fitness evaluation.

Given a specific value of the regularisation parameter α, the measurement data Ym and the prior Xp , the for-
ward problem is well-posed and its solution fα (X ) is fully specified as long as the computational scheme is stable
and the solution is not mesh-sensitive. The inverse problem is to find an individual X̂ that minimises the fitness
function, given a set of measurements Ym :

X̂ = argmin
{

fα(X )
}= argmin

{‖Y (X )−Ym‖2 +α‖X −Xp‖2, X ∈Rn}
(7)

Thus, the target is to find the individual X̂ that yields a simulation result Y closest to the measurements, within
reasonable range from a prior knowledge of the expected parameter values. The importance of introducing such a
prior knowledge in the fitness function is addressed in the following section.

2.2 Regularisation

It is tempting to formulate the fitness function (Eq. 3) with only the square difference between measurements and
simulation results: we may instinctively admit that the set parameters resulting in the closest fit to the experimen-
tal data necessarily depict the real material properties. This ideal case is however never met in reality.

The identification procedure is a series of experimental and numerical steps along which lay several sources of
errors [24]:

• the forward problem is an approximation of the modelled physical process, with a given spatial discretisation

• a hypothesis on the model may be excessively simplifying or the parametrization of a function may be wrong

• the intrusiveness of a sensor may be overlooked

• measurements are affected by noise and depend on sensor calibration, etc.

These errors, most of which cannot be quantified, add up to an estimation error on the material properties. Should
the sensitivity matrix of the inverse problem be badly conditioned, a global optimum to Eq. 7 may be found with
unrealistic physical values for the material properties [19]. The estimation error may rise quickly due to even a
moderate measurement noise. Regularisation aims at reducing the effect of data inaccuracy on the identification.
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The first possible approach for regularisation is to reduce the degrees of freedom of the problem by restricting
the search to a set of admissible solutions. It is the principle of the truncated singular value decomposition tech-
nique [14] and the future information method [1]. The second approach, known as Tikhonov regularisation [32], is
another way to introduce a constraint by penalizing the fitness value of unrealistic solutions.

The fitness function f (Eq. 3) is modified after this principle. A quadratic term is introduced to f , adding a
convex component to the search space and orienting the search towards a prior estimate Xp of the expected solu-
tion vector. The regularisation parameter α ≥ 0 balances the evaluation of individuals between the optimization
of the least square criterion, and the agreement with a range of physically admissible solutions. A low value of
α implies an insufficient regularisation of the problem, while a high value imposes too much of a constraint and
forces the solution to match the prior. Guidelines exist for the correct choice ofα, such as the L-curve method [15].
This method states that several runs of the search algorithm with different values of α result in an L-shaped graph
when displaying the solutions ‖X − Xp‖ versus their residuals ‖Y −Ym‖, and that the optimal choice for α is near
the corner of this L-curve. This method is used in the present work to tune the regularisation parameter: the target
of the numerical benchmark below (Sec. 3) is to validate the choice of the L-curve method before applying it to an
experimental case.

2.3 Covariance Matrix Adaptation

The fitness value of an individual X is calculated after the finite-element discretisation of coupled partial differ-
ential equations with non-linear transport properties. No simple expression of the fitness function is therefore
available, and the Jacobian matrix of the residuals cannot be expressed analytically. It is however possible to esti-
mate this matrix by solving the adjoint system of the problem at each iteration of a Levenberg-Marquardt algorithm
[25]. Alternatively, derivative-free metaheuristic methods are appropriate: the present work uses one known as the
Covariance Matrix Adaptation Evolution Strategy (CMA-ES) for the resolution of the inverse problem.

The CMA-ES belongs to the category of evolutionary algorithms (EA), along with genetic algorithms and par-
ticle swarm optimisation. These algorithms are based on the principle of natural selection to guide the evolution
towards a global optimum in a discrete or real-valued search space. A population of individuals is created, evalu-
ated with a pre-defined objective function, and updated by a combination of operators (selection, recombination,
mutation) to create the next generation. This process is repeated until some stopping criterion is met. A wide vari-
ety of algorithms is made available by the choice of population size, type of selection, crossover operator, mutation
probability and strength, the possibility of elitism [10], etc. The term of evolution strategy usually refers to an EA
which intrisic properties, or strategy parameters, may vary during the evolution [2].

The principle of CMA-ES is that each generation of λ individuals is created following a multivariate normal
distribution inRn whose mean and covariance matrices are adapted after the evaluation of the previous generation
[13]. After each generation, the mean of the distribution is moved towards previously successful individuals, while
the covariance matrix is adapted as to favor previously successful mutation steps in the future. The selection is
of type

(
µ,λ

)
, in that the µ best individuals of the parent generation determine the creation of a number λ > µ

of offsprings, and no individual from the parent generation is kept unto the next one. This is referred to as a “,”-
selection [2], as opposed to the “+”-selection (or elitism [10]) where each selection process involves both parent
and offspring populations.

Although meta-heuristic methods are computationally more expensive than deterministic methods, this draw-
back is greatly mitigated by the possibility of distributed computing. Indeed, as with other evolutionary algorithms,
all function evaluations within a generation are independent: parallelising several calls of the objective function
is therefore straightforward. The adaptative mutation strength ensures an initially wide exploration of the search
space, while preventing premature convergence and allowing a fine convergence near the optimum [2]. Moreover,
the update of the distribution parameters resembles a gradient descent towards a better expected fitness. For these
reasons, the CMA-ES is known to perform very well among meta-heuristic methods in real-valued search spaces
[12].

In this work, the finite-element code for HAM transfer mentioned above is integrated as the objective function
of a CMA algorithm, which is part of the library of evolutionary algorithms DEAP2 [8]. Within each generation,

2Distributed Evolutionary Algorithms in Python https://code.google.com/p/deap/
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separate evaluations of individuals are distributed on several processors using the SCOOP3 module.

3 A numerical benchmark for calibrating the inverse problem

3.1 Setup

The search algorithm was first tested on a supervised numerical benchmark, as to show its theoretical accuracy
before application to real measurements. Data is provided by a preliminary simulation given a choice of material
properties, and these properties are then sought by the algorithm. This procedure was already tested in the case
of idealised sensors providing noiseless measurements [29], and proved a very good accuracy and repeatability of
results, given an appropriate stopping criterion. As actual measurement data is inevitably inaccurate in some ex-
tent, the present section extends this study to a slightly more realistic case where reference measurements include
noise and a reduced resolution.

We will show that these measurement uncertainties justify the use of some sort of regularisation in acquiring
accurate identification results. The second target of the numerical benchmark is to demonstrate this importance,
and to show that an existing criterion for the choice of regularisation, the L-curve, is appropriate for our problem.
We conducted a parametric study on the regularisation parameter α and aimed at validating the L-curve method
for its proper selection.

The setup of the numerical benchmark is depicted by Fig. 1. The physical problem is the coupled heat and
moisture transfer through a 10cm wood fibre wall during one week. Surface temperature and relative humidity
profiles are provided as Dirichlet boundary conditions. Sensors are placed inside the wall: the temperature and
relative humidity are “measured” every 10 min at x = 2.5, 5 and 7.5cm and the heat flow is “measured” at x = 5cm.
The procedure is as follows:

1. A reference simulation is run with a known vector of material properties X?. The simulation results are
saved at the location of the virtual sensors mentioned above. In the following, these profiles are mentioned
as reference data Ym .

2. A Gaussian noise is added to all sensor measurements (both boundary conditions and reference data). The
standard deviation of the noise is 0.2◦C on temperature, 1% on relative humidity and 0.01 W/m2 on flux
measurements. The profiles of interior and exterior boundary conditions are displayed on Fig. 2.

3. The search algorithm attempts to retrieve the material properties on the sole knowledge of the recorded
boundary conditions and reference data with noise.

The last step of this list was repeated for several values of the regularisation parameter α, each run resulting
in a best individual X̂α regarding the fitness function fα. The same prior vector is used for all runs: Xp is a set of
material properties that have been chosen with errors in the range of 20% to 25% regarding the real properties X?.
The quality of an estimation is judged on the average error on each component of the vector X̂α regarding their
counterpart in X?:

eα = 1

n

n∑
i=1

∥∥X̂ i
α−X?,i

∥∥
X?,i

(8)

3.2 Outcome

The regularisation parameter was tested within a range of 0 <α< 1000. The population size was set to λ= 12 and
the search was set to stop when the distribution of each parameter i within the population had a low variance σi ,
comparatively to its mean value X i .

∀i ∈ J1,nK,σi ¿ X i (9)

The number of objective function calls before convergence decreases with the weight of regularisation: the search
stops after 818 generations when α= 10−3 (9816 calls of f ), and after 69 generations when α= 103 (828 calls of f ).

3Scalable COncurrent Operations in Python http://code.google.com/p/scoop/
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Figure 2: (a) Temperature and (b) relative humidity boundary conditions of the benchmark with added noise
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Figure 3: L-curve of the numerical benchmark

This is understandable as regularisation accounts for a smoothing of the search space and filters local optima. As
in the preliminary study mentioned above [29], the repeatability has been ensured in the case of α = 0 by several
runs resulting in identical results. The L-curve summarizing the residuals of each search is plotted on Fig. 3.

Each point of the L-curve represents the solution vector X̂α obtained at the end of a CMA run with one specific
value of α. The graph must be understood as follows:

• A low α guides the search towards the best possible fit with the experimental data, with little constraint on
the value of the parameters in Rn . The end result is likely to have physically problematic properties, as the
prior information is not well considered.

• A high α guides the search towards the prior and filters measurement data. This results in a higher residual
‖Y −Ym‖

• The best compromise is situated at the corner of the L-curve [15]. In an ideal case, this corner is sharp and
allows selecting a solution which satisfies both criteria.

In some extent, the L-curve resembles a Pareto front, displaying candidate solutions according to two competing
objectives. The choice of α accounts for deciding among candidate solutions in a multi-objective optimisation
problem. The difference is that each point is the result of a separate run of the search algorithm.
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Figure 4: Estimation error of each material property as a function of the regularisation weight

The expected solution of the problem is shown by the red dot on Fig. 3. It is close to the corner of the graph,
which is found in the range 1 ≤α≤ 10. We can now check that candidate solutions X̂α within this range match the
real material properties X?. Fig. 4 displays the estimation error of all properties for each value of α.

Interpreting the influence of α can now be done in terms of estimation error:

• No regularisation (α→ 0, left side of Fig. 4) implies a high identification error. This proves that when mea-
surement data is noisy, the candidate material resulting in the best possible fit is likely to have unrealistic
properties. The average error on all parameters is eα=0 = 36.5%, with the parameters kt and ξ25% exceeding
a 100% deviation from their expected values.

• High regularisation (α→+∞, right side of Fig. 4) makes the solution tend to the prior.

lim
α→∞eα = ep (10)

• The lowest estimation errors for most properties (and the average error) are reached within the range 1 ≤α≤
10. In terms of average error, eα=1 = 4.8% and eα=10 = 8.5%.

Numerical results are summarized in Tab. 2. The main outcome of this procedure, is that the range of regularisation
parameters resulting in the best estimates of the solution matches the corner of the L-curve. Moreover, it appears
that a wide range of values for α yield better results than the prior. Therefore a finer tuning of α does not seem
mandatory. The correct choice of α can therefore be done visually on the basis of the L-curve, and it seems that
some flexibility is allowed on this parameter.

This numerical benchmark shows that the inverse heat and moisture transfer problem is theoretically achiev-
able, and that a careful formulation of the fitness function may overcome the difficulties rising from sensor inac-
curacy. In the best present case (α= 1), most parameters are estimated with an error below 3% and only one with a
relatively high error: ξ25% with a 21.8% deviation from its expected value. The temperature dependency of the ther-
mal conductivity, the profile of vapour permeability and even the sorption isotherm are accurately reconstructed.

The analysis of these results can lead to a further investigation. As mentioned earlier, a material property
with a high influence on the solution of the forward problem is likely to be easier to identify when solving the
inverse problem. One can expect some negative correlation between the sensitivity indices of parameters and
their estimation errors. Although a rigorous study of this matter has not been made here, a trend is visible on
Fig. 4: influent parameters, such as cp or k0, are identified with little error except at very high values of α. This is
especially true in the case of an insufficient regularisation: low values of α increase the disparity of identification
errors between material properties.
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Table 2: Comparison of the exact material properties X?, the prior Xp , the non-regularised solution X̂α=0 and the
selected identification result X̂α=1

Estimated values Identification error
X? Xp X̂α=0 X̂α=1 Xp X̂α=0 X̂α=1

Thermal properties
ρcp [×103 J/(m3.K)] 400.0 450.0 349.3 392.6 12.5% 12.7% 1.8%
k0 [W/(m.K)] 0.050 0.060 0.050 0.049 20.0% 0.8% 2.6%
km [W/(m.K)] 0.50 0.60 0.31 0.51 20.0% 37.4% 2.8%
kt [×10−4 W/(m.K2)] 1.00 1.25 -0.15 1.03 25.0% 115.1% 2.9%
Vapour permeability
δp,25% [×10−11 s] 5.00 6.25 5.23 5.16 25.0% 4.6% 3.1%
δp,75% [×10−11 s] 10.0 12.5 9.94 9.95 25.0% 0.6% 0.5%
Sorption isotherm
ξ25% [kg/m3] 17.0 20.0 39.0 20.7 17.6% 129.5% 21.8%
ξ50% [kg/m3] 19.0 24.5 18.9 18.8 28.9% 0.7% 0.8%
ξ75% [kg/m3] 47.0 59.0 60.0 50.1 25.5% 27.6% 6.5%

The choice of the CMA-ES algorithm, with an objective function including a term of Tikhonov regularisation,
has been validated on a numerical benchmark for the resolution of the inverse heat and moisture transfer prob-
lem in building materials. The last step in the present work is to apply this methodology to the real case of an
instrumented wall.

4 Experimental application

4.1 Setup

The experimental validation of the identification procedure is attempted on the basis of measurements previously
gathered in the frame of the HYGROBAT project [37]. This project aimed at establishing tools to precisely quantify
the impact of mass transfer on heat transfer in highly hygroscopic materials. The CEA-INES institute participated
in its experimental part with the PASSYS test cells: controlled conditions are set inside the cells, delimited by an
instrumented wall which is exposed to the exterior weather on the other side. Fig. 5 is a picture of a test cell,
displaying the instrumented wall on the foreground.

The wall consists of a 16 cm layer of wood fibre insulation material on the inside, and a 2 cm coating layer
on the outside. Only the first layer is considered in this study. A monitoring period of 2 weeks is used for the
model calibration algorithm. The reference data for the fitness evaluation is provided by temperature and humidity
sensors located at x = 4, 8 and 12cm and by a heat flow sensor located at x = 8cm in the wall. The interior (x = 0cm)
and exterior (x = 16cm) boundary conditions, measured at the material surface, are displayed of Fig. 6.

The interior boundary conditions are controlled. A constant temperature Tint = 24.4±0.6◦C was maintained.
The relative humidity has a set point of 40%RH for 1 week, before a step-wise variation to 70%RH. The exterior
boundary conditions are given by the temperature and relative humidity measured at the surface of the wood
fibre layer, under a 2cm coating layer. There is therefore neither solar radiation nor wind-driven rain directly
impacting the investigated material. As in the numerical benchmark above, both boundaries are expressed as
Dirichlet conditions in the finite-element simulation of the forward problem.

Separately from the instrumentation of the PASSYS cell, the hygrothermal characterisation of wood fibre was
conducted in several institutes involved in the HYGROBAT project [37]. The material properties used below for the
validation of the identification are averaged over the results of these participants.
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Figure 5: PASSYS instrumented test cell
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Figure 6: (a) Temperature and (b) relative humidity boundary conditions of the experimental investigation
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Figure 7: L-curve of the experimental case

4.2 Outcome

4.2.1 Selection of the solution

The overall procedure for parameter identification is similar from that of the numerical benchmark above: a prior
Xp is chosen in the range of expected values for the material properties (the precise values of the prior are given
in Tab. 4 as a comparison with the identification results and the experimental characterisation). The vector of
reference data Ym is provided by the sensors. The search algorithm is run several times, each with a different value
of the regularisation parameter α defining the objective function fα (see Eq. 3). The L-curve, Fig. 7, is drawn by
showing the residuals of the solution of each run.

As we are now dealing with actual experimental data, the residuals ‖Y −Ym‖ and
∥∥X −Xp

∥∥ are higher than in
the supervised numerical benchmark. The corner of the L-curve is smoother, which does not facilitate the choice
for the best compromise. On the basis of this graph, the solution vector X̂α=100 is chosen as the most appropriate
solution of the inverse heat and moisture problem. The following discussion will compare several cases in order to
assess the quality of this estimation. The terminology of these cases is as shown on Fig. 7:

• “Measured” refers to the experimental data.

• “Best fit” refers to the individual obtained without regularisation X̂α=0, i.e. the best possible numerical fit
with the reference data.

• “Prior” refers to simulations run by setting the material properties to those of the prior Xp = X̂α→+∞.

• “Solution” refers to the choice X̂α=100 as the best estimated set of parameters.

4.2.2 Dynamic profiles

The above specified alternatives are first compared in terms of dynamic temperature, relative humidity and heat
flow profiles. Fig. 8 displays the reference data used for model calibration Ym (red lines), the dynamic profiles
given by the prior Y

(
Xp

)
and the best numerical fit Y

(
X̂α=0

)
(dotted lines), and the selected solution Y

(
X̂α=100

)
(black continuous line). On the other hand, the average error between measurements and each of the calculated
profiles is summarized in Tab. 3.

One of the requirements for an acceptable solution to the inverse problem is that a fair compromise is made
between agreement to the reference data and physical realism of the estimated parameters. Fig. 8 addresses the
first concern by showing how the selected set of material properties fits the dynamic measurements. The solu-
tion Y

(
X̂α=100

)
performs generally better than the prior estimation of material properties. This is especially true

regarding the humidity and heat flow profiles: HAM simulations using the pre-supposed parameters Xp greatly
underestimate the kinetics of moisture sorption in the wood fibre layer (see Fig. 8(c) and 8(d)) and overestimate
the heat flow in the center of the wall (Fig. 8(e)). On the other hand, the solution Y

(
X̂α=100

)
has a slightly lower
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(a) Temperature (x = 4cm)
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(b) Temperature (x = 12cm)
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(c) Relative humidity (x = 4cm)
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(d) Relative humidity (x = 12cm)
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(e) Heat flux (x = 8cm)
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(f) Heat flux (x = 16cm)

Figure 8: Temperature, relative humidity and heat flux profiles at several locations of the wall

Table 3: Average error on dynamic profiles
Xp X̂α=0 X̂α=100

Temperature 0.20% 0.06% 0.15%
Relative humidity 6.75% 1.22% 3.00%
Heat flow 49.79% 9.15% 6.55%
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Table 4: Comparison of the expected material properties X?, the prior Xp , the non-regularised solution X̂α=0 and
the selected identification result X̂α=100

Estimated values Deviation from experiment
Measurements Xp X̂α=0 X̂α=100 Xp X̂α=0 X̂α=100

Thermal properties (measured by 1 institute)
ρcp [×103 J/(m3.K)] 161.1 182.5 307.4 156.5 13.3% 90.9% 2.8%
k0 [W/(m.K)] 0.038 0.050 0.023 0.034 31.6% 40.1% 11.7%
km [W/(m.K)] 0.192 0.250 -0.112 0.196 30.2% 158.4% 2.3%
kt [×10−4 W/(m.K2)] 1.08 1.25 9.05 1.56 15.7% 738.2% 44.4%
Vapour permeability (measured by 3 institutes)
δp,25% [×10−11 s] [2.42, 4.50, 3.75] 4.75 19.92 6.47 33.4% 459.5% 81.8%
δp,75% [×10−11 s] [7.99, 6.93, 6.59] 8.00 23.12 14.02 11.6% 222.4% 95.6%
Sorption isotherm (measured by 4 institutes)
ξ25% [kg/m3] 17.7 22.0 -24.7 21.2 24.3% 239.5% 19.9%
ξ50% [kg/m3] 20.1 25.0 5.7 16.9 24.5% 71.7% 15.6%
ξ75% [kg/m3] 49.8 62.5 17.9 17.1 25.5% 64.1% 65.6%

concordance with the experimental data than the best possible fit Y
(
X̂α=0

)
. The average error committed by the

solution on the dynamic profiles lies however in a comparable range, as can be seen in Tab. 3. Note that one of
the heat flow profiles (Fig. 8(f)) is not part of the reference data Ym and only serves here as a validation of the
simulation results.

4.2.3 Material properties

The simulation cases whose results are shown above, are now compared in terms of parameter values. Tab. 4
compares the prior Xp , the non-regularised solution X̂α=0 and the selected identification result X̂α=100 with the
experimental measurements of each property [34]. In the frame of the HYGROBAT project, each material property
was measured independently by one or several institutes, as mentioned in the table.

Thermal properties

Concerning thermal properties ρcp and k, the selected solution X̂α=100 yields a much better agreement with
experimental values than both the prior and the non-regularised solution X̂α=0. Only the parameter kt differs
significantly from its measured value. This property has however very little influence on the solution of the forward
problem. A noteworthy observation is the fact that even properties with a high influence on the forward problem,
such as k0, are poorly estimated without regularisation.

The moisture-dependent term km has a limited impact in the present case, because high humidity levels above
90% were not considered. Tests however show that the thermal conductivity of wood fibre insulation increases
several times at high relative humidity when condensation occurs. In this case, km becomes a more sensitive
parameter.

Sorption isotherm

The sorption isotherm has been experimentally characterised by four participants of the HYGROBAT project,
with little deviation between each result. In order to support the discussion regarding this property, the sorption
isotherm of each alternative has been reconstructed from the set of parameters ξi and displayed on Fig. 9.

A first important observation from Tab. 4 and Fig. 9 is how problematic the estimated material properties may
become, should the objective function of the inverse problem not include a regularisation term. Indeed, the non-
regularised solution X̂α=0, although in a very good match with the dynamic moisture profiles (Fig. 8), has a negative

14



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Relative humidity

−20

−10

0

10

20

30

40

M
oi

st
ur

e
co

nt
en

t
(k

g/
m

3
)

Measured
Prior

Best fit
Solution

Figure 9: Reconstruction of the sorption isotherm from dynamic measurements

sorption isotherm. Note however that only the slope of the retention curve impacts the simulation results, and
that this slope is positive in the humidity levels involved in the present study (40% RH and higher). The sorption
isotherm of the compromise solution X̂α=100 matches the experiment up to 60% RH, and is underestimated at
higher humidity levels.

The mismatch between predicted and measured sorption isotherms is problematic at high RH and may orig-
inate from several grounds. One of them is the low parametrisation of the sorption function, described by only
three points over the whole humidity range (25%, 50%, 75%). A better precision may be obtainable on the higher
slope of the isotherm through a finer parametrisation, although it involves increasing the dimensionality of the
inverse problem.

Vapour permeability

The vapour permeability δp has been measured in two ranges of humidity by three participants of the HYGRO-
BAT project, using the dry cup and wet cup methods. The deviation of the calculated permeability with the exper-
imental characterisation is much higher than that of other parameters: the estimated δp,75% has twice the value
measured by the wet cup experiment. Such a high value is required by the search algorithm, in order to match with
the dynamic profiles of relative humidity and minimise the objective function. The dynamics of moisture ingress
are indeed greatly underestimated when running the forward problem with the expected value of δp .

A number of grounds for this disagreement is possible, related to the sources of error of the inverse identifica-
tion procedure (see Sec. 2.2):

• The parametrisation of the vapour permeability, and its dependency to the relative humidity, may be inap-
propriate.

• A model hypothesis may be wrong, such as neglecting the presence of liquid water in the material. In this
case, the predicted value of δp is an equivalent permeability including vapour and liquid transfer effects
alike.

• The dry cup and wet cup experiments are stationary measurements, and their results may be inaccurate
when applied to the transient simulation of a highly hygroscopic material.

Again, the need for a regularisation parameter in the inverse problem is justified. Indeed, the best fit Y
(
X̂α=0

)
with

the reference data yields an exceedingly high value of the vapour permeability.
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Table 5: Repeatability of the identification with several sensor locations
Sensor locations [cm] [4; 8; 12] [4] [8] [12] [4; 8]
Boundary conditions [cm] [0; 16] [0; 16] [0; 16] [0; 16] [0; 12]
ρcp [×103 J/(m3.K)] 156.5 126.4 138.6 187.2 139.3
k0 [W/(m.K)] 0.0335 0.0335 0.0336 0.0333 0.0365
km [W/(m.K)] 0.197 0.205 0.204 0.181 0.242
kt [×10−4 W/(m.K2)] 1.56 1.48 1.54 1.65 1.28
δp,25% [×10−11 s] 6.47 6.05 6.50 6.55 5.61
δp,75% [×10−11 s] 14.0 14.3 14.2 13.9 12.1
ξ25% [kg/m3] 21.2 20.3 21.1 22.2 21.4
ξ50% [kg/m3] 16.9 14.8 14.3 20.1 10.9
ξ75% [kg/m3] 17.1 29.8 18.6 14.8 22.4
Generations before convergence 118 110 111 117 113

4.2.4 Robustness of results

All estimation results above were obtained with the same number of sensors for recording the reference data Ym .
An important questioning is whether a large amount of data is necessary for an accurate estimation of material
properties. Moreover, the identification procedure can only be considered reliable if its results are reproducible
with different sensor locations in a given experimental setup. Thus, the last part of this work is to assess the robust-
ness of the model calibration process by showing if the outcome of the inverse problem depends on the position
and number of locations at which data is recorded.

Keeping the same value for the regularisation parameter α= 100, the search procedure has been repeated with
several sets of reference data Ym for the evaluation of candidate material. Three attempts were made, providing
the objective function f (Eq. 3) with data from only one sensor, either located at x = 4, 8 or 12cm. A last attempt
was also made with the first two sensors as providers of reference data, while the third one (x = 12cm) enforced the
external boundary condition on the wall. Results of this investigation are shown on Tab. 5.

On the basis of these results, the repeatability of the identification is satisfactory: when monitoring a wall for
the characterisation of its hygrothermal properties, the position of the sensors have little impact on the estimation
results (provided that this position is well known).

5 Conclusion

The Covariance Matrix Adaptation evolution strategy was used for solving the inverse coupled heat and mois-
ture transfer problem. Provided a set of experimental measurements of temperature, relative humidity and heat
flow, this evolutionary algorithm was able to calibrate a HAM model, and give rough estimates of all hygrothermal
properties of a building material. The applicability of this procedure was demonstrated in the case of a numerical
benchmark, and applied to experimental measurements of a monitored wall. A special focus was made on the
importance of including a regularisation term into the fitness function for the evaluation of candidate materials.
The L-curve method was applied as a criterion for tuning the regularisation parameter. This method was validated
in the case of HAM transfer on the basis of a supervised numerical benchmark. It was shown that a fair choice of
regularisation allows overcoming errors arising from measurement noise and model formulation. An experimen-
tal application of the procedure was then conducted, by identifying the properties of wood fiber insulation on the
basis of a monitored test cell.

Most material properties agree well with their experimental characterisation, especially thermal properties
and even in some extent the sorption isotherm. The procedure can be considered very promising for a number of
reasons:

• A solution to the inverse problem exists, which yields a good match with dynamic measurements while pro-
viding realistic material properties.
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• The performance of the identification algorithm is not strongly dependent from the prior knowledge of the
material properties. A rough preliminary estimate of the sought properties is therefore sufficient for an ac-
curate estimation of most parameters.

• The identification results are robust and reproducible when different data sets (several sensor locations) are
used. Several outcomes of the identification were compared using one, two or three sensors during the same
measurement period. All material properties were estimated using only two weeks of measurements. This
is a significant time reduction compared to traditional hygric characterisation techniques. However, there
was no attempt at testing different measurement periods, and the study does not indicate how using more
or less than two weeks of records would impact the results.

The possibilities for future applications of these results are twofold. First, this methodology can be considered
for the development of a new protocol for fast and exhaustive numerically assisted characterisation, improving
traditional methods at the laboratory scale. The second possible application is at the building scale: a local esti-
mation of the hygrothermal features of a building envelope allows a better diagnosis in the prospects of building
retrofitting. Additional work is necessary before considering in-situ application to multi-layered, heterogeneous
walls. The proposed procedure is intrusive as it requires temperature and humidity records within a wall. This work
however shows that with an appropriate monitoring equipment, such an in-situ estimation is a realistic prospect.

The question of identification accuracy, and how it is influenced by measurement precision, has been men-
tioned. Identified properties were compared to experimental measurements, but their confidence intervals have
not been rigorously calculated. A local sensitivity study is required to estimate the identification accuracy: the
uncertainty on the results of an inverse problem is bounded by the condition number of its sensitivity matrix. A
forward sensitivity study would therefore show an estimate of the confidence intervals for the predicted mate-
rial properties, as functions of the measurement precision. An outlook for this work is to perform such a sensitivity
analysis and relate it to measurement precision, since an evolutionary algorithm does not provide this information
by itself. Another alternative is the Bayesian approach to inverse problems, which provides complete probability
distributions for each inferred parameter. It is an alternative to the evolutionary algorithm used here, which only
gives point estimates of the material properties. A future development is the comparison of these two gradient-free
inverse methods for building physics applications.
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