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Abstract

Computational Fluid Dynamics (CFD) can improve usual estimates of building
external convective heat transfer coefficients (hc,w) by accounting for the geome-
try of constructions, the aerodynamic field around them, the nature of convection
and providing high resolution data. However, the limitations of usual mass flow
descriptions and near wall treatments make the accurate prediction of hc,w chal-
lenging. Hence, this paper evaluates the ability of steady RANS Reynolds Stress
(RSM) and k-ε realizable models to predict hc,w in case of isolated cubical obsta-
cles. The accuracy of usual CFD methods and turbulence models, as well as fine
grid near wall models and usual temperature wall functions (TWFs) are examined
by comparison with experimental and detailed numerical data.

When used with a low Reynolds number model (LRNM), both turbulence
models accurately predict hc,w on the front and rear faces of the obstacle. However,
they show different behaviors on the other faces and highlight issues related to
the dynamic behavior of real flows. Moreover, hc,w predictions obtained using
standard TWFs substantially deviate from the validated LRNM results. Therefore,
a customized TWF suited for use with the RSM and forced convection problems
is proposed by extending studies of Defraeye et al. (An adjusted temperature
wall function for turbulent forced convective heat transfer for bluff bodies in the
atmospheric boundary layer; Building and Environment, 2011, 46, 2130-2141).
Customized TWFs substantially improve WF-based hcw predictions with respect
to LRNM results while keeping their cost effectiveness, and provides satisfactory
results even for high z∗.
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Highlights

• Steady RANS hcw predictions are studied on the front and rear faces

of cubes

• RkE and RSM -LRNM models are accurate but standard TWF over-

estimate hcw

• An adapted TWF for the RSM is proposed based on the methodology

of (Defraeye, 2011)

• Customized TWFs perform satisfactorily for high z*

Keywords

• External convective heat transfer coefficient

• Steady RANS method

• 1st and 2nd order turbulence models

• Low Reynolds number modeling

• Temperature wall function
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Nomenclature

Main Abbreviations

CFD Computational Fluid Dynamics

LBM Lattice Boltzmann Method

LES Large Eddy Simulation

LRNM Low Reynolds number modeling

RANS Reynolds Averaged Navier–Stokes

Rk-ε Realizable k-ε

RSM Reynolds Stress Model

(C)(T)WF (Customized) (Temperature) Wall Function

Main Symbols and constants

ρ Gas density [kg · m−3]

Cp Specific heat [J · kg−1 · K−1]

Cµ Model constant [−]

h Surface heat transfer coefficient [W · m−2 · K−1]

k Turbulent kinetic energy [m2 · s−2]

q Density of heat transfer [W · m−2]

T Temperature [K]

T ∗ Dimensionless temperature [−]

U Streamwise velocity [m · s−1]

z∗ Dimensionless wall unit [−]

z0 Aerodynamic roughness length [m]

Subscripts

c convective

p first cell

ref reference

t turbulent

T thermal

w wall

Dimensionless numbers

Pr Prandtl number

Re Reynolds number

Ri Richardson number
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Introduction

The accurate knowledge of building interior and exterior convective heat

transfers is required to properly evaluate the building thermal and energy

behavior [1, 2, 3, 4, 5, 6]. Only considering external convective heat trans-

fers, they are also important to study the performance of energy systems

[7] including the convective cooling of solar panels, the drying behavior of

surfaces [8] or the turbulent thermal transfers in cities, which influence the

urban heat island [9, 10].

Convective heat transfers depend on different parameters related to the

properties of the fluid, flow and surface. Considering air and a basic bound-

ary layer configuration over a flat plate, they directly depend on the flow

velocity and turbulence as well as on the surface roughness. On the con-

trary, sharp edged obstacles generally involve complex separated flows. As

a consequence, convective heat transfers are greatly determined by the dif-

ferent properties of the flow structures that develop next to the obstacles

[11, 12, 13]. In particular, heat entrapment into the recirculation phenomena

decreases heat transfers whereas high wind speeds and temperature differ-

ences between the fluid and the wall improve heat transfers in flow impinging

regions. Similarly, the intermittent flow reattachment on the building sur-

faces improves convective heat transfers. Therefore, convective heat transfers

distribution around bluff bodies such as buildings can completely differ from

those developing over flat plates.

According to Ref. [14], existing correlations linking external convective

heat transfer coefficient (hc,w) with a reference wind speed and that are ap-

plicable for building outer walls are either based on reduced-scale experiments

undertaken for bluff bodies located in a turbulent boundary layer [13, 15],

full-scale measurements taken on building facades [16, 17] or computational

fluid dynamics (CFD) modeling [3, 18, 19]. Nonetheless, according to [7]

and [20], the different models commonly used in building thermal engineer-

ing and building energy simulation programs to compute building external

convective heat transfers are generally derived from reduced-scale or full-
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scale experimental studies, and numerous and diverse models are reported.

The fact that reduced-scale models often involve flat plates casts doubts

on their applicability for building physics problems. Correlations derived

from field measurements seem more suitable but their applicability is often

limited as they correspond to specific configurations and experimental con-

ditions. Therefore, further detailed experimental and computational studies

are necessary to better understand the building energy behavior.

Compared to full-scale and wind-tunnel studies, CFD approaches can pro-

vide high resolution information and take into account most of the factors

that influence hc,w, including the different features of the approach flow, the

effective dimensions, geometry and thermal properties of the built environ-

ment or the different natures of convection. However, usual CFD approaches

have to deal with their intrinsic drawbacks due to their mathematical and

physical assumptions [21, 22]. In particular, commonplace steady RANS

methods cannot reproduce the intermittent flow behavior and turbulence

models consider differently the effects of turbulence on the mean flow. Fur-

thermore, hc,w predictions also greatly depend on the near wall treatment as,

in addition to turbulent transport processes in the general mass flow, flow

thermal features strongly vary in the wall viscous and buffer layers [23, 24].

Therefore, modeling accurately building external hc,w is even more compli-

cated than it is for building aerodynamics alone, and find an appropriate

couple of physical model and model resolution is challenging. Hence, con-

sidering isolated cubical case studies, this paper examines and discusses the

accuracy of hc,w predictions obtained using (i) a steady RANS approach while

dealing with strongly intermittent convective processes; (ii) first or second

turbulence models (the k-ε realizable (Rk-ε) or Reynolds stress (RSM) mod-

els); and (iii) fine grid near wall models (LRNM) or wall functions (WF).

A customized temperature wall-function (CTWF) suitable for use with the

RSM and building physics problems is then proposed, extending the method-

ology proposed by [25].

To address these different issues, this paper is organized as follows. Sec. 1
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presents the modeling bases. Sec. 2 examines the accuracy of the LRNM

model with respect to experimental data and analyzes the performance of im-

plementing a steady RANS approach together with the Rk-ε or RSM models

in predicting hc,w over an isolated cube. Then, Sec. 3 discusses deviations in

hc,w predictions observed when using a standard TWF instead of the LRNM.

Sec. 4 presents improvements of usual TWFs, and proposes a CTWF suit-

able for use with the RSM. Finally, Sec. 5 synthesizes the different results

and methodological challenges highlighted trough the study and opens per-

spectives.

Note that this paper only focuses on convective heat transfers predictions.

The validation of the different aerodynamic models used in the following can

be found in Ref. [6, 26], in which the predicted flow fields around an iso-

lated rectangular block immersed in a turbulent boundary layer are examined

with respect to detailed wind-tunnel measurements of the CEDVAL [27, 28].

Predictions obtained using the steady RANS Rk-ε and RSM were found sat-

isfactory and comparable next to the front and rear faces of the obstacle in

case of a smooth floor.

1. Assessing building external convective heat transfer coefficients

using CFD

Convective heat transfer at building external facade is generally expressed

using a coefficient hc,w, as follows:

hc,w =
qc,w

Tw − Tref
(1)

Uisng CFD, two main methods can be used to simulate the effects of a

wall on the flow [29]. They differ by the complexity of the physical model and

the grid resolution required. The more detailed approach is the LRNM. This

method applies for z∗ ≈ 1 as it solves the whole boundary layer, including

the laminar region. By contrast WFs require the first node to be located in

the fully turbulent region of the boundary layer, i.e. 50 ≤ z∗ ≤ 500. WFs

bridge in a single cell the viscosity affected region of the boundary layer and
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usually model near wall flow behavior using logarithmic laws. It is important

to mention that usual WFs were derived from wall attached near equilibrium

flows, which do not correspond to non equilibrium or separated flows [30].

Furthermore, the logarithmic formulation for temperature is even less widely

valid than that for the momentum [24]. These reasons certainly explain, at

least partly, why many studies including [23, 31] and [32] highlight the su-

periority of implementing LRNM or two layer models rather than WFs in

predicting flow fields or/and convective heat transfers, although fine grid ap-

proaches are less cost effective and often reduce the simulation convergence

rates. However, as opposed to fundamental CFD studies, using WFs is gener-

ally the only option when dealing with building physics problems because of

the very different scales characterizing constructions and thermal boundary

layers.

In the commercial CFD software Ansys Fluent [33], LRNM-based sim-

ulations can be performed using the so called “enhanced wall treatment”

(EWT). This model can evolve from a LRNM approach to a enhanced WF

formulation as z∗ increases. For z∗ ≈ 1 this model behaves as a two layer

zonal model. The viscosity affected region is solved using the one equation of

Wolfshtein [34]. For z∗ ≈ 1, the dimensionless temperature (T ∗) is computed

as follows:

T ∗
lam = Pr

(
z+
(

1 +
α

2
z+
)

+
ρu∗

2q
u2
)

(2)

Considering incompressible flows and smooth walls, standard TWFs com-

pute T ∗ as a linear or logarithmic function of z∗ depending on the thermal

sub-layer thickness z∗T , as follows [35]:

• if z∗ < z∗T :
T ∗ = Pr z∗ (3)

• if z∗ > z∗T :
T ∗ = Prt

(
1

κ
× ln (E z∗) + P

)
(4)

with:

P = 9.24

[(
Pr

Prw

)3/4

− 1

]1 + 0.28e
−0.007

Pr

Prt,w

 (5)
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z∗T corresponds to the z∗ value at which the linear and logarithmic laws

intersect.

Given T ∗, either Tw or qw can be computed depending on the specified

boundary condition at walls according to

T ∗ =
(Tw − TP ) ρCP C

1/4
µ k

1/2
p

qw
(6)

hw can then be deduced according to Eq.1.

2. Validation of the LRNM model: effect of the turbulence model

2.1. Reference test case and computational model

2.1.1. Experimental configuration

The case study is a wind-tunnel test involving a H = 1.5 cm high heated

cube placed in a developing boundary layer [12]. This configuration basi-

cally addresses more electronic than building physics problems. However,

anisotherm experimental data are scarce and this study was also used to val-

idate the LBM LES aerodynamic model addressed by [36, 37]1 as well as the

LRNM model of [19].

The test section of the wind-tunnel used is 40 H wide and 3.3 H high.

The approach flow has a bulk velocity of 4.47 m · s−1 and a temperature of

21 ˚C. The obstacle is composed of an internal copper core uniformly heated

at 75 ˚C covered by a 1.5 × 10−3 m thick epoxy layer. The leading face of

the cube was located 50 H downwind a trip. Measurements of the external

surface temperature were taken using infrared thermography and hc,w was

derived from the local heat transfers with an accuracy of 5 to 10 %.

The Reynolds number of the test considered is Re = 4.4 × 103 and the

Richardson number is Ri ≈ 1.4× 10−3. This is a case of predominant forced

convection and buoyancy effects can be neglected.

1In complement to wind-tunnel data, this model was used as reference for the validation

of the aerodynamic model [6].
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epoxy air others

ρ [kg · m−3] 1191 1.225

CP [J · kg−1 · K−1] 1650 1006.43
adiabatic

λ [W · m−1 · K−1] 0.237 0.0242

T [K] Tw,int = 348 Tinlet = 294

Table 1: Thermal properties of the model used.

2.1.2. Coupled aerodynamic and thermal model

Due to incomplete information about the experimental setup and as done

in Ref. [19], the approach flow profile was firstly designed by modeling a 66 H

long, 11 H wide and 3.3 H high empty domain. The approach flow profile was

recorded 45 H from the inlet plane, i.e. 5 H upstream the actual location of

the cube front face. This profile was set as inlet conditions for the actual

simulations, for which only a 5 H long fetch was kept as recommended in Ref.

[38, 39]. The epoxy layer was explicitly modeled whereas the copper core was

only modeled by an internal wall temperature boundary condition of 75 ˚C.

The inflow temperature was set to 21 ˚C. The top and bottom boundaries

were specified as adiabatic no slip smooth walls. Tab. 1 synthesizes the

thermal features of the model.

The cube surfaces were modeled as zero roughness height (smooth) walls.

The mesh was refined near the floor and even more next to the fluid/solid

interface and within the epoxy layer, down to 3×10−4 m. More than 4.4×106

cells compose the mesh, including more than 4.8 × 105 cells in the volume

of epoxy and 3.9 × 106 tetrahedral cells in the fluid. As such, z∗ ≈ 1 on the

cube surface. Simulations were performed using Ansys Fluent 15 [33] using a

GPU-based calculation server running Linux. Steady RANS RSM as well as

Rk-ε simulations were performed to assess the differences in hc,w predictions

due to the turbulence modeling. Compared to eddy viscosity models, the

RSM can account for the history and transport of the flow by considering

individually each Reynolds stress and can thus account for anisotropic turbu-
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lence effects. However, the implementation of this model is more demanding

than eddy viscosity models and less critical studies and developments are

therefore available.

The EWT takes care of near wall regions. Second order numerical schemes

were used. Pressure and velocity were coupled using the SIMPLE algorithm

and the pressure strain correlation of the RSM was chosen linear. Simula-

tions were initialized with 2 × 103 iterations accounting for standard WFs

instead of the EWT to avoid numerical stability problems. The solution iter-

ative convergence was studied by monitoring Tw and hc,w on the vertical and

horizontal mid lines of the cube. These profiles were then confronted to the

reference experimental data of Meinders et al. [12] and steady RANS Rk-ε

numerical data of Defraeye et al. [19].

2.2. Results analysis

Fig. 1 compares the different experimental and numerical profiles of hc,w

for the two mid-lines circling the cube. The reported numerical hc,w pro-

files differ either by the turbulence model used or the number of iterations

considered.

A first analysis indicates that the EWT/LRNM approach is reasonnable.

Profiles show symmetric behaviors where expected and the order of mag-

nitude of hc,w corresponds to the experimental one. In addition, profiles

obtained using the Rk-ε model correspond well to the reference ones, which

suggests a good implementation of the model.

Nonetheless, Fig. 1(b) does not show stabilized RSM-hc,w profiles as func-

tions of the number of iterations though simulation was stopped after 9.5×103

iterations. This is especially the case on the lateral faces of the cube, where

the experiment reports a strong unsteady behavior of the flow. Such a be-

havior is observable in simulations as the wake fluctuates from one side of

the theoretical symmetry plane to the other. In fact, coherent vortex shed-

ding structures develop around isolated cubes, and vorticity shed from the

cube lateral faces may induce a yaw of the arch vortex and wake. These

processes may prevent the flow to be statistically stationary. Consequently,

10
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Figure 1: Comparison of numerical and experimental hc,w profiles around the cube. Slight

grey strips represent regions of higher experimental uncertainties. Experimental data are

taken from Ref. [12] and reference (Ref.) R-k-ε LRNM data are taken from [19].

the Reynolds average may not correspond to the time averaging of the solu-

tion [40]. Note that such an “unsteady” behavior was also observed for other

case studies (see [6]), still where the experimentation stresses strong flow un-

steadiness or strong vortex shedding effects. This behavior does not occur

when using k-ε models as they are more dissipative. Such observations can
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call into question the ordinary implementation of steady RANS approaches

to study complex flows and the related physical processes developing around

constructions.

Nonetheless, beyond the fluctuations that occur during RSM computa-

tions, Fig. 1(a) shows a satisfactory match between all the simulated hc,w

profiles and the experimental measures for the front face of the cube in terms

of distribution and averaged value. A slight over-estimation of hc,w by both

steady RANS models is however observed. Larger discrepancies occur next

to the top edge, where uncertainties on experimental data are also higher.

The accuracy of numerical predictions is also satisfactory for the rear face

of the cube with respect to experimental data, but discrepancies between

the predictions obtained using the different turbulence models are no more

negligible. RSM predictions of hc,w are less than 10 % lower than those we

obtained using the Rk-ε model along the horizontal mid-line, which yields

predictions that better correspond to experimental data except near the edges

of the face. Focusing on the vertical profile, on the one hand, the slope of the

RSM profile corresponds well to the experimental one, but the hc,w intensity

is under-estimated by about 8 %, which slightly exceeds the experimental

uncertainty. On the other hand, the averaged value of hc,w appears well

reproduced by the Rk-ε model, but the slope of the profile is steeper than

reported by the experiment.

Contrarily to the front and rear faces, numerical predictions substantially

deviate from experimental data on the top and lateral faces, where separated

bubbles involving high hc,w gradients with maximum values in reattachment

regions and minimum values next to recirculation cores [12]. These recircu-

lation phenomena are generally poorly reproduced by steady RANS models,

which certainly explain the deviation observed. Moreover, predictions also

differ depending on the turbulence model. As in the experiment, RSM-based

hc,w profile increases streamwise on the top face of the cube and a relatively

good, but unstabilized, profile shape is even predicted on the cube lateral

face. However, hc,w intensities and gradients are under-estimated compared

12
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to experimental data. Rk-ε predictions completely differ from experimental

data in distribution on the top and lateral faces of the cube. Although a

decreasing profile streamwise is simulated on the top face, line averaged hc,w

values match the experimental one on the top face.

As a conclusion, both the steady RANS Rk-ε and RSM accurately pre-

dicts hc,w profiles on the front and rear faces of the cube when used with

the LRNM. However, large deviations between the experimental and nu-

merical profiles, as well as between the predictions obtained using different

turbulence models, occur on the other faces, where complex separated flows

develop. The RSM seems to predict hc,w distribution better than the Rk-ε

does on the top and lateral faces of the cube. Nonetheless, hc,w intensities

are under-estimated and the simulated hc,w profiles fluctuate where the flow

is physically strongly unsteady.

3. Comparison between LRNM and WFs-based predictions of hc,w:

effect of the near-wall treatment

3.1. Reference test case and computational model

3.1.1. Reference LRNM study

The case study is a 10 m high cube located in a turbulent boundary

layer, which represents a building. WFs are generally required for such a

configuration because of the model dimensions. Given the model validation

of Sec.2 and literature results showing the better accuracy of fine grid ap-

proaches (Sec.1), LRNM data are selected to evaluate predictions obtained

using WFs. These LRNM data are provided by Defraeye et al. [41, 19, 25]

and were computed using the Rk-εmodel.

As recommended in Ref. [39], the cube is located 5 H from the inlet, lat-

eral and top boundaries of the domain and 15 H from the outlet plane. Lat-

eral boundary conditions were set periodic and the top boundary condition

symmetric. A smooth wall boundary condition was specified for the bottom

of the domain. An equilibrium ABL profile (z0 = 0.03 m) was specified as

inlet condition according to the guideline given in Ref. [39]. Although z0

13
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is small and because of the smooth bottom boundary condition, streamwise

gradients necessarily develop along the domain. Nevertheless, this happens

for the simulations performed using both the LRNM and WFs so that com-

parison is done under similar conditions. The reference study was performed

for U10 = 0.5 m · s−1. The inflow and building temperature are 10 ˚C and

20 ˚C respectively. This configuration involves Re > 3×105 and Ri = 13.46,

which means that the flow is turbulent and that buoyancy would effectively

influence the flow in reality. However, only forced convection processes were

considered to save computational resources and keep a reasonable size for

near wall cells, yet implementing a LRNM approach. Furthermore, Defraeye

et al. [19] showed the relevancy of such an approach to deduce hc,w−U10

correlations that are relevant for higher wind speeds.

Two different mesh resolutions that only differ next to walls were used.

2.6× 106 cells composed the mesh used to perform the LRNM-based simula-

tion (z∗ < 3 on the cube edges) and 1.1 × 106 cells composed the mesh used

to perform the WF-based simulation (10 ≤ z∗ ≤ 280 on the cube surfaces).

3.1.2. Computational model

The modeling strategy implemented in the current study is almost similar

to that described in Ref. [19], including the domain size, inflow conditions

and most of the model settings. Nonetheless, the mesh is unstructured and

composed of 2.0× 106 cells, with 1 m cells on the floor and 0.3 m cells on the

cube roof. This implies z∗ ≈ 460 and z∗ ≈ 230 on average on the cube front

and rear faces respectively. The top and lateral boundary conditions were

set symmetric. Air was modeled as constant density gas (forced convection).

Fig. 2 synthesizes the computational model used.

Similarly to Sec. 2, simulations were performed using both the steady

RANS RSM and the Rk-ε model. However, standard WFs take care of near

wall regions. Convergence was verified by monitoring hc,w profiles on the

mid-lines of the different faces of the cube as well as the overall contours of

hc,w on these faces.
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Lateralfandftopfboundaries:
Symmetry

Inlet:
equilibriumfABL,fTinlet=f10°C

Outlet:
Outflow

Smoothffloorf-fadiabiaticCube:
smoothfwalls,fTwall=20°C

Figure 2: Computational model.

3.2. Results analysis

Fig. 3 compares the simulated hc,w profiles to the reference ones [19] for

the horizontal and vertical mid-lines of the cube. Reference results obtained

using the LRNM approach or standard WFs are reported in order to distin-

guish the respective influence of the near wall treatment and the turbulence

model. As expected, predictions obtained using the Rk-ε models together

with standard WFs correspond to the reference hc,w profiles computed using

similar computational settings, which supports a good implementation of the

model.

Standard WF significantly over-estimate LRNM data. This observation

is supported by literature studies: a substantial over-prediction of hc,w with

differences up to 60 % compared to LRNM predictions are highlighted in Ref.

[25] and [18]. In addition, hc,w intensities differ depending on the turbulence

model used. hc,w intensities predicted by the RSM are lower than those

predicted using the Rk-ε model except on the rear face of the cube. RSM
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Figure 3: Comparison of the hc,w profiles around the cube: effect of the turbulence model

and near-wall treatment. Reference (Ref.) R-k-ε LRNM and SWF data are taken from [25].

predictions over estimate LRNM results by 35 % while deviation is of 60 %

with the Rk-ε model. As the shape of hc,w profiles predicted by the two

turbulence models are relatively comparable on the different faces of the

cube, differences in hc,w intensities may be due to a better estimate of k by

the RSM.

As a conclusion, the current study verifies that hc,w profiles predicted by

standard WFs significantly deviate from LRNM results. Given the validation

study of Sec. 2 and literature results, SWfs may not be considered sufficiently

accurate to be generally used for building physics problems even if deviation

is reduced when using the steady RANS RSM instead of the Rk-ε model.

4. Design of an adapted temperature wall-function for the RSM

based on LRNM data

4.1. Reference customized temperature wall-function

It is possible to improve the accuracy of usual TWFs with respect to

LRNM results by modifying the wall turbulent Prandtl number value (Prt,w)

both for interior or exterior problems [42, 25]. Focusing on external convec-

tive heat transfers, Defraeye et al. [25] proposed a CTWF to be used with
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the steady RANS Rk-ε model in case of turbulent forced convection, based

on the analysis of the T ∗ − z∗ profiles computed using the LRNM. Fig. 4(a)

shows that these profiles follow an universal behavior characterized by loga-

rithmic correlations especially for 105 < z∗ ≤ 4×103 at least for wind speeds

higher than 0.5 m · s−1. Fitting this relations using Eq.4 is possible in Fluent

by modifying the Prt,w from 0.85 to 1.95 (see Fig. 4(b)). With this modifica-

tion, WF-based predictions deviate by less than 10 % with respect to LRNM

data instead of 40 % with standard WF in case of an isolated cube and other

cuboids representing buildings. This CTWF was also studied for the cubical

building immersed in a turbulent boundary layer in case of mixed convection

(0 ≤ Ri ≤ 52) [43]. CTWF predictions deviate by less than 16 % compared

to LRNM data while the deviation observed with standard wall-functions

was of 47 %. Still considering mixed convection cases (0.14 ≤ Ri ≤ 13.7)

but a street canyon, the CTWF performs well for mixed convective flows,

whereas the standard TWF is more accurate for forced convective flows. As

a result, an adaptive TWF was designed to account for both occurrences of

flow regimes in a street canyon, by fitting one or the other TWF depending

on the local Richardson number [44]. This adaptive TWF generally deviates

by less than 10 % compared to LRNM data over the range of Richardson

numbers tested.

The different above-mentioned modified TWFs substantially improve the

correspondence between WFs wand LRNM predictions. However, their ap-

plicability is constrained due to the methodology implemented to determine

them as discussed in Ref. [19]. In particular, focusing on forced convec-

tion problems, Fig. 4(b) shows that the CTWF would better apply for

5 × 101 ≤ z∗ ≤ 5 × 102 as the fitting was performed for this range of values,

which corresponds to the theoretical range for applicability of WFs.

4.2. Adapatation of temperature wall-functions for the RSM

Results of Sec. 3.2 show rather comparable repartitions but different in-

tensities of hc,w on the cube faces when using the RSM and Rk-ε turbulence

models. Moreover, the expression of standard WFs is the same for both
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Figure 4: Bases of the CTWF.

models. Therefore, a modification of the Prt,w would also decrease the devi-

ation between the hc,w profiles predicted using WFs and those derived from

a LRNM approach when using the RSM. However, T ∗ being a function of k,

results may differ depending upon the turbulence model used. Its reliability

when used together with other turbulence models deserves further research.

Fig. 5 compares the hc,w profiles we obtained accounting for Prt,w = 1.95

together with either the steady RANS RSM or the Rk-ε model to the ref-

erence LRNM and CTWF hc,w profiles from Ref. [25]. The two mid lines

circling the 10 m high cubic building are still addressed. Results show a good

match between our steady RANS Rk-ε-CTWF results and the reference pro-

files. However, hc,w profiles simulated by the RSM under-estimate LRNM

results by 20 % and 25 % on average on the front and top faces of the cube.

hc,w is also under-estimated on the lateral face, and its distribution is pre-

dicted more constant compared to LRNM data. As this behavior occurs also

when using the Rk-ε model, it may be explained by WF effects rather than
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Figure 5: Comparison of the h profiles obtained using customized Prt,w values with reference

(Ref.) R-k-ε LRNM data [41].

turbulence model effects.

According to Eq. 6 and Eq. 4, qw,c, and likewise hc,w, is a decreasing

function of Prt,w. Therefore, different Prt,w values lower than 1.95 were

tested to fit LRNM results when using WFs and the RSM. Fig.5 shows a good

match between simulations outputs and LRNM hc,w profiles for Prt,w = 1.55,

with a correspondence comparable to that of the Rk-ε-CTWF.

To further verify the accuracy of the RSM-CTWFs (Prt,w = 1.55), several

simulated hc,w profiles were compared to the LRNM predictions of Defraeye

[41]2 for different vertical lines on the front and rear faces of the cube, i.e.

where LRNM data are validated (Sec. 2). As the problem is symmetric,

Fig. 6 reports the results obtained using both turbulence models and the

appropriate Prt,w value for three vertical profiles located 1 m and 3 m from

the edge and on the symmetry axis of the faces.

Not considering border locations, customized TWF-based hc,w profiles

match very well with each other and with LRNM results on the front face

of the cube. However, the simulated hc,w profiles deviate from each other

2These LRNM-based hc,w profiles were kindly provided to us by T. Defraeye.

19



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

0

5

10
xM=M1m xM=M3m

zM
[m

]

2 24M/M00 24M/M0 4

xM=M5m

0
1 2M/M0

5

10

10

zM
[m

]

2M/M0 1 2

hMc,wM[W/(m2.K)]

Rk-ε,MPrt,w=1.95M RSM,MMPrt,w=1.55MRef.MRk-ε,MLRNMM

hMc,wM[W/(m2.K)]

xM=M1m xM=M3m xM=M5m

Figure 6: Comparison between the simulated h profiles using the R-k-ε model with Prt,w =

1.95 or the RSM - CTWF with Prt,w = 1.55 with reference LRNM [41] on the front (top)

and rear (bottom) faces of the cubical building and for U10 = 0.5 m · s−1.

and from LRNM results on the rear face. RSM predictions deviate by up to

20 % at mid height, which is not negligible, but is much less than the 70 %

observed in Fig. 3 for standard WFs. Hence, accounting for the RSM-CTWF

instead of standard WFs gives satisfactory results on the front and rear faces

of cubical buildings with respect to LRNM data.

4.3. Pertinence of the RSM customized temperature wall-function for high z∗

Assuming cell sizes of about 0.5 m, the CTWFs relevantly apply for rel-

atively low wind speeds (50 ≤ z∗ ≤ 500). Considering the case study of

Sec. 3, increasing the reference wind speed from e.g. U10 = 0.5 m · s−1 to
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Front face Rear face

U10 0.5 m · s−1 5 m · s−1 0.5 m · s−1 5 m · s−1

hc,w−U10 2.78 19.68 1.28 8.63

hc,w d.(%) hc,w d.(%) hc,w d.(%) hc,w d.(%)

Rk-ε, SWF 4.0 43.9 − − 1.6 27.3 − −
Rk-ε, CWF 2.4 12.2 17.8 9.7 1.1 16.4 7.5 12.6

RSM, SWF 3.5 24.8 27.3 38.8 1.7 35.9 13.7 58.5

RSM, CWF 2.5 11 18.4 6.7 1.3 1 9.4 9.2

RSM, CWF M+ − − 18.6 5.5 − − 9.8 13.7

Table 2: Comparison of the surface averaged hc,w [W · m−2 · K−1]computed using the

reference hc,w−U10 correlation of [19] or estimated using CFD simulations for the cube in

cases of U10 = 0.5 m · s−1 and U10 = 5 m · s−1. −: Simulation not performed.

U10 = 5 m · s−1 does not change the repartition of z∗ on the cube front and

rear faces but the surface averaged z∗ equals 4.6 × 103 on the front face.

This z∗ value exceeds the usual range for applicability of WFs and CTWFs,

although Ref. [25] suggest that the latter may also be relevant for high z∗.

To evaluate the applicability of both the Rk-ε and RSM-CTWFs, addi-

tional simulations were performed for the 10 m high cubical building consid-

ering U10 = 5 m · s−1. This modification does not alter the distributions of

hc,w on the cube faces but multiplies the surface averaged hc,w values by a

factor 7.3. In such a configuration, R ≥ 3× 106 and Ri ≈ 0.13, which means

that the flow is turbulent and in predominant forced convection regime.

Considering U10 = 0.5 or 5 m · s−1, Tab. 2 compares surface averaged hc,w

intensities estimated using the hc,w−U10 correlation of Defraeye et al. [19]

or simulated using the Rk-ε and the RSM together with either the standard

or the CTWFs. The reference correlation is based on LRNM data ans is

formulated as follows [19]:

hc;w = 5.01 × U0.85
10 (7)

Accordingly to literature results and the observations reported in Sec. 3,
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the use of standard TWFs significantly over-estimates reference hc,w values.

Considering the RSM simulations, the relative deviation is more than a factor

1.5 greater in case of U10 = 5 m · s−1 than in case of U10 = 0.5 m · s−1, and

reaches nearly 60 % on the rear face. On the contrary, the accuracy of CTWFs

is generally improved in case of U10 = 5 m · s−1 except on the rear face of the

cube when using the RSM. However, the deviation is smaller than 10 % in

comparison with the reference data, which remains acceptable considering the

uncertainties linked with steady RANS and usual building physics models.

Still considering U10 = 5 m · s−1, refining the mesh improves the accuracy of

the RSM-CTWF predictions on the front face of the cube, but reduces it on

the rear face. Nevertheless, the loss of accuracy is of 0.38 W · m−2 · K−1 (4.5

points), which is negligible for building physics applications.

Fig. 7 compares CTWF hc,w profiles for the same vertical profiles as in

Fig. 6 with LRNM data [41], but considers U10 = 5 m · s−1. Results show a

very good match between LRNM and CTWF -based hc,w profiles on both

faces when using the Rk-ε model. RSM-CTWF results match LRNM data

on the front face but over-estimates them on the rear face. As expected from

Tab. 2, a loss of accuracy of these predictions occurs compared to the con-

figuration with U10 = 0.5 m · s−1. Deviation decreases towards the symmetry

axis. Predictions typically deviate from LRNM results by 30 % and 15 %

1 m from the lateral edge of the face and on the symmetry axis respectively.

Nevertheless, Sec. 2 shows that the RSM predicts more constant horizontal

profiles of hc,w on the rear face of the obstacles than the Rk-ε does, which

better corresponds to experimental data. As a consequence, the deviation

observed between the RSM-based profiles and the reference Rk-ε LRNM data

may be not only due to the TWF used, but also (and even mainly) to the

turbulence model.

Hence, Rk-ε and the RSM-CTWFs appear accurate both in terms of dis-

tribution and intensity on the front face of the cube for high z∗ values. Con-

trarily to Rk-ε results, RSM results deviate from Rk-ε/LRNM predictions

on the rear face. Nevertheless, the predicted surface averaged hc,w values are
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Figure 7: Comparison between the simulated h profiles using the R-k-ε or RSM - CTWF

with reference LRNM data [41] on the front (top) and rear (bottom) faces of the cubical

building and for U10 = 5 m · s−1.

satisfactory, and the accuracy of predictions is significantly improved with

respect to LRNM data compared to that obtained using standard TWFs.

5. Discussion and outlooks

Because CFD models can account for any built environment, they are

valuable to provide estimates of hc,w suitable for use in building physics. How-

ever, their accuracy is very dependent on the CFD method used. Although

real atmospheric flows are generally not statistically stationary, steady RANS

models are mostly used in environmental wind and building energy engineer-
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ing because other methods are still too computationally expensive. As a

consequence, the accuracy of the turbulence models used is of challenging

concern as it determines the physical accuracy of the computed flow field as

well as convective heat transfer predictions (Sec. 2). In particular, second

order turbulence models may perform better than usual two equation mod-

els in predicting complex flows, where turbulence anisotropy is important

[3, 45, 6].

In addition to the effects of the turbulence model, the determination of

hc,w at building outer walls is very dependent on the near wall treatment.

Standard WF substantially devaite from LRNM data for complex separated

flows around constructions (Sec. 3). Nonetheless, although being more ac-

curate, performing LRNM simulations is rarely possible, still because of the

computational costs involved. Therefore, improved TWFs were developed,

but they mainly address k-ε models [25, 44].

Extending the studies reported in Ref. [19] and [25], the RSM-CTWF de-

veloped in Sec. 4.2 aims at enlarging the scope for applicability of CTWF to

more detailed turbulence models. Due to the implemented design methodol-

ogy, this RSM-CTWF has almost the same advantages, drawbacks and scope

of applicability as the Rk-ε-CTWF proposed in Ref. [25] though the appli-

cability of both CTWFs was studied for high z∗. In particular, its use is

relevant for forced convection problems and the front (and rear faces) of an

isolated sharp edged building.

Further than simply highlighting differences between predictions obtained

using the Rk-ε or the RSM models, the LRNM or WFs and proposing a ver-

sion of the CTWF suitable for use with the RSM, the current study also arises

other substantial modeling challenges. Essentially, intermittent convective

processes are identified as a significant issue for steady RANS methods, as

they greatly impacts of convective heat transfers. Because of their transient

formulation, unsteady RANS approaches and even more large eddy simu-

lation (LES) methods should improve the physical accuracy of simulations

[31, 46, 47].
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Moreover, this study only considers one wind direction, forced convection

and isolated sharp edged obstacles with smooth walls. To come closer to

real building physics problems, further studies should extend the approach

to more realistic environments by considering different wind directions and

speeds [48], buoyancy effects [14, 44], multi-obstacles configurations [49] and

wall roughness effects [50]. Furthermore, this approach might advantageously

be extended to lower z∗ by blending a near wall model for viscosity affected

regions, which would be useful when automatic grid generation algorithms

place first nodes in such regions [30]. This approach might also advanta-

geously be integrated in a coupling between CFD and building energy models

to reciprocally provide appropriate boundary conditions as it has been done

for the interior of buildings [51, 1, 2], thus improving our understanding of

the interactions between the building and its environment.

Conclusion

This paper firstly examined the accuracy of the steady RANS methods

and RSM and Rk-ε turbulence models in predicting convective heat transfers

around a sharp edged obstacle by performing a LRNM approach. Steady

RANS approaches show difficulties to predict convective heat transfers in

complex and unsteady separated flows and the predicted hc,w distribution

deviates depending on the turbulence model used. Nonetheless, both turbu-

lence models provide accurate hc,w estimates on the front and rear face of

the isolated obstacle. Switching to a more realistic - but still theoretical -

building model, it is verified that standard TWF substantially over-predicts

convective heat transfers at building outer walls compared to LRNM re-

sults either when used with the Rk-ε or the RSM. Assuming LRNM results

accurate given the validation study and literature findings, and given the ne-

cessity of using WFs in building physics CFD simulations, this study aimed

to provide a TWF able to reproduce LRNM results for the RSM. This model

may be more accurate than eddy viscosity models in complex configurations.

Based on suggestions of Ref. [25], a calibration of the Prt,w was done. The
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RSM-CTWF implies to modify the Prt,w in Ansys Fluent to 1.55 instead of

0.85 by default in the software [33] and 1.95 for the Rk-ε-CTWF [25].

To conclude, the use of CTWFs together with the appropriate turbulence

model substantially improves hc,w predictions as compared to standard TWF

on the front and rear faces of isolated sharp-edged obstacles lying perpendic-

ular to the wind at least. Nonetheless, to even more improve the accuracy of

hc,w estimates, a more detailed CFD approach should be used. Indeed accu-

rately modeling convective heat transfers implies modeling more accurately

the aerodynamic field in terms of dynamic features as well as the near wall

region. Therefore, methods such as the cost effective LBM LES [37] appear

promising as they allow a detailed computation of the different scales of the

flow field on a very fine spatial an temporal discretization.
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