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Long time existence results for bore-type initial data for

BBM-Boussinesq systems

March 10, 2016

Abstract

In this paper we deal with the long time existence for the Cauchy problem associated to BBM-type Boussinesq

systems of equations which are asymptotic models for long wave, small amplitude gravity surface water waves.

As opposed to previous papers devoted to the long time existence issue, we consider initial data with nontrivial

behaviour at infinity which may be used to model bore propagation.

Keywords Boussinesq systems, long time existence, bore propagation;

Contents

1 Introduction 1

1.1 The abcd Boussinesq systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Some intermediate results 7

2.1 Proof of Theorem 2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 A priori estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Existence and uniqueness of solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 The lower bound on the time of existence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Proofs of the main results 17

3.1 The 1d case: proof of Theorem 1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 The 2d case: proof of Theorem 1.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

4 Appendix: Littlewood-Paley theory 21

4.1 The dyadic partition of unity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Properties of Besov spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Commutator estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1 Introduction

1.1 The abcd Boussinesq systems

The following systems of PDEs were introduced in [4] as asymptotic models for studying long wave, small amplitude
gravity surface water waves:

{
(I − εb∆) ∂tη + div V + aε div∆V + ε div (ηV ) = 0,
(I − εd∆) ∂tV +∇η + cε∇∆η + εV · ∇V = 0.

(1.1)

In system (1.1), ε is a small parameter while for all (t, x) ∈ [0,∞)× R
n:

{
η = η (t, x) ∈ R,
V = V (t, x) ∈ R

n.
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Long time existence results for bore-type initial data

The variable η is an approximation of the deviation of the free surface of the water from the rest state while V
is an approximation of the fluid velocity. The above family of systems is derived from the classical mathematical
formulation of the water waves problem. In many applications the water waves problem raises a significant number
of difficulties from both a theoretical and a numerical point of view. This is the reason why approximate models
have been established, each of them dealing with some particular physical regimes.

The abcd systems of equations deal with the so called Boussinesq regime which is explained now. Consider a
layer of incompressible, irrotational, perfect fluid flowing through a canal with flat bottom represented by the plane:

{(x, y, z) : z = −h},

where h > 0 and assume that the free surface resulting from an initial perturbation of the steady state can
be described as being the graph of a function η over the flat bottom. Also, consider the following quantities:
A = maxx,y,t |η| the maximum amplitude encountered in the wave motion and l the smallest wavelength for which
the flow has significant energy. Then, the Boussinesq regime is characterized by the following parameters:

α =
A

h
, β =

(
h

l

)2

, S =
α

β
, (1.2)

which are supposed to obey the following relations:

α≪ 1, β ≪ 1 and S ≈ 1.

Supposing for simplicity that S = 1 and choosing ε = α = β, the systems (1.1) are derived back in [4] by a formal
series expansion and by neglecting the second and higher order terms. Actually, the zeros on the right hand side of
(1.1) can be viewed as the O

(
ε2
)

terms neglected in establishing (1.1). The parameters a, b, c, d are also restricted
by the following relation:

a+ b+ c+ d =
1

3
. (1.3)

Asymptotic models taking into account general topographies of the bottom were also derived, see [10]. In this
situation, one has to furthermore distinguish between two different regimes: small respectively strong topography
variations. In [9] time variating bottoms are considered. A systematic study of asymptotic models for the water
waves problem along with their rigorous justification can be found for instance in [12]. Let us also point out that
the only values of n for which (1.1) is physically relevant are n = 1, 2.

The study of the local well-posedness of the abcd systems is the subject under investigation in several papers
beginning with [4] where, besides deriving the family of systems (1.1), it is shown that the linearized equation near
the null solution of (1.1) is well posed in two generic cases, namely:

a ≤ 0, c ≤ 0, b ≥ 0, d ≥ 0 (1.4)

or a = c ≥ 0 and b ≥ 0, d ≥ 0. (1.5)

In [5], the sequel of [4], attention is given to the well-posedness of the nonlinear systems and of some other higher
order (formally, more accurate) Boussinesq systems. Other papers that are dealing with the well-posedness of the
abcd systems, for some cases that are not treated in [5], are [2], [6], [11].

The rigorous justification of the fact that systems (1.1) do approximate the water waves problem has been
carried on in [7] (see also [12]). In this paper, the authors prove that the error estimate between the solution of
(1.1) and the water waves system at time t is of order O

(
ε2t
)
. It is for this reason that on time scales larger than

O
(
ε−2
)

the solutions of (1.1) stop being relevant approximations of the original problem.
The above error estimate result, leads to consider the so-called long time existence1 problem which we will

explain now. First of all, global existence theory of solutions of (1.1) is for the moment not at reach. Indeed, the
only global results known are available in dimension 1 for the case:

a = b = c = 0, d > 0,

which was studied by Amick in [1] and Schonbek in [17] and in the more general case

b = d > 0, a ≤ 0, c < 0,

1abbreviated l.t.e. in the following
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which is somehow not satisfactory because one has to assume some smallness condition on the initial data, see
[5]. Second of all, as we mentioned above, systems (1.1) are reliable from a practical point of view only on time
scales smaller than O

(
ε−2
)

and, as it turns out, on time intervals of order O
(
ε−1
)

the error estimate remains of

small order i.e. O (ε). We also mention that on time scales of order O
(
ε−1/2

)
, systems (1.1) behave like the linear

wave equation thus, existence results where the solution lives on such time scales are not susceptible of having any
predicting features. Also, at time scales of order O

(
ε−1
)

the dispersive and nonlinear effects will have an order one
contribution to the wave’s evolution.

All the above considerations have led people to consider the l.t.e. problem which consists in constructing
solutions of (1.1) for which the maximal time of existence is of formal order O

(
ε−1
)
. Except for the one-dimensional

previously mentioned cases, the first long time existence result was obtained in [15] for the case

a, c < 0, b, d > 0

and for the so called BBM-BBM case corresponding to

a = c = 0, b, d > 0. (1.6)

The proof adopted in this paper relies on the Nash–Moser theorem and involves a loss of derivatives as well as a
relatively high level of regularity. The l.t.e. problem received another satisfactory answer in [16], see also [14], where
the case (1.4) was treated and long time existence for the Cauchy problem was systematically proved, provided that
the initial data lies in some Sobolev spaces. In [8], we used a different method, from the one applied in [16] and
[14], which is based on an energy method applied for spectrally localized equations, in order to obtain l.t.e. results
for most of the parameters verifying (1.4). In particular we managed to lower the regularity assumptions needed
in order to develop the l.t.e theory. When considering small variations of the bottom topography the methods
presented in [14], [16] and [8] adapt without to much extra effort. Regarding the strongly variating bottoms, l.t.e.
results can be found in [13].

The difficulty in obtaining such results comes from the lack of symmetry of (1.1) owing to the εη div V term
from the first equation of the abcd-system . Because of the dispersive operators −εb∆∂t + a div∆, −εd∆∂t + c∇∆,
classical symmetrizing techniques for hyperbolic systems of PDE’s are very hard to apply.

The starting point of the present work is the paper [6] where results pertaining to bore propagation are established
for the BBM-BBM case, (1.6). The l.t.e. problem has been studied for initial data belonging to Sobolev function
spaces Hs with the index of regularity satisfying (at least):

s >
n

2
+ 1.

This corresponds to initial perturbation of the rest state that are essentially localized in the space variables. Indeed,
when s is chosen as above, Hs is embedded in C0 the class of continuous bounded functions which vanish at infinity.
Because bore-type data manifest non trivial behavior at infinity, one must of course change the functional setting
of the initial data. It is exactly this issue that we address in the following: the l.t.e. problem for initial data which
can be used to successfully model bore-propagation. As far as we know, these are the first l.t.e. results for data
that are outside the Sobolev functional setting. More precisely, the methods that we employ here will allow us to
construct solutions of some abcd systems which live on time intervals of order O

(
ε−1
)

where, for the 1-dimensional
case, we might consider general disturbances modeled by continuous functions2 η1D0 such that:

lim
x→±∞

η1D0 (x) = η±.

In the two dimensional setting, the situation in view is that of a 2-dimensional perturbation of the essentially
1-dimensional situation, more precisely we consider:

{
η2D0 (x, y) = η1D0 (x) + φ (x, y) ,

V 2D
0 (x, y) =

(
u1D0 (x) + ψ1 (x, y) , ψ2 (x, y)

)

where we ask
lim

|(x,y)|→∞
|φ (x, y)| = 0 and lim

|(x,y)|→∞
|ψi (x, y)| = 0 for i = 1, 2.

2with some extra regularity on its derivative
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Let us point out that in some sense, the change of the functional setting in order to study bore propagation
corresponds in solving a Neumann problem. Indeed, solving (1.1) with an initial data in C0 amounts in solving
a Dirichlet-type problem whereas solving it with initial data which is bounded with its gradient belonging to C0
amounts to solving a Neumann-type problem.

1.2 The main results

In the present paper we will focus our attention on the so called BBM-type Boussinesq systems of equations:

{
(I − εb∆)∂tη̄ + div V̄ + ε div

(
η̄V̄
)
= 0,

(I − εd∆) ∂tV̄ +∇η̄ + εV̄ · ∇V̄ = 0,
(1.7)

where the parameters b, d obey:
b, d ≥ 0.

We address the long time existence problem for the general (1.7) system with initial data that can be used to model
bore-type waves. Before stating our results, let us fix the functional framework where we are going to construct our
solutions.

We fix two functions χ and ϕ satisfying:

∀ξ ∈ R
n, χ(ξ) +

∑

j≥0

ϕ(2−jξ) = 1,

(see Proposition 4.1 from the Appendix) and let us denote by h respectively h̃ their Fourier inverses. For all u ∈ S ′,
the nonhomogeneous dyadic blocks are defined as follows:





∆ju = 0 if j ≤ −2,

∆−1u = χ (D)u = h̃ ⋆ u,
∆ju = ϕ

(
2−jD

)
u = 2jd

∫
Rn h (2

qy)u (x− y)dy if j ≥ 0.
(1.8)

Let us define now the nonhomogeneous Besov spaces.

Definition 1.1. Let s ∈ R, (p, r) ∈ [1,∞]. The Besov space Bs
p,r (R

n) is the set of tempered distributions u ∈ S ′

such that:
‖u‖Bs

p,r
:=
∥∥∥
(
2js ‖∆ju‖Lp

)
j∈Z

∥∥∥
ℓr(Z)

<∞.

In all that follows, unless otherwise mentioned, the j-subscript for a tempered distribution is reserved for denoting
the frequency localized distribution i.e.:

uj
not.
= ∆ju. (1.9)

Remark 1.1. Taking advantage of the Fourier-Plancherel theorem and using (4.9) one sees that the classical Sobolev
spaces Hs coincide with Bs

2,2.

Remark 1.2. Let us suppose that s ∈ R
+\N. The space Bs

∞,∞ coincides with the Hölder space C[s],s−[s] of bounded
functions u ∈ L∞ whose derivatives of order |α| ≤ [s] are bounded and satisfy

|∂αu (x)− ∂αu (y)| ≤ C |x− y|s−[s]
for |x− y| ≤ 1.

For all s ∈ R, we define3: {
sb = s+ sgn (b) ,
sd = s+ sgn(c).

(1.10)

Let us denote by
Xs

b,d,r (R
n) = Bsb

2,r (R
n)×

(
Bsd

2,r (R
n)
)n

.

3Here, we use the convention sgn (x) = x

|x|
for x 6= 0 and sgn (0) = 0.
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For any ε > 0, we consider the norm:




‖(η, V )‖Xs,ε

b,d,r
=
∥∥∥
(
2jsUj (η, V )

)
j∈Z

∥∥∥
ℓr(Z)

where

U2
j (η, V ) =

∫

Rn

(
|ηj |2 + εb

∑
k=1,n

|∂kηj |2 +
∑

k=1,n

∣∣V k
j

∣∣2 + εd
∑

k,l=1,n

∣∣∂lV k
j

∣∣2
)
.

The space

Es
b,d,r (R

n) =
{
(η, V ) ∈ L∞ (Rn)× (L∞ (Rn))n : (∂kη, ∂kV ) ∈ Xs−1

b,d,r ∀k ∈ 1, n
}

endowed with the norm

‖(η, V )‖Es,ε

b,d,r
= ‖(η, V )‖L∞ +


∑

k∈1,n

‖(∂kη, ∂kV )‖2Xs−1,ε
b,d,r




1
2

is a Banach space. An important aspect is that the space Es
b,d,r (R) admits functions that manifest nontrivial

behavior at infinity, see Remark 1.3. Our first result, pertaining to the 1-dimensional case is formulated in the
following theorem.

Theorem 1.1. Let us consider s ∈ R, r ∈ [1,∞) such that s > 3
2 or s = 3

2 and r = 1. Let us consider
(η0, u0) ∈ Es

b,d,r (R). Then, there exist two real numbers ε0, C both depending on s, b, d, and on ‖(η0, u0)‖Es,1
b,d,r

and

a numerical constant C̃ such that the following holds true. For any ε ≤ ε0, System (1.7) supplemented with the

initial data (η0, u0), admits an unique solution (η̄ε, ūε) ∈ C
([

0, Cε
]
, Es

b,d,r

)
. Moreover, the following estimate holds

true:
sup

t∈[0,Cε ]
‖(η̄ε (t) , ūε (t))‖Es,ε

b,d,r
+ sup

t∈[0,Cε ]
‖∂tη̄ε (t)‖L∞ ≤ C̃ ‖(η0, u0)‖Es,ε

b,d,r
.

Remark 1.3. Let us give an example of function that fits into our framework but is not covered by previous works
dedicated to the long time existence problem. A reasonable initial data for modeling bores would be:

η0 (x) = tanh (x) :=
ex − e−x

ex + e−x
.

which is smooth and manifests nontrivial behavior at ±∞, i.e.

lim
x→∞

η0 (x) = 1 and lim
x→−∞

η0 (x) = −1.

One can verify that tanh ∈
⋂

s≥0

Es,1
b,d,r but does not belong to any Sobolev space Hs.

Let us consider σ ≥ 1
2 , s ≥ 1 with the convention that whenever there is equality in one of the previous relations

then r = 1. We denote by Mσ,s
b,d,r the space of (η, V ) ∈ C

(
R

2
)
×
(
C
(
R

2
))2

such that there exists
(
η1D, V 1D

)
∈

Eσ
b,d,r (R) and

(
η2D, V 2D

)
∈ Xs

b,d,r

(
R

2
)

for which
{

η (x, y) = η1D (x) + η2D (x, y) ,
V (x, y) =

(
V 1D (x) + V 2D

1 (x, y) , V 2D
2 (x, y)

) (1.11)

for all (x, y) ∈ R
2. Let us introduce i : Eσ

b,d,r (R) → C
(
R

2
)
×
(
C
(
R

2
))2

such that for all (x, y) ∈ R
2 we have:

i ((η, u)) (x, y) = (η (x) , (u (x) , 0)) .

Of course, because of the fact i
(
Eσ

b,d,r (R)
)
∩Xs

b,d,r

(
R

2
)
= {0}, the functions appearing in the decomposition (1.11)

are unique. For all ε > 0, let us consider on Mσ,s
b,d,r, the norm

‖(η, V )‖Mσ,s,ε

b,d,r
=
∥∥(η1D, V 1D

)∥∥
Eσ,ε

b,d,r
(R)

+
∥∥(η2D, V 2D

)∥∥
Xs,ε

b,d,r
(R2)

.

It is easy to see that
(
Mσ,s

b,d,r, ‖·‖Mσ,s,ε

b,d,r

)
is a Banach space. We can now formulate the result pertaining to the

2-dimensional case:
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Theorem 1.2. Let us consider s, σ ∈ R, r ∈ [1,∞) such that

s > 2 or s = 2 and r = 1. (1.12)

and

σ > s+
3

2
and σ − 1

2
∈ R\N. (1.13)

Let us consider (η0, u0) ∈ Eσ
b,d,r (R) and (φ, ψ) ∈ Xs

b,d,r

(
R

2
)
. Then, there exist two real numbers ε0, C both

depending on s, b, d, and on ‖(η0, u0)‖Es,1
b,d,r

+ ‖(φ, ψ)‖Xs,1
b,d,r

(R2) and a numerical constant C̃ such that the following

holds true. For any ε ≤ ε0, system (1.7) supplemented with the initial data

{
η̄0 (x, y) = η0 (x) + φ (x, y) ,
V̄0 (x, y) = (u0 (x) , 0) + ψ (x, y) ,

admits an unique solution
(
η̄ε, V̄ ε

)
∈ C

([
0, Cε

]
,Mσ,s

b,d,r

)
. Moreover, the following estimate holds true:

sup
t∈[0,Cε ]

(∥∥(η̄ε (t) , V̄ ε (t)
)∥∥

Mσ,s,ε

b,d,r

)
+ sup

t∈[0,Cε ]
(‖∂tη̄ε (t)‖L∞) ≤ C̃

(
‖(η0, u0)‖Eσ,ε

b,d,r
+ ‖(φ, ψ)‖Xs,ε

b,d,r

)

The results presented in Theorems 1.1, 1.2 are a by-product of a general result that we obtain later in the paper
(see Theorem 2.1 ). The method of proof consists of conveniently spliting the initial data into two parts and of
performing energy estimates on a slightly more general system than (1.7). The estimates are a refined version of
those obtained in [8] and they allow us to handle the fact that the bore type functions do not belong to L2.

1.3 Notations

Let us introduce some notations. For any vector field U : Rn → R
n we denote by ∇U : Rn → Mn(R) and by the

n× n matrices defined by:
(∇U)ij = ∂iU

j ,

In the same manner we define ∇2U : Rn → R
n × R

n × R
n as:

(
∇2U

)
ijk

= ∂2ijU
k.

We will suppose that all vectors appearing are column vectors and thus the (classical) product between a matrix
field A and a vector field U will be the vector4:

(AU)i = AijU
j .

We will often write the contraction operation between ∇2U and a vector field V by

(
∇2U : V

)
ij
= ∂2ijU

kV k

If U, V : Rn → R
n are two vector fields and A,B : Rn → Mn(R) two matrix fields we denote:

UV = U iV i, A : B = AijBij ,

〈U, V 〉L2 =

∫
U iV i, 〈A,B〉L2 =

∫
AijBij

‖U‖2L2 = 〈U,U〉L2 , ‖A‖2L2 = 〈A,A〉L2

∥∥∇2U
∥∥2
L2 =

∫
∇U : ∇U =

∫ (
∂ijU

k
)2

Also, the tensorial product of two vector fields U, V is defined as the matrix field U ⊗ V : Rn → Mn(R) given by:

(U ⊗ V )ij = U iV j .

4From now on we will use the Einstein summation convention over repeted indices.
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2 Some intermediate results

The method of proof of the main results naturally leads us to study the following system:




(I − εb∆) ∂tη + div V + ε div (ηW1 + hV + βηV ) = εf,
(I − εd∆) ∂tV +∇η + ε (W2 + βV ) · ∇V + εV · ∇W3 = εg
η|t=0 = η0, V|t=0 = V0

(Sε (D))

where ε, β ∈ [0, 1] and D =(η0, V0, f, g, h,W1,W2,W3). The above system captures a very general form of weakly
dispersive quasilinear systems. Let us consider s ∈ R such that

s >
n

2
+ 1 or s =

n

2
+ 1 and r = 1. (2.1)

Let us fix the following notations:





U2
j (t) = ‖(ηj(t), Vj (t))‖2L2 + ε

∥∥∥
(√

b∇ηj (t) ,
√
d∇Vj (t)

)∥∥∥
2

L2
,

Us (t) =
∥∥∥
(
2jsUj (t)

)
j∈Z

∥∥∥
ℓr(Z)

, U (t) = ‖(η,∇η, V,∇V )‖L∞∩Lp2 , Fs (t) = ‖(f(t), g(t))‖Bs
2,r
,

Ws (t) = ‖h (t)‖L∞ + ‖∇h (t)‖Bs
p1,r

+ ‖∂th(t)‖L∞ +
∑3

i=1

(
‖(Wi (t))‖L∞ + ‖∇Wi (t)‖Bs

p1,r

)
.

(2.2)

In order to ease the reading we will rather skip denoting the time dependency in the computations that follow. We
are now in the position of stating the following:

Theorem 2.1. Let us consider b, d ≥ 0, two real numbers with b+ d > 0, (p1, r) ∈ [2,∞] ×[1,∞), p2 such that

1

p1
+

1

p2
=

1

2

and s, sb, sd > 0 as defined in (2.1) and (1.10). Let us also consider (f, g) ∈ C
(
[0, T ], Bs

2,r ×
(
Bs

2,r

)n)
, h ∈

C ([0, T ], L∞) with ∇h ∈ C
(
[0, T ], Bs

p1,r

)
, ∂th ∈ L∞ ([0, T ], L∞) and for i = 1, 3 consider the vector fields Wi ∈

C ([0, T ], (L∞)
n
) with ∇Wi ∈ C

(
[0, T ],

(
Bs

p1,r

)n)
. Then, for all (η0, V0) ∈ Bsb

2,r ×
(
Bsd

2,r

)n
, writing

D =(η0, V0, f, g, h,W1,W2,W3), there exists a T̄ ∈ (0, T ] such that Sε (D) admits an unique solution (η, V ) ∈
C
(
[0, T̄ ], Bsb

2,r ×
(
Bsd

2,r

)n)
with (∂tη, ∂tV ) ∈ C

(
[0, T̄ ], Bs−1+2 sgn b

2,r ×
(
Bs−1+2 sgn d

2,r

)n)
. Moreover if T ⋆ ∈ R

+ is such

that ∫ T⋆

0

U (τ) dτ <∞, (2.3)

then the solution (η, V ) can be continued after T ⋆.

Of course, in what the existence and uniqueness of solutions of Sε (D) is concerned, the results presented in
Theorem 2.1 are not optimal. However, the aspect that we wish to emphasize in this paper is the possibility of
solving the above system on what we named long time scales and with regards to this matter the extra regularity
is necessary in order to develop the forthcoming theory. The next result is the main ingredient in proving the l.t.e.
results announced in Theorem 1.1 and Theorem 1.2.

Theorem 2.2. Let us fix (η0, V0) ∈ Xs
b,d,r. For ε ∈ (0, 1] we consider (f ε, gε) ∈ C

(
[0, T ε], Bs

2,r ×
(
Bs

2,r

)n)
,

hε ∈ C ([0, T ε], L∞) with ∇hε ∈ C
(
[0, T ε], Bs

p1,r

)
, ∂th

ε ∈ L∞ ([0, T ε], L∞) and for i = 1, 3 we consider the vector

fields W ε
i ∈ C ([0, T ε], (L∞)

n
) with ∇W ε

i ∈ C
(
[0, T ε],

(
Bs

p1,r

)n)
. Assume that

sup
ε∈[0,1]

sup
τ∈[0,T ε]

Wε
s (τ) <∞, sup

ε∈[0,1]

sup
τ∈[0,T ε]

F ε
s (τ) <∞,

where

Wε
s (t) = ‖hε (t)‖L∞ + ‖∇hε (t)‖Bs

p1,r
+ ‖∂thε(t)‖L∞ +

3∑

i=1

(
‖(W ε

i (t))‖L∞ + ‖∇W ε
i (t)‖Bs

p1,r

)
,

7
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and
F ε
s (t) = ‖(f ε(t), gε(t))‖Bs

2,r
.

We denote by Dε=(η0, V0, f
ε, gε, hε,W ε

1 ,W
ε
2 ,W

ε
3 ).Then, there exist two real numbers ε0, C both depending on

s, n, b, d, ‖(η0, V0)‖Xs,1
b,d,r

, sup
ε∈[0,1]

sup
τ∈[0,T ε]

Wε
s (τ), sup

ε∈[0,1]

sup
τ∈[0,T ε]

F ε
s (τ) and a numerical constant C̃ = C̃ (n) such that

the following holds true. For any ε ≤ ε0, the maximal time of existence T ε
max of the unique solution (ηε, V ε) of

system Sε (Dε) satisfies the following lower bound:

T ε
max ≥ T ε

⋆ :
def.
= min

{
T ε,

C

ε

}
. (2.4)

Moreover, we have that:

sup
t∈[0,T ε

⋆ ]

‖(ηε (t) , V ε (t))‖Xs,ε

b,d,r
+ sup

t∈[0,T ε
⋆ ]

‖∂tηε (t)‖L∞ ≤ C̃ (n) ‖(η0, V0)‖Xs,ε

b,d,r
. (2.5)

Of course, when the data Dε does not depend on ε we obtain the following:

Corollary 3. Let us fix (η0, V0) ∈ Xs
b,d,r and s and p1 as above. Also, consider (f, g) ∈ C

(
[0, T ], Bs

2,r ×
(
Bs

2,r

)n)
,

h ∈ C ([0, T ], L∞) with ∇h ∈ C
(
[0, T ], Bs

p1,r

)
, ∂th ∈ L∞ ([0, T ], L∞) and for i = 1, 3 consider the vector fields

Wi ∈ C ([0, T ], (L∞)
n
) with ∇Wi ∈ C

(
[0, T ],

(
Bs

p1,r

)n)
. We denote by D =(η0, V0, f, g, h,W1,W2,W3).Then, there

exist two real numbers ε0, C both depending on s,n,b,d,‖(η0, V0)‖Xs,1
b,d,r

, sup
τ∈[0,T ]

Ws (τ), sup
τ∈[0,T ]

Fs (τ) and a numerical

constant C̃ = C̃ (n) such that the following holds true. For any ε ≤ ε0, the maximal time of existence T ε
max of the

unique solution (ηε, V ε) of the system Sε (D) satisfies the following lower bound:

T ε
max ≥ T ε

⋆ :
def.
= min

{
T ε,

C

ε

}
. (2.6)

Moreover, we have that:

sup
t∈[0,T ε

⋆ ]

‖(ηε (t) , V ε (t))‖Xs,ε

b,d,r
+ sup

t∈[0,T ε
⋆ ]

‖∂tηε (t)‖L∞ ≤ C̃ (n) ‖(η0, V0)‖Xs,ε

b,d,r
. (2.7)

Remark 2.1. The choice of s according to relation (2.1) ensures that we have the following embedding: Bs
2,r →֒ Lp2

and Bs
2,r →֒ L∞. In particular, we also have

U (t) ≤n Us (t) ,

a fact that will be systematically used in all that follows.

Remark 2.2. The explosion criterion (2.3) implies that the life span of the solution does not depend on its possible

extra regularity above the critical level B
n
2 +1
2,1 .

The plan of the proof of Theorem 2.1 is the following. First, we derive a priori estimates using a spectral
localization of the system (Sε (D)). Then, we use the so called Friedrichs method in order to construct a sequence of
functions that solves a family of ODE’s which approximate system (Sε (D)). Finally, using a compactness method
we show that we can construct a solution of the system (Sε (D)). Theorem 2.2 is obtained using a bootstrap
argument.

2.1 Proof of Theorem 2.1

2.1.1 A priori estimates

Firs of all we will derive a priori estimates. Thus, let us consider (η, V ) ∈ C
(
[0, T̄ ], Bsb

2,r ×
(
Bsd

2,r

)n)
a solution of

(Sε (D)). As announced, we proceed by localizing the system (Sε (D)) in the frequency space such that we obtain:

{
(I − εb∆)∂tηj + div Vj + ε∇ηj (W1 + βV ) + ε (h+ βη) div Vj = εfj + εR1j ,
(I − εd∆) ∂tVj +∇ηj + ε (W2 + βV ) · ∇Vj = εgj + εR2j,

(2.8)

8
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where
{
R1j = β [V,∆j ]∇η + [W1,∆j ]∇η + β [η,∆j ] div V + [h,∆j ] div V −∆j (∇hV )−∆j (η divW1) ,
R2j = [(W2 + βV ) · ∇,∆j ]V −∆j (V · ∇W3) ,

(2.9)

We multiply the first equation of (2.8) with ηj and the second one with 1 + αε (h+ βη)Vj , we add the results
and by integrating over R

n we obtain that:

1

2

d

dt

[∫
η2j + εb |∇ηj |2 + (1 + αε (h+ βη))

(
V 2
j + εd∇Vj : ∇Vj

)]
=

7∑

i=1

Ti

where:

T1 = −
∫

(1 + ε (h+ βη)) ηj div Vj −
∫

(1 + αε (h+ βη))∇ηjVj ,

T2 = −ε
∫

∇ηj (W1 + βV ) ηj ,

T3 = −ε 〈(W2 + βV ) · ∇Vj , (1 + αε (h+ βη))Vj〉L2 ,

T4 = ε

∫
fjηj + ε

∫
(1 + αε (h+ βη)) gjVj ,

T5 = ε

∫
R1jηj + ε

∫
(1 + αε (h+ βη))R2jVj ,

T6 = −1

2
αε 〈Vj , (∂th+ β∂tη) Vj〉L2 −

1

2
αdε2 〈∇Vj , (∂th+ β∂tη)∇Vj〉L2 ,

T7 = −αdε2 〈∂t∇Vj ,∇ (h+ βη)⊗ Vj〉L2 .

Here, we use α as a parameter in order to obtain the desired estimates from a single "strike". Indeed only the
values α ∈ {0, 1} will be of interest to us and, as we will see, α = 0 will give us the estimate necessary to develop
the existence theory while α = 1 will lead to an estimate that is the key point in finding the lower bound on the
time of existence.

Let us estimate the Ti’s. Regarding the first term, we write that:

T1 = −
∫

(1 + ε (h+ βη)) ηj div Vj −
∫

(1 + αε (h+ βη))∇ηjVj

= αε

∫
(∇h+ β∇η) ηjVj − ε (1− α)

∫
(βη + h) ηj div Vj

≤ αεC (‖∇h‖L∞ + β ‖∇η‖L∞) ‖ηj‖L2 ‖Vj‖L2

+ C
(1− α)

√
ε

max(
√
b,
√
d)
U2
j (Ws+βU)

≤ αεCU2
j (Ws+βU) + C

(1− α)
√
ε

max(
√
b,
√
d)
U2
j (Ws+βU) . (2.10)

Let us bound the second term:

T2 = −ε
∫

(W1 + βV )∇ηjηj ≤
ε

2

∫
(‖divW1‖L∞ + β ‖div V ‖L∞) η2j

≤ ε

2
U2
j (Ws+βU) . (2.11)

Using the Einstein summation convention over repeated indices, the term T3 is treated as follows:

T3 = −ε 〈(W2 + βV ) · ∇Vj , (1 + αε (βη + h))Vj〉L2

= −ε
∫

(1 + αε(βη + h)) (βV m +Wm
2 ) ∂mV

k
j V

k
j

9
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=
ε

2

∫
∂m ((1 + αε(βη + h)) (βV m +Wm

2 )) V k
j V

k
j

=
ε

2

∫
div ((1 + αε(βη + h)) (βV +W2)) |Vj |2

≤ ε

2
U2
j (‖W2‖L∞ + β ‖V ‖L∞ + αε ‖(βη, β∇η, h,∇h)‖L∞ ‖(βV, β∇V,W2,∇W2)‖L∞)

≤ ε

2
U2
j

(
Ws + βU + αε (Ws+βU)

2
)
. (2.12)

Next, we bound the term T4 :

T4 = ε

∫
fjηj + ε

∫
(1 + αε (h+ βη)) gjVj

≤ ε ‖fj‖L2 ‖ηj‖L2 + ε (1 + αε ‖h‖L∞ + αβε ‖η‖L∞) ‖gj‖L2 ‖Vj‖L2

≤ εC2−jsc1j (t)UjFs (1 + αε (Ws + βU)) . (2.13)

Treating the fifth term is done in the following lines. First we write that:

T5 = ε

∫
R1jηj + ε

∫
(1 + αε (h+ βη))R2jVj

≤ εCUj (1 + αε (Ws + βU))
(
‖R1j‖L2 + ‖R2j‖L2

)
. (2.14)

Next, let us estimate the remainder terms R1j and R2j . In order to do so, we apply Proposition 4.6 and Proposition
4.1 from the Appendix in order to get:

‖R1j‖L2 ≤ C2−jsc2j (t)
{
β ‖∇V ‖L∞ ‖∇η‖Bs−1

2,r
+ β ‖∇η‖L∞ ‖∇V ‖Bs−1

2,r
+

‖∇W1‖L∞ ‖∇η‖Bs−1
2,r

+ ‖∇η‖Lp2 ‖∇W1‖Bs−1
p1,r

+

β ‖∇η‖L∞ ‖∇V ‖Bs−1
2,r

+ β ‖∇V ‖L∞ ‖∇η‖Bs−1
2,r

+

‖∇h‖L∞ ‖∇V ‖Bs−1
2,r

+ ‖∇V ‖Lp2 ‖∇h‖Bs−1
p1,r

+

‖∇h‖L∞ ‖∇V ‖Bs−1
2,r

+ ‖V ‖Lp2 ‖∇h‖Bs
p1,r

+

‖divW1‖L∞ ‖∇η‖Bs−1
2,r

+ ‖η‖Lp2 ‖divW1‖Bs
p1,r

}
(2.15)

and consequently:
‖R1j‖L2 ≤ C2−jsc2j (t) (WsU + Us (Ws + βU)) .

Proceeding as above, we get a similar bound for R2j . Thus, we get that:

T5 ≤ εC2−jsc2j (t)Uj (1 + αε (Ws + βU)) (WsU + Us (Ws + βU)) (2.16)

When α = 0, T6 = T7 = 0 and we are in the position of obtaining the first estimate. Combining (2.10), (2.11),
(2.12), (2.13) and (2.16) we get that:

d

dt
U2
j ≤ √

εCU2
j (Ws + βU) + εC2−jsc5jUj (Fs +WsU + Us (Ws + βU)) . (2.17)

Time integration of (2.17) reveals the following:

Uj (t) ≤ Uj (0) +
√
εC

∫ t

0

Uj (τ) (Ws (τ) + βU (τ)) dτ+

√
εC

∫ t

0

2−jσc5j (τ) (Fs (τ) +Ws (τ)U (τ) + Us (τ) (Ws (τ) + βU (τ))) dτ.

10
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Multiplying the last inequality with 2js and performing an ℓr (Z)-summation we end up with:

Us (t) ≤ Us (0) +
√
εC

∫ t

0

Fs (τ) dτ +
√
εC

∫ t

0

Ws (τ)U (τ) dτ

+
√
εC

∫ t

0

Us (τ) (Ws (τ) + βU (τ)) dτ.

≤ Us (0) +
√
εC

∫ t

0

Fs (τ) dτ +
√
εC

∫ t

0

Us (τ) (Ws (τ) + βU (τ)) dτ. (2.18)

Obviously, relation (2.18) and Gronwall’s lemma imply the explosion criteria.

Let us now bound the term T6:

T6 = −1

2
αε 〈Vj , (∂th+ β∂tη) Vj〉L2 −

1

2
αε2d 〈∇Vj , (∂th+ β∂tη)∇Vj〉L2

≤ αεU2
j (‖∂th‖L∞ + β ‖∂tη‖L∞) .

Using the first equation of (Sε (D)) we write:

∂tη = ε (I − εb∆)−1 f − (I − εb∆)−1 div (V + ε (ηW1 + hV + βηV ))

and using again relation (2.1) combined with the fact that (I − εb∆)
−1

has at most norm 1 when regarded as an
L2 to L2 operator, we obtain that:

‖∂tη‖L∞ ≤
∥∥∥ε (I − εb∆)

−1
f − (I − εb∆)

−1
div (V + ε (ηW1 + hV + βηV ))

∥∥∥
B

n
2
2,1

≤ ε ‖f‖Bs
2,r

+ ‖V ‖Bs
2,r

+ ε ‖ηW1 + hV + βηV ‖Bs
2,r

≤ ε ‖f‖Bs
2,r

+ ‖V ‖Bs
2,r

+ εβ ‖(η, V )‖2Bs
2,r

+ ε ‖(η, V )‖Bs
2,r

‖(h,W1)‖L∞

+ ε ‖(η, V )‖Lp2 ‖(∇h,∇W1)‖Bs−1
p1,r

≤ C(Us + εFs + εUs (Ws + βUs)). (2.19)

Thus, putting togeter the last estimates, we find that:

T6 ≤ αεU2
j

(
Ws + βUs + εβFs + ε (Ws + βUs)

2
)
. (2.20)

Finally, let us estimate the last term:

T7 = −αdε2 〈∂t∇Vj ,∇ (βη + h)⊗ Vj〉L2 ≤ αdε2 ‖∂t∇Vj‖L2 ‖Vj‖L2 (β ‖∇η‖L∞ + ‖∇h‖L∞) .

Using the second equation of (Sε (D)) we write that:

∂t∇Vj = ε (I − εd∆)
−1 ∇ (gj)− (I − ε∆)

−1 ∇2ηj − ε (I − ε∆)
−1 ∇∆j [(W2 + βV ) · ∇V ]

− ε (I − ε∆)
−1 ∇∆j (V · ∇W3)

and because (εd)
1
2 (I − εd∆)

−1 ∇ and εd (I − εd∆)
−1 ∇2 have O (1)-norms when regarded as operators from L2 to

L2, we can write that

εd ‖∂t∇Vj‖L2 ≤ C
(
ε

3
2

√
d ‖gj‖L2 + ‖ηj‖L2 + ε

3
2

√
d ‖∆j [(W2 + βV ) · ∇V ]‖L2 + ε

3
2

√
d ‖∆j (V · ∇W3)‖L2

)

≤ Cmax
{
1,
√
εd
}(

Uj + 2−jsc4j

(
εFs + ε (Ws + βUs)

2
))

.

Thus, we get that:

T7 ≤ αεU2
j (Ws + βU) + αεC2−jsc4j (t)Uj

(
εFs (Ws + βU) + εUs (Ws + βUs)

2
)
. (2.21)

Let us consider α = 1. Putting together estimates (2.10)-(2.16) we get that:

d

dt

[∫
η2j + εb |∇ηj |2 + (1 + ε (η + h))

(
V 2
j + εd∇Vj : ∇Vj

)]
≤ εCU2

j

(
εβFs +Ws + βUs + ε (Ws + βUs)

2
)

+εC2−jscj (t)Uj (Fs (1 + ε (Ws + βUs)) + Us (Ws + βUs) (1 + ε (Ws + βUs))) . (2.22)
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2.1.2 Existence and uniqueness of solutions

We are now in the position to prove the existence and uniqueness of solutions for system (Sε (D)). We will use the
so called Friedrichs method. For all m ∈ N, let us consider Em the low frequency cut-off operator defined by:

Emf = F−1
(
χB(0,m)f̂

)
.

We define the space

L2
m =

{
f ∈ L2 : Suppf̂ ⊂ B (0,m)

}

which, endowed with the ‖·‖L2-norm is a Banach space. Let us observe that due to Bernstein’s lemma, all Sobolev
norms are equivalent on L2

m. For all m ∈ N, we consider the following differential equation on L2
m:





∂tη = Fm (η, V ) ,
∂V = Gm (η, V ) ,
η|t=0 = Emη0, V|t=0 = EmV0,

(2.23)

where (Fm, Gm) : L2
m ×

(
L2
m

)n → L2
m ×

(
L2
m

)n
are defined by:

Fm (η, V ) = −Em

(
(I − εb∆)

−1
[div V + ε div (ηW1 + hV + βηV )− εf ]

)
, (2.24)

Gm (η, V ) = −Em

(
(I − εd∆)

−1
[∇η + ε (W2 + β) · ∇V + εV · ∇W3 − εg]

)
. (2.25)

It transpires that due to the equivalence of the Sobolev norm, (Fm, Gm) is continuous and locally Lipschitz on
L2
m ×

(
L2
m

)n
. Thus, the classical Picard theorem ensures that there exists a nonnegative time Tm > 0 and a unique

solution (ηm, V m) : C1
(
[0, Tm], L2

m ×
(
L2
m

)n)
. Let us denote by





Um
j (t) =

(
‖(∆jη

m(t),∆jV
m (t))‖2L2 + ε

∥∥∥
(√

b∇∆jη
m (t) ,

√
d∇∆jV

m (t)
)∥∥∥

2

L2

) 1
2

,

Um
s (t) =

∥∥∥
(
2jsUm

j (t)
)
j∈Z

∥∥∥
ℓr(Z)

, Um (t) = ‖(ηm,∇ηm, V m,∇V m)‖L∞∩Lp2 .

Thanks to the property E
2
m = Em, we get that the estimate obtained in (2.18) still holds true for (ηm, V m), namely:

Um
s (t) ≤ Um

s (0) +
√
εC

∫ t

0

Fs (τ) dτ +
√
εC

∫ t

0

Um
s (τ) (Um (τ) +Ws (τ)) dτ

≤ Us (0) +
√
εC

∫ t

0

(
Fs (τ) +W2

s (τ)
)
dτ +

√
εC

∫ t

0

(Um
s (τ))

2
dτ.

We consider

T ′ = sup

{
T > 0 :

√
εC

∫ t

0

(
Fs (τ) +W2 (τ)

)
dτ ≤ Us (0)

}

and
T̄m = sup {T > 0 : Us (τ) ≤ 3Us (0)} .

Gronwall’s lemma ensures the existence of a constant C̄ = C̄ (s, b, d) such that:

T̄m ≥ min

{
C̄√

εUs (0)
, T ′
}

:= T̄

and thus, the sequence (ηm, V m) ∈ C
(
[0, T ], Bs1

2,r ×
(
Bs2

2,r

)n)
is uniformly bounded i.e.

‖(ηm, Vm)‖E ≤ 3Us (0) . (2.26)

From the relation

∂tη
m = −Em

(
(I − εb∆)

−1
[div Vm + ε div (ηmW1 + hV m + βηmV m)− εf ]

)

12



Long time existence results for bore-type initial data

and from (2.26) we get that the sequence (∂tη
m)m∈N

is uniformly bounded in Bs−1
2,r on

[
0, T̄

]
. Next, considering for

all p ∈ N a smooth function φp such that:

{
Supp φp ⊂ B (0, p+ 1) ,
φp = 1 on B (0, p)

it follows that for each p ∈ N, the sequence (φpη
m)m∈N

is uniformly equicontinuous on
[
0, T̄

]
and that for all

t ∈
[
0, T̄

]
, the set {φpηm (t) : m ∈ N} is relatively compact in Bs−1

2,r . Thus, the Ascoli-Arzela Theorem combined
with Proposition 4.5 and with Cantor’s diagonal process provides us a subsequence of (ηm)m∈N

and a tempered
distribution η ∈ C ([0, T ], S′) such that for all φ ∈ D (Rn):

φηm → φη in C
(
[0, T ], Bs−1

2,r

)
.

Moreover, owing to the Fatou property for Besov spaces, see Proposition 4.3, we get that η ∈ L∞ ([0, T ], Bs1
2,r

)
and

thus, using interpolation we get that:
φηm → φη in C

(
[0, T ], Bsb−γ

2,r

)
(2.27)

for any γ > 0. Of course, using the same argument we can construct a V ∈ L∞ ([0, T̄
]
,
(
Bs2

2,r

)n)
such that for any

ψ ∈ (D (Rn))
n
:

ψV m → ψV in C
(
[0, T ],

(
Bsd−γ

2,r

)n)
(2.28)

for any γ > 0. Also, by the Fatou property in Besov spaces we get that (η, V ) ∈ L∞ ([0, T̄
]
, Bsb

2,r ×
(
Bsd

2,r

)n)
. We

claim that the properties enlisted above allow us to pass to the limit when m→ ∞ in the equation verified by ηm

and V m. Let us show on two examples, how this process is carried out in practice. Let φ ∈ D (Rn) and let us write
that:
∣∣∣∣
∫
φdiv [(ηm − η)W1]

∣∣∣∣ =
∣∣∣∣
∫

(ηm − η)W1∇φ
∣∣∣∣ ≤

∣∣∣∣
∫

(ηm − η) (SqW1)∇φ
∣∣∣∣ +
∣∣∣∣
∫

(ηm − η) ((Id− Sq)W1)∇φ
∣∣∣∣

≤
∣∣∣∣
∫

(ηm − η) (SqW1)∇φ
∣∣∣∣ + C ‖(Id− Sq)W1‖Bs+1

p1,r
‖(ηm − η)∇φ‖B−s−1

p′1,r′

≤
∣∣∣∣
∫

(ηm − η) (SqW1)∇φ
∣∣∣∣ + C ‖(Id− Sq)∇W1‖Bs

p1,r
‖(ηm − η)∇φ‖B0

p′
1
,∞

≤
∣∣∣∣
∫

(ηm − η) (SqW1)∇φ
∣∣∣∣ + C ‖(Id− Sq)∇W1‖Bs

p1,r
(‖ηm‖Lp2 + ‖η‖Lp2 ) ‖∇φ‖L2

≤
∣∣∣∣
∫

(ηm − η) (SqW1)∇φ
∣∣∣∣ + CUs (0) ‖(Id− Sq)∇W1‖Bs

p1,r
‖∇φ‖L2 . (2.29)

The fact that the first term of (2.29) tends to zero as m → ∞ is a consequence of (2.27). The second term tends
to zero as q → ∞ owing to the fact that ∇W1 ∈ Bs

p1,r. Let us also show how to deal with the nonlinear terms. We
write that

∣∣∣∣
∫
φdiv (ηmV m − ηV )

∣∣∣∣ =
∣∣∣∣
∫

(ηmV m − ηV )∇φ
∣∣∣∣ ≤

∣∣∣∣
∫
ηm (V m − V )∇φ

∣∣∣∣+
∣∣∣∣
∫

(ηm − η) V∇φ
∣∣∣∣

≤ C ‖V m∇φ− V∇φ‖Bs−1
2,r

‖ηm‖B1−s

2,r′
+

∣∣∣∣
∫

(ηm − η) V∇φ
∣∣∣∣

≤ C ‖V m∇φ− V∇φ‖Bs−1
2,r

‖ηm‖Bs
2,r

+

∣∣∣∣
∫

(ηm − η)V∇φ
∣∣∣∣

≤ CUs (0) ‖Vm∇φ − V∇φ‖Bs−1
2,r

+

∣∣∣∣
∫

(ηm − η)V∇φ
∣∣∣∣ . (2.30)

The first term of (2.30) tends to zero as m → ∞, owing to relation (2.28). In order to show that the second term
of (2.30) tends to zero as m→ ∞ one proceeds exactly like we did in (2.29).

Recovering the time regularity of (η, V ) is again classical. One can show for example that for all j ∈ Z we have

Sjη ∈ C
(
[0, T ], Bs1

2,r

)

13
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and by using energy estimates:
lim
j→∞

‖η − Sjη‖L∞

T̄
(Bs1

2,r)
= 0.

As for the uniqueness of solutions let us consider
(
η1, V 1

)
,
(
η2, V 2

)
two solutions of (Sε (D)). The system verified

by
(δη, δV ) =

(
η1 − η2, V 1 − V 2

)

is the following: 



(I − εb∆) ∂tδη + div δV + ε div
(
δηW̃1 + h̃δV

)
= 0,

(I − εd∆) ∂tδV +∇δη + εW̃2 · ∇δV + δV · ∇W̃3 = 0
η|t=0 = 0, V|t=0 = 0,

(2.31)

with {
h̃ = h+ βη2, W̃1 =W1 + βV 1,

W̃2 =W2 + βV 1, W̃3 =W3 + βV 2.

Let us multiply the firs equation of (2.31) with δη and the second one with δV such that by repeated integration
by parts, one obtains:

1

2

d

dt
δU2 (t) ≤ C

(
ε
∥∥∥div W̃1

∥∥∥
L∞

+ ε
∥∥∥div W̃2

∥∥∥
L∞

)
δU2 (t) (2.32)

+ C


ε
∥∥∥∇W̃3

∥∥∥
L∞

+

√
ε
(∥∥∥h̃

∥∥∥
L∞

+
∥∥∥∇h̃

∥∥∥
L∞

)

max
{√

b,
√
d
}


 δU2 (t)

with

δU2 (t) :
not.
=

∫
‖(δη, δV )‖2L2 + ‖(b∇δη, d∇δV )‖2L2 .

As δU (0) = 0, uniqueness follows by Gronwall’s Lemma and thus the proof of Theorem 2.1 is achieved.

2.2 The lower bound on the time of existence

In this section we prove Theorem 2.2. Let us consider (η0, V0) ∈ Xs
b,d,r and let us denote by

Rε
0

not.
= ‖(η0, V0)‖Xs,ε

b,d,r
.

Then, according to Theorem 2.1, for all ε > 0, there exists an unique maximal solution of Sε (Dε) which we denote
by (ηε (t) , V ε (t)) ∈ Xs

b,d,r. We introduce the following notations:





U2
j (ε, t) =

∥∥(ηεj (t), V ε
j (t)

)∥∥2
L2 + ε

∥∥∥
(√

b∇ηεj (t) ,
√
d∇V ε

j (t)
)∥∥∥

2

L2
,

‖(ηε (t) , V ε (t))‖Xs,ε

b,d,r
= Us (ε, t) =

∥∥∥
(
2jsUj (ε, t)

)
j∈Z

∥∥∥
ℓr(Z)

.
(2.33)

Let us consider

T ε
⋆ = sup

{
T ∈ [0, T ε] : sup

t∈[0,T ]

‖(ηε (t) , V ε (t))‖Xs,ε

b,d,r
≤
(
1 + e

√
7
)
Rε

0

}
,

and
ε0 = min {ε01, ε02, ε03, ε04} ,

where 



ε01 = 3

4C1(1+e
√
7)R1

0+4 sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

‖hε̃(τ)‖
L∞

, ε02 = 1

2(1+e
√
7)R1

0+2 sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)

,

ε03 =

(1+e
√
7)R0

0+ sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)

2 sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

F ε̃
s (τ)

, ε04 = 1

2(1+e
√
7)R1

0+2 sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)

.
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where C1 is the constant appearing in the embedding B
n
2
2,1 →֒ L∞ i.e.

‖f‖L∞ ≤ C1 ‖f‖
B

n
2
2,1

.

Let us put

C̃ = min





R0
0

3eC sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

F ε̃
s (τ)

,
1

16C
(
1 + e

√
7
)
R1

0

,
1

16C sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)





(2.34)

where C is the universal constant appearing in (2.22). We claim that for all ε ≤ ε0

T ε
⋆ ≥ min

{
C̃

ε
, T ε

}
.

Let us suppose that this is not the case. Then there exists an ε > 0 such that

T ε
⋆ < min

{
C̃

ε
, T ε

}
. (2.35)

We begin by writing that
1

4
≤ 1 + ε (ηε (t, x) + hε (t, x)) ≤ 7

4
,

for all (t, x) ∈ [0, T ε
⋆ ]× R

n, owing to the fact that

ε ≤ ε01. (2.36)

Thus, denoting by

N2
j (ε, t) :=

∫

Rn

(
ηεj
)2

(t) + εb
∣∣∇ηεj (t)

∣∣2 + (1 + ε (ηε (t) + hε (t)))
(∣∣V ε

j

∣∣2 (t) + εd∇V ε
j (t) : ∇V ε

j (t)
)

we see that for all t ∈ [0, T ε
⋆ ] we get that:

1

2
Uj (ε, t) ≤ Nj (ε, t) ≤

√
7

2
Uj (ε, t) . (2.37)

Recall that according to (2.22) we have that:

d

dt
N2

j (ε, t) ≤ εCU2
j (ε, t)

(
εF ε

s (t) +Wε
s (t) + Us (ε, t) + ε (Wε

s (t) + Us (ε, t))
2
)

(2.38)

+εC2−jscεj (t)Uj (ε, t)F
ε
s (t) {1 + ε (Wε

s (t) + Us (ε, t))} (2.39)

+εC2−jscεj (t)Uj (ε, t)Us (ε, t) (Wε
s (t) + Us (ε, t)) {1 + ε (Wε

s (t) + Us (ε, t))} (2.40)

and using (2.37) we get that:

Uj (ε, t) ≤
√
7Uj (ε, 0) + 2εC

∫ t

0

Uj (ε, τ)
(
εF ε

s (τ) +Wε
s (τ) + Us (ε, τ) + ε (Wε

s (τ) + Us (ε, τ))
2
)

+2εC2−js

∫ t

0

cj (F
ε
s (τ) (1 + ε (Wε

s (τ) + Us (ε, τ))) + Us (ε, τ) (Wε
s (τ) + Us (ε, τ)) (1 + ε (Wε

s (τ) + Us (ε, τ)))) .

(2.41)

Multiplying (2.41) with 2js and performing an ℓr (Z)-summation we end up with

Us (ε, t) ≤
√
7Us (ε, 0) + 2εC

∫ t

0

F ε
s (τ) (1 + ε (Wε

s (τ) + Us (ε, τ))) dτ

15
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+ 4εC

∫ t

0

Us (ε, τ)
(
εF ε

s (τ) +Wε
s (τ) + Us (ε, τ) + ε (Wε

s (τ) + Us (ε, τ))
2
)
dτ

≤
√
7Rε

0 + 3εCT ε
⋆ sup

ε̃∈[0,1]

sup
τ∈[0,T ε̃]

F ε̃
s (τ)

+ 4εC

∫ t

0

Us (ε, τ)
(
εF ε

s (τ) +Wε
s (τ) + Us (ε, τ) + ε (Wε

s + Us (ε, τ))
2
)
dτ, (2.42)

owing to the fact that ε has been chosen such that:

ε ≤ ε02. (2.43)

Using the definition of C̃ we get that

T ε
⋆ <

R0
0

3εeC sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

F ε̃
s (τ)

<
Rε

0

3εeC sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

F ε̃
s (τ)

(2.44)

and consequently, we get that:

Us (ε, t) ≤
(
e−1 +

√
7
)
Rε

0 + 8εC

((
1 + e

√
7
)
Rε

0 + sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)

)∫ t

0

Us (ε, τ) dτ, (2.45)

where we have used that ε ≤ ε03 respectively ε ≤ ε04. The estimate (2.45) along with Gronwall’s Lemma imply
that:

Us (ε, t) ≤
(
e−1 +

√
7
)
Rε

0 exp

(
8εCT ε

⋆

((
1 + e

√
7
)
Rε

0 + sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)

))
.

Owing to

T ε
⋆ <

1

ε
min





1

16C
(
1 + e

√
7
)
R1

0

,
1

16C sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)





≤ 1

8εC

(
(
1 + e

√
7
)
R1

0 + sup
ε̃∈[0,1]

sup
τ∈[0,T ε̃]

W ε̃
s (τ)

)

we obtain that
sup

t∈[0,T ε
⋆ ]

Us (ε, t) <
(
1 + e

√
7
)
Rε

0

which in view of the time continuity of (ηε, V ε) is a contradiction. Thus, our initial suppositions is false. Thus, if
ε ≤ ε0 we get that

T ε
⋆ ≥ min

{
T ε,

C̃

ε

}
.

By the definition of T ε
⋆ we have that

sup
t∈[0,T ε

⋆ ]

‖(ηε (t) , V ε (t))‖Xs,ε

b,d,r
≤
(
1 + e

√
7
)
Rε

0. (2.46)

Observe that according to the uniform bounds of (2.46) and relation (2.19) we get that

sup
t∈[0,T ε

⋆ ]

‖∂tηε (t)‖L∞ ≤ 2C
′
(
1 + e

√
7
)
Rε

0,

where C′ is the constant appearing in relation (2.19). This ends the proof of Theorem 2.2.
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3 Proofs of the main results

3.1 The 1d case: proof of Theorem 1.1

In the following lines we prove the 1-dimensional result announced inTheorem 1.1. For the reader’s convenience,
let us write below the system:





(
I − εb∂2xx

)
∂tη̄ + ∂xū+ ε∂x (η̄ū) = 0,(

I − εd∂2xx
)
∂tū+ ∂xη̄ + εū∂xū = 0,

η̄|t=0 = η0, ū|t=0 = u0.
(3.1)

The strategy of the proof is the following. First, we split the initial data into low-high frequency parts i.e. :

(η0, u0) = (∆−1η0,∆−1u0) + ((I −∆−1) η0, (I −∆−1) u0)

not.
=
(
ηlow0 , ulow0

)
+
(
ηhigh0 , uhigh0

)
.

We solve the linear acoustic waves system with initial data
(
ηlow0 , ulow0

)
. Searching for a solution (η̄, ū) of (3.1) in

the form (η + ηL, u+ uL) we observe that in fact (η, u) verifies a system of type (Sε (D)). In view of the uniform
bounds (with respect to time) of (ηL, uL) we obtain the existence of the pair (η, u) as a consequence of Corollary 3.
Finally, we prove the uniqueness property by performing classical L2-energy estimates with respect to the system
of equations governing the difference of two solutions with the same initial data.

Owing to Bernstein’s Lemma (4.1) we have:

∥∥(ηlow0 , ulow0

)∥∥
L∞

≤ C1 ‖(η0, u0)‖L∞ . (3.2)

Moreover, it transpires that
(
ηhigh0 , uhigh0

)
∈ Xs

b,d,r and that

∥∥∥
(
ηhigh0 , uhigh0

)∥∥∥
Xs,ε

b,d,r

≤ C2 ‖(∂xη0, ∂xu0)‖Xs−1,ε
b,d,r

. (3.3)

Let us consider (ηL, uL) ∈ C
(
[0,∞), Es

b,d,r (R)
)

the unique solution of the linear acoustic waves system:





∂tηL + ∂xuL = 0,
∂tuL + ∂xηL = 0,
ηL|t=0 = ηlow0 , uL|t=0 = ulow0

(3.4)

which is given explicitly by the following relation:

{
2ηL (t, x) =

(
ηlow0 (x+ t) + ηlow0 (x− t)

)
+
(
ulow0 (x+ t)− ulow0 (x− t)

)
,

2uL (t, x) =
(
ηlow0 (x+ t)− ηlow0 (x− t)

)
+
(
ulow0 (x+ t) + ulow0 (x− t)

)
,

(3.5)

for all (t, x) ∈ R
+×R. From (3.5) we conclude that:

‖(ηL (t) , uL (t))‖L∞ ≤ 2C1 ‖(η0, u0)‖L∞ ,

‖(∂xηL (t) , ∂xuL (t))‖Bσ
2,r

≤ 2C1 ‖(∂xη0, ∂xu0)‖B0
2,∞

(3.6)

for all σ ≥ 0. In particular, we also have

‖(ηL (t) , uL (t))‖Es,ε

b,d,r
≤ 2C1 ‖(η0, u0)‖Es,ε

b,d
(3.7)

for all t ≥ 0. Let us consider: {
fL = −ηL∂xuL − uL∂xηL − b∂3xxxuL,
gL = −uL∂xuL − d∂3xxxηL.

Owing to the fact that (η̂L, ûL) is supported in a ball centered at the origin, we obtain that

‖(fL (t) , gL (t))‖Bs
2,r

≤ Cs

{
‖(ηL, uL)‖L∞ ‖(∂xηL, ∂xuL)‖Bs

2,r
+ ‖(∂xηL, ∂xuL)‖L∞ ‖(∂xηL, ∂xuL)‖Bs−1

2,r
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+ b
∥∥∂3xxxuL

∥∥
Bs

2,r
+ d

∥∥∂3xxxηL
∥∥
Bs

2,r

}

≤ Cs ‖(∂xη0, ∂xu0)‖B0
2,∞

(
‖(η0, u0)‖L∞ + ‖(∂xη0, ∂xu0)‖B0

2,∞
+ b+ d

)
. (3.8)

Owing to the uniform bounds of (ηL, uL, fL, gL) announced in (3.6) and in (3.8) we can apply Corollary 3 with
p1 = 2, p2 = ∞ in order to obtain the existence of two positive reals ε0, C depending on s, b, d and the norm of the

initial data such that for any ε ≤ ε0 we may consider (ηε, uε) ∈ C
(
[0, Cε ], X

s
b,d,r

)
the solution of





(
I − εb∂2xx

)
∂tη + ∂xu+ ε∂x (ηuL + ηLu+ ηu) = εfL,(

I − εd∂2xx
)
∂tu+ ∂xη + ε (u+ uL) ∂xu+ u∂xuL = εgL,

η|t=0 = ηhigh0 , u|t=0 = uhigh0

(3.9)

which satisfies

sup
t∈[0,Cε ]

(
‖(ηε (t) , uε (t))‖Xs,ε

b,d,r
+ ‖∂tηε (t)‖L∞

)
≤ C̃

∥∥∥
(
ηhigh0 , uhigh0

)∥∥∥
Xs,ε

b,d,r

≤ C̃C2 ‖(∂xη0, ∂xu0)‖Xs−1,ε
b,d,r

, (3.10)

for some numerical constant C̃. Considering

η̄ε = ηε + ηL, ū
ε = uε + uL

we see that (η̄ε, ūε) ∈ C
(
[0,∞), Es

b,d,r (R)
)

and for all t ∈ [0, Cε ] we have that:

‖(η̄ε (t) , ū (t))‖Es,ε

b,d
+ ‖∂tη̄ε (t)‖L∞

≤ ‖(ηε (t) , uε (t))‖Es,ε

b,d,r
+ ‖∂tηε (t)‖L∞ + ‖(ηL (t) , uL (t))‖Es,ε

b,d,r
+ ‖∂tηL (t)‖L∞

≤ 2C1 ‖(η0, u0)‖Es,ε

b,d,r
+ ‖∂xuL (t)‖L∞ + C̃C2 ‖(∂xη0, ∂xu0)‖Xs−1,ε

b,d,r

≤ C3 ‖(η0, u0)‖Es,ε

b,d,r
,

where we used (3.6), (3.7) and (3.10).
Proving the uniqueness of the solution is done in the following lines. Let us suppose that

(
η̄1, ū1

)
,
(
η̄2, ū2

)
∈

C
(
[0, T ] , Es

b,d,r

)
are two solutions of (3.1). Then, we observe that:





(
I − εb∂2xx

)
∂tδη̄ + ∂xδū+ ε∂x

(
ū1δη̄ + η̄2δū

)
= 0,(

I − εd∂2xx
)
∂tδū+ ∂xδη̄ + εū1∂xδū+ εδū∂xū

2 = 0,
δη̄|t=0 = 0, δū|t=0 = 0.

(3.11)

Writing the first equation of (3.11) in integral form we get that

δη̄ (t) =

∫ t

0

(
I − εb∂2xx

)−1 (
∂xδū + δη̄∂xū

1 + ū1∂xδη̄ + η̄2∂xδū+ δū∂xη̄
2
)
dτ

and because
∂xδū+ δη̄∂xū

1 + ū1∂xδη̄ + η̄2∂xδū+ δū∂xη̄
2 ∈ L2 (R)

we get that
δη̄ ∈ H2 sgn(b) (R) .

Similarly
δū ∈ H2 sgn(d) (R) .

Thus, multiplying the first equation of (3.11) with δη̄ and the second one with δū and using Gronwall’s lemma will
lead us to the conclusion (δη̄, δū) = (0, 0) on [0, T ]. This ends the proof of Theorem 1.1.
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3.2 The 2d case: proof of Theorem 1.2

For the reader’s convenience, let us rewrite below the problem that we wish to solve:





(I − εb∆) ∂tη̄ + div V̄ + ε div
(
η̄V̄
)
= 0,

(I − εd∆) ∂tV̄ +∇η̄ + εV̄ · ∇V̄ = 0,
η̄|t=0 (x, y) = η0 (x) + φ (x, y) ,
V̄|t=0 (x, y) = (u0 (x) , 0) + ψ (x, y) .

(3.12)

According to Theorem 1.1, there exist ε0, C
1D > 0, depending on σ, b, d and the norm of the initial data

(η0, u0) such that for any ε ≤ ε0 we may consider
(
ηε,1D, uε,1D

)
∈ C

(
[0, C

1D

ε ], Eσ
b,d,r (R)

)
the unique solution of the

1-dimensional system (3.1) with initial data (η0, u0) and

sup
t∈[0,C

1D

ε
]

∥∥(ηε,1D (t) , uε,1D (t)
)∥∥

Eσ,ε

b,d,r

+ sup
t∈[0,C

1D

ε
]

∥∥∂tηε,1D (t)
∥∥
L∞

≤ C̃1 ‖(η0, u0)‖Eσ,ε

b,d,r
, (3.13)

with C̃1 some numerical constant. Let us observe that if we consider

{
ηε1 (t, x, y) = η1D (t, x) ,

V ε
1 (t, x, y) =

(
u1D (t, x) , 0

)
,

for all (t, x, y) ∈ [0, C
1D

ε ]× R
2, then:





(I − εb∆) ∂tη
ε
1 + div V ε

1 + ε div (ηε1V
ε
1 ) = 0,

(I − εd∆) ∂tV
ε
1 +∇ηε1 + εV ε

1 · ∇V ε
1 = 0,

ηε1|t=0 (x, y) = η0 (x) , V
ε
1|t=0 = (u0 (x) , 0).

Observe that we have ∂xη
ε,1D (t) ∈ Bσ−1

2,r (R) →֒ B
σ− 3

2∞,∞ (R). Let us observe that for all (x1, y1),(x2, y2) ∈ R
2 such

that
|x1 − x2|2 + |y1 − y2|2 ≤ 1

the following holds true

|∇ηε1 (t, x1, y1)−∇ηε1 (t, x2, y2)| =
∣∣∂xηε,1D (t, x1)− ∂xη

ε,1D (t, x2)
∣∣

≤ C
∥∥∂xηε,1D (t)

∥∥
B

σ−
3
2

∞,∞(R)
|x1 − x2|(σ−

3
2 )−[σ− 3

2 ] .

Using the fact that B
σ− 3

2∞,∞
(
R

2
)
= Cσ− 3

2 ,σ− 3
2−[σ− 3

2 ]
(
R

2
)
, see Remark 1.2 and relation (1.13), we get that ∇ηε1 (t) =(

∂xη
ε,1D (t) , 0

)
∈ Bs

∞,r

(
R

2
)

with

‖∇ηε1 (t)‖Bs
∞,r(R

2) ≤ C
∥∥∂xηε,1D (t)

∥∥
Bσ−1

2,r (R)
. (3.14)

Similarly, we get:
‖∇V ε

1 ‖Bs
∞,r(R

2) ≤ C
∥∥∂xuε,1D

∥∥
Bσ−1

2,r (R)
. (3.15)

It is also clear that:

‖(ηε1, V ε
1 )‖L∞(R2) =

∥∥(ηε,1D, uε,1D
)∥∥

L∞(R)
and ‖∂tηε1‖L∞(R2) =

∥∥∂tηε,1D
∥∥
L∞(R)

, (3.16)

and thus, using (3.14), (3.15), (3.16) respectively the uniform bounds of (3.13), we get that:

sup
ε∈[0,ε0]

sup
t∈[0,

C1D
ε

]

(
‖(ηε1 (t) , V ε

1 (t))‖L∞(R2) + ‖(∇ηε1 (t) ,∇V ε
1 (t))‖Bs

∞,r(R
2)

)
+ sup

t∈[0,
C1D

ε
]

‖∂tηε1 (t)‖L∞(R2)

≤ C̃2 ‖(η0, u0)‖Es,1
b,d,r

. (3.17)
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Let us consider the system:





(I − εb∆)∂tη + div V + ε div (ηV ε
1 + ηε1V + ηV ) = 0,

(I − εd∆) ∂tV +∇η + ε (V ε
1 + V ) · ∇V + εV · ∇V ε

1 = 0,
η|t=0 = φ, V|t=0 = ψ.

Using the uniform bounds of (ηε1, V
ε
1 )ε≤ε0

and owing to Theorem 2.2, there exist two real numbers C2D ≤ C1D,
ε1 ≤ ε0 depending on s, σ, b, d and on ‖(η0, u0)‖Es,1

b,d,r
+ ‖(φ, ψ)‖Xs,1

b,d,r
such that for any ε ≤ ε1 we can uniquely

construct
(
ηε,2D, V ε,2D

)
∈ C

(
[0, C

2D

ε ], Xs
b,d,r

)
and, moreover,

sup
t∈

[

0,C
2D

ε

]

∥∥(ηε,2D (t) , V ε,2D (t)
)∥∥

Xs,ε

b,d,r

≤ C̃3

(
‖(η0, u0)‖Es,ε

b,d,r
+ ‖(φ, ψ)‖Xs,ε

b,d,r

)
(3.18)

where C̃3 is numerical constant. Then, we see that defining

{
η̄ε (t, x, y) = ηε,1D (t, x) + ηε,2D (t, x, y) ,
V̄ ε (t, x, y) =

(
uε,1D (t, x) , 0

)
+ V ε,2D (t, x, y)

for all (t, x, y) ∈ [0, C
2D

ε ] × R
2 is a solution of (1.7) which, by construction, belongs to Mσ,s

b,d,r. Moreover, owing to

(3.13) and (3.18) there exists a constant C̃4 such that:

∥∥(η̄ε, V̄ ε
)∥∥

Mσ,s,ε

b,d,r

≤ C̃4

(
‖(η0, u0)‖Es,ε

b,d,r
+ ‖(φ, ψ)‖Xs,ε

b,d,r

)
.

We proceed by proving the uniqueness property. Consider two solutions
(
ηi + φi,

(
ui + ψi

1, ψ
i
2

))
∈ C

(
[0, T ] ;Mσ,s

b,d,r

)

with the same initial data and we introduce the following notations:

{
δη = η1 − η2, δu = u1 − u2,
δφ = φ1 − φ2, δψ = ψ1 − ψ2.

For any pair ρ ∈ C
(
[0, T ] ;S

(
R

2
))

we get that:

∫ t

0

∫

R2

(δη + δφ) (I − εb∆) ∂tρ+

∫ t

0

∫

R2

(
ε (δη + δφ)

(
u1 + ψ1

1

)
+
(
1 + ε

(
η2 + φ2

))
(δu+ δψ1)

)
∂xρ

+

∫ t

0

∫

R2

(
ε (δη + δφ)ψ1

2 +
(
1 + ε

(
η2 + φ2

))
δψ2

)
∂yρ−

∫

R2

(δη (t) + δφ (t)) (I − εb∆)ρ (t) = 0. (3.19)

Taking for any m ∈ N
⋆

ρm (t, x, y) =
1

m
ρ̃ (t, x)χ

( y
m

)

with ρ̃ ∈ C ([0, T ] ;S (R)) and χ ∈ S (R) we find that

∫ t

0

∫

R

δη
(
I − εb∂2xx

)
∂tρ̃+

∫ t

0

∫

R

(
εδηu1 +

(
1 + εη2

)
δu
)
∂xρ̃

−
∫

R

δη (t)
(
I − εb∂2xx

)
ρ̃ (t) = o (m) when m→ ∞.

Proceeding similarly we get that for any µ ∈ C ([0, T ] ;S (R))

∫ t

0

∫

R

δu
(
I − εd∂2xx

)
∂tµ+

∫ t

0

∫

R

(
δη + εu1δu

)
∂xµ+

∫ t

0

∫

R

εδu
(
∂xu

1 − ∂xu
2
)
µ

−
∫

R

δu (t)
(
I − εd∂2xx

)
µ (t) = o (m) when m→ ∞.
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We thus recover that the pair (δη, δu) ∈ C
(
[0, T ] ;Eσ

b,d,r (R)
)

is a solution of





(I − εb∂xx) ∂tδη + ∂xδu+ ε∂x
(
δηu1 + η2δu

)
= 0,

(I − εd∂xx) ∂tδu+ ∂xη + εu1∂xδu+ εδu∂xu
2 = 0,

δη̄|t=0 = 0, δū|t=0 = 0.
(3.20)

According to Theorem 1.1 this implies that (δη, δu) = (0, 0). It follows that





(I − εb∆) ∂tδφ+ div δψ + ε div
(
δφψ1 + φ2δψ

)
= 0,

(I − εd∆) ∂tδψ +∇δφ+ εψ1 · ∇δψ + εδψ · ∇ψ2 = 0,
δφ|t=0 = 0, δψ|t=0 = 0,

(3.21)

which by Theorem 2.1 implies that (δφ, δψ) = (0, 0). Thus we obtain that the two solutions coincide.

Remark 3.1. In the case when b > 0 and d > 0 a stronger result holds in the sense that one may prove stability

estimates in L∞ (
R

2
)
×
(
L∞ (

R
2
))2

. This is done by observing that for l = 1, 2 we have:

F−1

(
ξl

1 + |ξ|2

)
∈ L1

(
R

2
)

see for instance [6], page 606.

4 Appendix: Littlewood-Paley theory

We present here a few results of Fourier analysis used through the text. The full proofs along with other comple-
mentary results can be found in [3]. In the following if Ω ⊂ R

n is a domain then D (Ω) will denote the set of smooth
functions on Ω with compact support and S will denote the Schwartz class of functions defined on R

n. Also, we
consider S ′ the set of tempered distributions on R

n.

4.1 The dyadic partition of unity

Let us begin by recalling the so called Bernstein lemma:

Lemma 4.1. Let C be a given annulus and B a ball of Rn. Let us also consider any nonnegative integer k, a couple
p, q ∈ [1,∞]2 with p ≤ q and any functions u, v ∈ Lp such that Supp(û) ⊂ λB and Supp(v̂) ⊂ λC. Then, there
exists a constant C such that the following inequalities hold true:

sup
|α|=k

‖∂αu‖Lq ≤ Ck+1λk+n( 1
p
− 1

q ) ‖u‖Lp , (4.1)

respectively
C−k−1λk ‖v‖Lp ≤ sup

|α|=k

‖∂αv‖Lp ≤ Ck+1λk ‖v‖Lp . (4.2)

Next, let us introduce the dyadic partition of the space:

Proposition 4.1. Let C be the annulus {ξ ∈ R
n : 3/4 ≤ |ξ| ≤ 8/3}. There exist two radial functions χ ∈

D(B(0, 4/3)) and ϕ ∈ D(C) valued in the interval [0, 1] and such that:

∀ξ ∈ R
n, χ(ξ) +

∑

j≥0

ϕ(2−jξ) = 1, (4.3)

∀ξ ∈ R
n\{0},

∑

j∈Z

ϕ(2−jξ) = 1, (4.4)

2 ≤ |j − j′| ⇒ Supp(ϕ(2−j ·)) ∩ Supp(ϕ(2−j′ ·)) = ∅ (4.5)

j ≥ 1 ⇒ Supp(χ) ∩ Supp(ϕ(2−j ·)) = ∅ (4.6)
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the set C̃ = B(0, 2/3) + C is an annulus and we have

|j − j′| ≥ 5 ⇒ 2jC ∩ 2j
′ C̃ = ∅. (4.7)

Also the following inequalities hold true:

∀ξ ∈ R
n,

1

2
≤ χ2(ξ) +

∑

j≥0

ϕ2(2−jξ) ≤ 1, (4.8)

∀ξ ∈ R
n\{0}, 1

2
≤
∑

j∈Z

ϕ2(2−jξ) ≤ 1. (4.9)

From now on we fix two functions χ and ϕ satisfying the assertions of Proposition 4.1 and let us denote by h
respectively h̃ their Fourier inverses. The following lemma shows how to reconstruct a tempered distribution once
we know its nonhomogeneous dyadic blocks (see (1.8)).

Lemma 4.2. For any u ∈ S ′ we have:

u =
∑

j∈Z

∆ju in S ′ (Rn) .

4.2 Properties of Besov spaces

The following propositions list important basic properties of Besov spaces that are used through the paper.

Proposition 4.2. A tempered distribution u ∈ S′ belongs to Bs
p,r if and only if there exists a sequence (cj)j such

that
(
2jscj

)
j
∈ ℓr(Z) with norm 1 and a constant C (u) > 0 such that for any j ∈ Z we have

‖∆ju‖Lp ≤ C (u) cj.

Proposition 4.3. Let s, s̃ ∈ R and r, r̃ ∈ [1,∞].

• Bs
p,r is a Banach space which is continuously embedded in S ′.

• The inclusion Bs
p,r ⊂ Bs̃

p,r̃ is continuous whenever s̃ < s or s = s̃ and r̃ > r .

• We have the following continuous inclusion B
n
p

p,1 ⊂ C05(⊂ L∞).

• (Fatou property) If (un)n∈N
is a bounded sequence of Bs

p,r which tends to u in S ′ then u ∈ Bs
p,r and

‖u‖Bs
p,r

≤ lim inf
n

‖un‖Bs
p,r
.

• If r <∞ then
lim
j→∞

‖u− Sju‖Bs
p,r

= 0.

Proposition 4.4. Let us consider m ∈ R and a smooth function f : Rn → R such that for all multi-index α, there
exists a constant Cα such that:

∀ξ ∈ R
n |∂αf (ξ)| ≤ Cα (1 + |ξ|)m−|α|

.

Then the operator f (D) is continuous from Bs
p,r to Bs−m

p,r .

Proposition 4.5. Let 1 ≤ r ≤ ∞, s ∈ R and ε > 0. For all φ ∈ S, the map u→ φu is compact from Bs
2,r to Bs−ε

2,r .

The next result deals with product estimates in nonhomogeneous Besov spaces.

Theorem 4.1. A constant C exists such that the following holds true. Consider a real number s > 0 and any
(p, p1, p2, p3, p4, r) ∈ [1,∞]

6
such that

1

p
=

1

p1
+

1

p2
=

1

p3
+

1

p4
.

For any (u, v) ∈ Lp2 ×
(
Lp4 ∩Bs

p1,r

)
such that ∇u ∈ Bs−1

p3,r
we have:

‖uv‖Bs
p,r

≤ ‖u‖Lp2 ‖v‖Bs
p1,r

+ ‖∇u‖Bs−1
p3,r

‖v‖Lp4 .

All the above statements are given or immediate consequences of the results presented in [3], pages 107− 108.

5C0 is the space of continuous bounded functions which decay at infinity.
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4.3 Commutator estimates

This section is devoted to establish commutator-type estimates both in homogeneous and in nonhomogeneous Besov
spaces. We begin by stating the following basic, yet very useful lemma:

Lemma 4.3. Let us consider θ a C1 function on R
n such that (1 + |·|) θ̂ ∈ L1. Let us also consider p, q ∈ [1,∞]

such that:
1

r
:=

1

p
+

1

q
≤ 1.

Then, there exists a constant C such that for any Lipschitz function a with gradient in Lp, any function b ∈ Lq and
any positive λ: ∥∥[θ

(
λ−1D

)
, a
]
b
∥∥
Lr ≤ Cλ−1 ‖∇a‖Lp ‖b‖Lq .

In particular, when θ = ϕ and λ = 2j we get that:

‖[∆j , a] b‖Lr ≤ C2−j ‖∇a‖Lp ‖b‖Lq .

Proposition 4.6. Let us consider s > 0 and (p, p1, r) ∈ [1,∞]
3

such that p ≤ p1. Also, let us consider two tempered
distributions (u, v) such that u ∈ BM

∞,∞ (Rn), ∇u ∈ L∞ (Rn) ∩Bs−1
p1,r (R

n) and ∇v ∈ Lp2 (Rn) ∩Bs
p,r (R

n) where M

is some strictly negative real number and 1
p2

= 1
p − 1

p1
. We denote by

Rj = [∆j , u]∂
αv = ∆j (u∂

αv)− u∆j∂
αv,

where α ∈ 1, n. Then, the following estimate holds true:

∥∥(2js ‖Rj‖Lp

)∥∥
ℓr(Z)

.s ‖∇u‖L∞ ‖∇v‖Bs−1
p,r

+ ‖∇v‖Lp2 ‖∇u‖Bs−1
p1,r

.

Proof. The main ingredients of the proof are Lemma 4.3 and the Bony decomposition of the product into the
paraproduct and remainder. For the definitions and some properties we refer to [3] pages 106-108. We begin by
considering

ũ = u− Ṡ−1u

and we write that
Rj =

∑

i=1,6

Ri
j

where 



R1
j = ∆j (Tũ∂

αv)− Tũ∆j∂
αv, R2

j = ∆j (T∂αvũ) ,
R3

j = T∆j∂αvũ, R4
j = ∆jR (ũ, ∂αv) ,

R5
j = R (ũ,∆j∂

αv) . R6
j = [∆j , S−1u]∂

αv.

We begin with R1
j . We notice that

(
2lM ‖Sl−1ũ∆l∂

αv‖L∞

)
l≥−1

∈ ℓ∞ and

∥∥∥
(
2lM ‖Sl−1ũ∆l∂

αv‖L∞

)
l≥−1

∥∥∥
ℓ∞

≤ C ‖u‖BM
∞,∞

‖∇v‖L∞

such that the series
∑

l≥−1 Sl−1u∆l∂
αv is convergent. Thus, owing to Lemma 4.3 we may write that

2js
∥∥R1

j

∥∥
Lp

≤
∑

|j−l|≤4

2(j−l)s2ls ‖[∆j , Sl−1ũ] ∆l∂
αv‖Lp ≤ C ‖∇u‖L∞

∑

|j−l|≤4

2(j−l)(s−1)2l(s−1) ‖∆l∇v‖Lp .

From Young’s inequality we conclude that

∥∥∥
(
2js
∥∥R1

j

∥∥
Lp

)∥∥∥
ℓr(Z)

.s ‖∇u‖L∞ ‖∇v‖Bs−1
p,r

.

Let us pass to R2
j . We have that:

2js
∥∥R2

j

∥∥
Lp

≤
∑

|j−l|≤4

2(j−l)s2ls ‖Sl−1∂
αv∆lũ‖Lp ≤ C ‖∇v‖Lp2

∑

|j−l|≤4

2(j−l)s2ls ‖∆lũ‖Lp1
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≤ C ‖∇v‖Lp2

∑

|j−l|≤4

2(j−l)s2l(s−1) ‖∆l∇ũ‖Lp1 .

From Young’s inequality we conclude that

∥∥∥
(
2js
∥∥R2

j

∥∥
Lp

)∥∥∥
ℓr(Z)

.s ‖∇v‖Lp2 ‖∇u‖Bs−1
p1,r

.

The third term is treated similar:

2js
∥∥R3

j

∥∥
Lp

≤
∑

j−l≤5

2(j−l)s2ls ‖Sl−1∂
αv∆lũ‖Lp ≤ C ‖∇v‖Lp2

∑

j−l≤5

2(j−l)s2l(s−1) ‖∆l∇ũ‖Lp1 .

Because s > 0 we can apply Young’s inequality and obtain that

∥∥∥
(
2js
∥∥R3

j

∥∥
Lp

)∥∥∥
ℓr(Z)

.s ‖∇v‖Lp2 ‖∇u‖Bs−1
p1,r

.

As for the fourth term

2js
∥∥R4

j

∥∥
Lp

≤
∑

j−l≤5

2(j−l)s2ls ‖∆lũ‖L∞

∥∥∥∆̃l∂
αv
∥∥∥
Lp

≤ C
∑

j−l≤5

2(j−l)s2l(s−1) ‖∆l∇ũ‖L∞

∥∥∥∆̃l∂
αv
∥∥∥
Lp
.

Because s > 0 we can apply Young’s inequality and obtain that:

∥∥∥
(
2js
∥∥R4

j

∥∥
Lp

)∥∥∥
ℓr(Z)

.s ‖∇u‖L∞ ‖∇v‖Bs−1
p,r

.

In a similar manner we get that:

∥∥∥
(
2js
∥∥R5

j

∥∥
Lp

)∥∥∥
ℓr(Z)

.s ‖∇u‖L∞ ‖∇v‖Bs−1
p,r

.

Finally, the sixth term is treated as it follows. First we write that there exists a integer N0 such that:

[
∆j , Ṡ−1u

]
∂αv =

∑

l≥−1

[
∆j , Ṡ−1u

]
∆l∂

αv =
∑

|l−j|≤N0

[
∆j , Ṡ−1u

]
∆l∂

αv.

This comes from:

Supp
(
∆̇j

(
Ṡ−1u∆l∂

αv
))

⊂ 2jC∩
(
B

(
0,

2

3

)
+ 2lC

)
⊂ 2jC∩2l

(
B

(
0,

2

3

)
+ C

)

and from the fact that B
(
0, 23
)
+ C is an annulus. Thus from Lemma 4.3 we get that :

2js
∥∥R6

j

∥∥
Lp

≤
∑

2(j−l)(s−1)2l(s−1)
∥∥∥∇Ṡ−1u

∥∥∥
L∞

‖∆l∂
αv‖Lp

and consequently ∥∥∥
(
2js
∥∥R6

j

∥∥
Lp

)∥∥∥
ℓr(Z)

.s ‖∇u‖L∞ ‖∇v‖Bs−1
p,r

.

By putting together the estimates for R1
j ,R

2
j ,R

3
j ,R

4
j ,R

5
j ,R

6
j , we end the proof of Proposition 4.6.
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