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Abstract. Crowd behavior is a natural instinct of human, which directly impacts
how we form opinions and make decisions. It is a subject that deserves to be stud-
ied since it is common that people change their behavior when being in a group.
In pervasive computing research, plenty of work has been directed towards dis-
covering human movement patterns based on wireless networks, mainly focusing
on movements of individuals. It is surprising that social interactions among in-
dividuals in a crowd is largely neglected. Mobile phones offer on-body tracking
and they are already deployed on a large scale, allowing the characterization of
user behavior through large amounts of wireless information collected by mo-
bile phones. In this paper, we observe and analyze the impact of friendship and
location attributes on crowd behavior, using location-based wireless mobility in-
formation. This is a cornerstone for predicting crowd behavior, which can be used
in a large number of applications such as traffic management, crowd safety, and
infrastructure deployment.

Key words: Crowd behavior, Mobile phones, Wearable computing, Complex so-
cial networks

1 Introduction

With the increasing size and frequency of mass events, such as traffic congestion on
a highway, swarming at a tourist attraction, and clogging at weekend shopping sale,
the study of crowd dynamics has become an important research area [28, 7]. Howev-
er, even successful modeling approaches such as those inspired by Newtonian force
models are still not fully consistent with empirical observations and are sometimes d-
ifficult to be adapted for crowd prediction. With the prevalence of smart devices (such
as Smart Cellphone, Tablet PC, etc.), on-body sensing, computing and communication
have become widespread [16] (carry-on smart devices can be called “social sensors”).
These developments have made it possible to obtain real-time and comprehensive em-
pirical data required by crowd behavior analyses [24]. This “reality mining” [18] is
deemed adequate to provide objective measurements of human interactions, and it can
be called “honest signals” [25]. These options open up new pathways in Computational
Social Science [17], where large amounts of information obtained from wireless mo-
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bile devices can lead to new perspectives for the analysis of crowd behavior and social
dynamics.

In order to develop reliable prediction models for traffic management, urban infras-
tructure deployment, or crowd safety, it is necessary to understand what laws determine
the formation of a crowd. While a lot of studies know the “physics” of crowd behavior,
it is surprising that social interactions among individuals in a crowd has been large-
ly neglected. Indeed, the great majority of existing studies investigate a crowd as a
collection of isolated individuals, and each individual has its own motion speed and
direction [20, 1]. However, it turns out that in practice, the majority of individuals do
not take actions alone, but in groups with social relationships [26, 10].

In this paper, we first focus on recognizing human crowd behavior by analyzing the
data measured by internet-accessible mobile phones from a location-aware online social
network. By crowd behavior recognition, we understand that the movement of a large
number of individuals has a pattern and can be attributed, depending on relevant param-
eters such as the friendship between individuals and check-in locations (with time) of
these individuals. Based on the recognition, we can realize that it is possible to predict
the formation of a crowd from wireless information related to individuals. For instance,
the formation of downtown pedestrian flows is related to the interactions between indi-
viduals, and these flows can be distinguished by collecting the wireless information of
pedestrians.

Second, we investigate how “friendship” and “location” impact human crowd be-
havior. Nathan Eagle et al. have obtained an important result: “Data collected from
mobile phones has the potential to provide insight into the relational dynamics of indi-
viduals. Furthermore, it is possible to accurately infer 95% of friendship relations only
considering the observational wireless data” [9]. This implies that there is a relationship
between the friendship and the behavioral patterns of humans. Based on this result, we
observe the patterns of friendship in different crowds.

The contributions of this paper are listed as follows.

– We design a crowd recognition model. One of the main challenges in crowd behavior
recognition is to infer the most likely crowd behavior using the data collected from a
set of persons. We use check-in time and location (Time and Location id. We convert
each latitude/longitude coordinate of the earth into a unique Location id) to quantify
the track of each individual. Then, a clustering algorithm1 is used to find the likely
crowds.

– We investigate how friendship influences crowd behavior. In order to measure this
influence, we use the friendship degree of each user and the probability distribution
of various degrees.

– We investigate how individuals’ locations influence crowd behavior. For measuring
the influence, we investigate these relationships for different clusters: (i) users and
their locations; (ii) check-in time and users’ locations.

1 An Expectation-Maximization (EM) clustering algorithm is used in this paper. The EM assigns
a probability distribution for each track record (instance), which indicates the probability of
each instance belonging to each of the clusters. The EM can automatically decide how many
clusters to create.
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The paper is structured as follows. Section 2 introduces the related work. Section 3
presents the data used in our study and statistic analysis. Section 4 shows how to rec-
ognize human crowd behavior from datasets. Section 5 reveals the impact of attributes
(check-in time, check-in location and friendship) on crowd behavior. Finally, some con-
clusions are given in Section 6.

2 Related Work

Recently, a number of scientific communities, from computer science to physics, have
been working in human dynamics. Pedestrian movement patterns have been studied
using wireless-based personal location data [23]. In physics, for human crowd behav-
ior analysis, many approaches have been proposed inspired by using fluid dynamic-
s [13], swarms [3] and cellular automata [2]. Car-based human movement patterns have
also been studied by utilizing the data from GPS-equipped vehicles [27]. Thereinto,
the approaches which are based on wireless mobility information are more reliable,
objective and environment-independent compared with model-based approaches, e.g.,
habit-based model [15]. Model-based approaches are environment-sensitive. Moreover,
because the factors of environment influence each other, a simple model is not suffi-
cient to reflect the interactions between these factors. Furthermore, the performance of
a model is related to the experience of modeler.

As an important aspect of human dynamics, “crowd dynamics” is worthy to be
deeply analyzed, since it helps to extract some useful conclusions about how human-
s behave when they are in large groups. Further, predicting the formation of a crowd
is helpful in some emergency situations, e.g., evacuation route control; and even the
prediction is also beneficial for studying and improving the performance of public in-
frastructures, e.g., network usage during a mass event. However, the prediction of crowd
events is still a challenge, even if a lot of new technologies can be used, e.g., GPS-based
human trace tracking technology. Moreover, GSM, bluetooth or WiFi localization tech-
nologies have been explored to be used to collect sufficient data for analyzing crowd
behavior [6].

The prediction of human behavior is the main topic of a number of publication-
s. The method proposed in [14] estimates an object’s future locations, by considering
the patterns of recent movements. They present the concept of a Trajectory pattern (T-
pattern), a special association rule with a timestamp that is able to define a sequence of
locations with a certain probability. They also propose the Trajectory Pattern Tree (TP-
T), a data access method that indexes trajectory patterns to efficiently answer predictive
queries, and finally, they detail a Hybrid Prediction Algorithm (HPA) that provides ac-
curate prediction for both near and distant time queries. T-patterns are also used in [19],
where WhereNext is presented, which is a technique to predict the next location of a
moving object. It uses an evaluation function that efficiently creates TPTs by consid-
ering the previous movements of all moving objects in a certain area. The model pre-
sented in [21] is based on behavioral heuristics that predict individual trajectories and
collective motion patterns such as the spontaneous formation of unidirectional lanes or
stop-and-go waves. These heuristics consider visual information to describe the motion
of pedestrians.
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Most of the previous research in crowd dynamics has ignored the internal connec-
tion between social relationships and crowd formation. While discrete observations of
an individual’s idiosyncratic behavior seem to be merely random, and most studies of
crowd behavior consider only interactions among isolated individuals, the results pre-
sented in [22] show that up to 70% of people in a crowd are actually moving in group-
s such as friends, couples, or families, concluding that the social relationships affect
crowd forming. In addition, group sizes are commonly distributed according to a pois-
son distribution [12]. Thus, social ties between individuals impact the forming of crowd.
In this work, we consider friendship and location relationships between individuals as
an important parameter for crowd recognition.

3 Data Description

The dataset used for analyzing crowd behavior consists of anonymous check-in data
from mobile devices collected by a location-based social networking service provider
where users share their locations by check-in, and the friendship between these mobile
users is collected using their public API [5]. This aggregated and anonymous mobile
device information is used to correlate, model, evaluate and analyze the relationships
between the check-in time, locations, friendship and crowd behavior of users in 772, 966
distinct places. The dataset consists of 58, 228 nodes (users) and 214, 078 friend edges
(friendship is directed between any two nodes).

Check-in behavior of users. Based on users’ check-in behavior, we can obtain
users’ locations, and our recognition and observation are check-in-location-aware.
Moreover, through check-in frequency, some special places can be inferred. For ex-
ample, the home location of a user can be defined as the location which has maximum
average number of check-ins for a period of time. Manual inspection shows that this
infers home locations with 85% accuracy [5]. We can deduce that there is a relation-
ship between users’ social relations (e.g., the kinship of users at home) and check-in
locations with check-in frequency.

Friendship and mobility. Our study aims at understanding how the location of
user A’s friend B affects the movement of A. Intuitively we are more likely to move
to a place in which we have friends (crowd behavior is a natural instinct of human).
To quantify this effect we proceed as follows. User A “visits” the location of friend
B, if A checks in within radius r of B’s location, and we aim at computing p(d), which
measures the probability that A “visits” a friend (near the friend) within the range, r = d
(we set r = 10m). In the dataset, using the “location id”, we can draw the “ranges”
corresponding to different friends and obtain relevant probabilities to which range A
belongs. Moreover, In Fig. 1, we show, for each user, the number of records and to
which cluster belongs based on January, 2010 dataset (Fig. 1(a)) and February, 2010
dataset (Fig. 1(b)).

The original dataset provided by the service provider can not be directly used to
mine the basic laws that govern human crowd behavior, or even the impact of these
laws, so we apply a process to perform an association of the mobility check-in data
with the friendship information. The process involves two steps:
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(a) Result of January, 2010
dataset.

0 1 2 3 4 5 6
x 104

0

50

100

150

200

250

300

350

400

450

500

UserID

N
um

be
r o

f r
ec

or
ds

(b) Result of February, 2010
dataset.

Fig. 1. Number of records and which cluster belongs for each user in the January and February,
2010 datasets (different colours represent different clusters).

1. Perform a spatial-temporal analysis of the records to detect which users form a
crowd (e.g., places in which some people have stopped for a sufficiently long time);

2. Infer in every crowd which users are friends and what kind of friendship they have
(1, 2, 3, ...,N-hop friends, e.g., “1-hop” is for direct friends).

In order to infer “where and when crowds are forming?” from a large number of
records, we first characterize the individual activity by mathematical modeling. Each
location measurement mi, collected for every mobile device, is characterized by a po-
sition pi expressed in latitude and longitude, and a timestamp ti. We also measure the
interval time between different check-in activities [11]. The average interval time mea-
sured for the whole population is 30 minutes. So within the interval we can detect a
gathering of humans from the dataset. Moreover, this time interval is comparable to the
average length of real social events.

To confirm the friendship in a crowd, we merge the friendship dataset with the
check-in record dataset, e.g., for a crowd, if there is a record of any two users in the
friendship dataset, the two users are 1-hop friends, and then we add this information into
the check-in record dataset as a value of a new attribute column (friendship). Multihop
friendship will be also recognized, and we record the identity number of minimum-hop-
count friend for every user as the value of the friendship attribute column.

4 Crowd Behavior Recognition

We formalize a series of processing steps which can be used to infer crowd behav-
ior from location-based wireless information. In this section we build a mathematical
model for recognizing the crowd behavior of population.

First, based on the processed dataset, we confirm whether the crowd behavior of in-
dividuals can be identified. Fig. 2 shows the results of data clustering with Friendship
and Location id attributes, respectively (these two attributes are evaluation classes
for clustering), using Expectation-Maximization (EM) algorithm [8]. From Fig. 2, the
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crowd behavior has been recognized using the processed dataset (in our study a crowd
is defined in Definition 1). Moreover, we can find that different evaluation classes have
different clustering accuracy levels, so the impacts of different attributes on the crowd
behavior are different. Fig. 3 shows the number of users for each cluster corresponding
to Fig. 2 (Fig. 2 only shows the users who are “1-hop” friends, but in Fig. 3, the users
who have multihop friendship are also counted for each cluster).

Definition 1 (A Crowd). A group of individuals at the same physical location (the
range radius r = 10m) at the same time.
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(b) Clustering result with
Location id attribute.

Fig. 2. For clearness, we only show one-month clustering result using Friendship and
Location id attributes as the classes of clustering evaluation, respectively. 5 clusters can be found
for two clustering processes, and we use different colours to distinguish different clusters. Note
that the shape for the center node of any cluster is square.

The characteristics of the crowd behavior of each single person can thus be in-
ferred from his/her check-in records. We refer to this as their “individual behavior”.
This shows which individuals participate in a specific crowd. From the EM algorithm,
a given record belongs to each cluster with certain probabilities. Moreover, the likeli-
hood is a measurement of “how good” a clustering process is and it is increased at each
iteration of the EM algorithm. It is worth mentioning that the higher the likelihood, the
better the model fits the data.

Second, the clustering process (crowd behavior recognition model) is as follows.
We define two parameters: (i) the user u’s check-in data S u which is a sequence of
activity observations about u; (ii) a set of unknown values θ (i.e., the serial numbers of
clusters). These two parameters are used along with a Maximum Likelihood Estimation
(MLE): L(θ; S u) = p(S u|θ). Our purpose is to seek the MLE of marginal likelihood. In
other words, we need to find the most probable θ which the user u belongs. The EM
algorithm iteratively applies the following two steps to achieve our purpose:

1. Expectation step (E step): calculate the expected value of the log-likelihood func-
tion under the current established clusters (θ(t)):

Q(θ|θ(t)) = ES u,θ(t) [log L(θ; S u)];
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Fig. 3. Number of users for each cluster.

2. Maximization step (M step): find the appropriate value of parameter θ, which max-
imizes this quantity:

θmle = arg max
θ

Q(θ|θ(t)).

MLE estimates θ by finding a value of θ that maximizes Q(θ|θ(t)), and the estimation
result can be flagged as: θmle.

Further, based on our recognition model, we add the spatio-temporal pattern into
the crowd behavior (clustering). We use a triple q = (θ, pi, ti) to replace θ. Then the
expectation step becomes:

1. Expectation step:
Q(q|q(ti)) = ES u,q(ti ) [log L(q; S u)],

where pi is the position characteristic of location measurement mi, and ti is times-
tamp of mi. Moreover, q(ti) is a set of current established clusters with their locations
and timestamps;

2. Maximization step: choose q to maximize Q(.),

qmle = arg max
q

Q(q|q(ti)).

Finally, in order to preserve the model integrity, the recognition accuracy must be
measured. In our crowd behavior recognition model, the value of the log-likelihood can
be used to measure the accuracy. For instance, using the Friendship attribute as the
evaluation class, based on one-month data, the log likelihood of crowd identification is:
−16.42186, and using the Location id attribute as the evaluation class, the log likeli-
hood is: −16.87742. Their accuracy is different, and the Friendship attribute is more
effective for improving the recognition ability of the model.
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5 Impact of Attributes on Crowd Behavior

Most previous studies of crowd behavior only consider interactions among isolated in-
dividuals, and assume that the motion of individuals is random. The work in [22] af-
firms that the walking behavior of pedestrians is affected by social relationships, such
as friends, couples, or families walking together. The results presented in Fig. 2, show
that some population attributes impact the crowd motion of humans, and these impacts
are different for diverse attributes. In this section, we go deeper into the impact of these
effects by analyzing how friendship and location affect crowd behavior.

5.1 Impact of Friendship on Crowd Behavior

In this section, we analyze the impact of social relationship (friendship) on the complex
dynamics of crowd behavior. For this, we use the empirical data of the motion of indi-
viduals by means of check-in recordings of public areas. Observations are made under
varying-density collections of population.
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Fig. 4. Friendship degree of each user and probability distribution of various degrees (January
and February, 2010 datasets).

First of all, we analyze the friendship of a group of people. Fig. 4 shows the friend-
ship degree of each user and the probability distribution of various degrees (based on
the data of January and February, 2010). We can find that friendship exists in almost all
observed users. It means that friendship is an important influencing factor for human
behavior. It is worth noting that a Poisson distribution is met for the friendship degree
probability distribution of all observed users. Moreover, from Fig. 4(b), friendship de-
gree is less than 10 for almost 90% users. So the crowding propensity of an individual
is not primarily oriented by friendship.

Secondly, several crowds exist in the observed group of people and we investigate
the friendship degree probability distribution of each crowd. Fig. 5 shows the friendship
degree distributions of 5 clusters which are based on January, 2010 dataset. For some
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crowds, friendship degrees show approximative scale-free power-law distributions, e.g.,
crowds 0, 1, 2, and 3.
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Fig. 5. Relationship between friendship degree and number of users for each crowd (January,
2010 dataset).
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Fig. 6. IDs of users (there is friendship among these users) for each crowd.

Finally, how many users have friendship between each other for each cluster? Fig. 6
exposes an interesting phenomenon: even though the average friendship degree of clus-
ter 2 is larger than that of cluster 3 (shown in Fig. 5), the number of users who have
friendship in cluster 2 is less compared to cluster 3. This means that there is no relation
between the number of users (who have friendship) and friendship degree in a crowd.

5.2 Impact of Location on Crowd Behavior

With the increasing ubiquity of location sensing included in mobile devices, we realize
the arising opportunity for human crowd analysis through mobile wireless information
from the real world context. Thereby, the spatial locations of individuals become a
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kind of important and available information for extending the analysis and modeling of
human crowd behavior to the physical world. Most prediction models of crowd events
use some kind of location information. In [4], Calabrese et al. believe that the attendees
of crowd events are related to areas: “Sport events such as baseball games attract about
double the number of people which normally live in the Fenway Park area. Moreover,
those events seem to be predominantly attended by people living in the surrounding of
the baseball stadium, as well as the south Boston area”. From our investigation, we can
find the impact of location on crowd behavior. Fig. 7 shows location id distribution of
users.
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Fig. 7. Relationship among users, check-in time, clusters and locations (different colours denote
different clusters).

Analyzing Fig. 7, we can see that users are obviously clustered, and an approximate
diagonal line divides the User-Location (see Fig. 7(a)) and Check-in time-Location (see
Fig. 7(b)) space. Moreover, we can observe: the range of activity for any user is limited;
and duration time is different for different crowds in different locations. We can assert
that human crowd behavior is centralized; namely “hot spot” exists. We use this char-
acter of crowd behavior to do centralized population monitoring or urban public facility
deployment.

Cluster
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Fig. 8. Location distribution of users in each cluster.

Figure 8 shows the location distribution of users for each crowd. We can find that
the distances between users are different (the location distribution of users is uneven) in
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any crowd. For instance, in cluster 3, there are two small subclusters. We believe that
the small-world phenomenon exists in crowd behavior.

6 Conclusion

The analysis of crowd behavior can give us an idea of how we behave when we are
part of a group. Different actions can be taken by individuals when being surrounded
by others. In this paper, we have focused on analyzing crowd behavior, considering
check-in data from location-aware mobile social networks.

There are several parameters that affect the forming way of a crowd. Social relation-
ships, e.g., friendship, as well as current locations, can impact the way that a crowd is
formed. Understanding how these parameters determine crowd formation and evolution
is the first step prior to the creation of predictive approaches. After grasping the rela-
tionship between these parameters and crowd behavior, our ongoing research focuses
on the prediction model of crowd behavior. This model will be useful for preventing
disasters from the pushing of crowds, facilitating efficient massive event planning, or
even for traffic management.
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