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Properties, performance and practical interest of

the widely linear MMSE beamformer for

nonrectilinear signals
Pascal Chevalier, Jean-Pierre Delmas and Abdelkader Oukaci

Abstract

Widely Linear (WL) Minimum Mean Square Error (MMSE) estimation has received a great interest these

last twenty years for second order (SO) noncircular signals. In the context of radio communications networks,

it has been shown in particular that WL MMSE receivers allow to implement Single Antenna Interference

Cancellation (SAIC) of one rectilinear interference, suchas Binary Phase Shift Keying (BPSK) or Amplitude

Shift Keying (ASK) interference, or of quasi-rectilinear interference, such as Minimum Shift keying (MSK),

Gaussian MSK (GMSK) or Offset Quadrature Amplitude Modulation (OQAM) interference, hence their great

interest for Global System for Mobile Communications (GSM)cellular networks in particular. However, one

may wonder whether WL MMSE receivers remain attractive for SO noncircular nonrectilinear interferences,

not so scarce in practice. The purpose of this paper is mainlyto answer to this important question by giving, in

a self-contained and unified way, some new insights into the behaviour, properties and performance of the WL

MMSE beamformer in the presence of arbitrary noncircular signals and interference which are not necessarily

rectilinear. It is shown in particular that, surprisingly,WL MMSE receivers lose their practical interest for

strong interferences which are not rectilinear. This breakthrough thus generates a new open problem for the

choice between linear and WL MMSE receiver corresponding tothe detection of rectilinearity (and/or quasi-

rectilinearity), instead of noncircularity, in a given noisy observation. Although this question is out of the scope

of this paper, we finally propose preliminary tools based on blind source separation methods to solve this

problem.
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Paper accepted to Signal Processing.

I. INTRODUCTION

WL MMSE estimation have received a great interest these lasttwenty years for SO noncircular (or improper)

[27] signals [28], [7], [11], [12], [13], [6], [21], [25], [30]. In the context of radio communications networks

using rectilinear modulations such as BPSK or ASK modulations [29], it has been shown in particular in [7],

[11], [12], [13], [21] that the WL MMSE receiver allows to implement SAIC of one intra-network interference

in contrast to linear MMSE receiver. This SAIC concept can also be implemented for radio communication

networks using quasi-rectilinear modulations, i.e., modulations whose complex amplitude can be considered,

after a derotation operation, as a filtered version of a rectilinear modulation, such as MSK, GMSK or OQAM

modulations [29], hence its great interest for GSM networksin particular [31], [26].

However, one may wonder whether WL MMSE receivers remain attractive for SO noncircular interferences

which are not rectilinear, nevertheless not so scarce in practice. Such signals may correspond, for example, to

frequency bins of speech signals as discussed recently in [1], [2] or to rectangular QAM modulations [29], which

may present a potential interest in multi-user contexts associated with WL receivers, similarly to the avantages

of ASK over QAM modulations presented in [24], [21]. An otherexample of nonrectilinear noncircular signal

seen by the receiver appears after the SO statistics estimation, over a finite interval duration, of a rectilinear or

a quasi-rectilinear (after a derotation) signal having a non zero frequency offset [8].

The scarce papers dealing with WL receivers in the presence of noncircular nonrectilinear signals correspond

to [1], [2] for noise reduction of speech signals and to [22],[23], [9], [10] for radiocommunications. Papers [22],

[23] limit the analysis to a specific case corresponding to mixtures of Pulse Amplitude Modulated (PAM), i.e.,

rectilinear, and QAM, i.e. SO circular, signals. Papers [9], [10], written by the authors, are conference papers

associated with the present paper which introduce sparselysome materials of the paper. Moreover the absence

of guiding line in [9], [10] to enlighten the breakthrough between rectilinear and noncircular nonrectilinear

strong interferences may prevent the reader of these papersto catch the main message.

In this context, the purpose of this paper is mainly to give, in a self-contained, coherent, unified, guided and

progressive way, some new insights, some of which are borrowed from the conference papers [9], [10], into

the behaviour, properties and performance, in terms of output Signal to Interference plus Noise Ratio (SINR)

and Symbol Error Rate (SER), of the WL MMSE beamfomer in orderto evaluate its practical interest for

noncircular signals and interferences which are not rectilinear. It is proved in particular that, surprisingly, WL

MMSE receivers lose their practical interest for strong interferences which are not rectilinear. This breakthrough

thus generates a new open problem for the choice between linear and WL MMSE receiver corresponding to

the detection of rectilinearity (or quasi-rectilinearity), instead of noncircularity, in a given noisy observation.

Although this question is out of the scope of this paper, we finally propose preliminary tools based on blind
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source separation methods to solve this problem.

This paper is organized as follows. After the introduction of some hypotheses and data statistics in section

II, section III recalls the WL MMSE beamformer and presents some of its properties and performance in

arbitrary SO noncircular context. A detailed analysis of its performance and practical interest for noncircular

nonrectilinear signal and/or interferences is presented in section IV. Section V describes preliminary tools

for rectilinearity (or quasi-rectilinearity) blind detection. Finally section VI provides a discussion and some

concluding remarks.

II. H YPOTHESES AND DATA STATISTICS

A. Hypotheses

We consider an array ofN narrow-band (NB) sensors and we denote byx(t) the vector of complex amplitudes

of the signals at the output of these sensors. Each sensor is assumed to receive the contribution of a signal of

interest (SOI) corrupted by a total noise (potentially composed of interferences and background noise). Under

these assumptions, the observation vectorx(t) can be written as follows

x(t) = s(t)s+ n(t) (1)

wheres(t) corresponds, to within a potential frequency offset, to thecomplex amplitude of the SOI, assumed

to be zero mean and potentially SO noncircular,s is the steering or the channel vector of the SOI (whose first

entry is constrained to be one) andn(t) is the total noise vector assumed to be potentially SO noncircular

and statistically uncorrelated with the SOIs(t). Note that model (1) seems to assume propagation channels

with no delay spread, which occurs, for example, for free space propagation (spectrum monitoring from

plane, unmanned aerial vehicle or satellite) or flat fading channels (spectrum monitoring in some urban radio

communications situations). However, it may also take intoaccount propagation channels with delay spread for

which uncorrelated multipaths are processed as particularinterfering sources.

In order to introduce WL filtering in the following, we define the extended observation vectorx̃(t)
def
=

[xT (t),xH (t)]T , whereT andH means transpose and transpose and conjugate, respectively. Using (1) we

obtain:

x̃(t) = s(t)s̃1 + s∗(t)s̃2 + ñ(t) = S s̃(t) + ñ(t), (2)

whereñ(t)
def
= [nT (t),nH(t)]T , s̃1

def
= [sT ,0TN ]T , s̃2

def
= [0TN , s

H ]T , 0N is theN × 1 null vector,S
def
= [̃s1, s̃2]

and s̃(t)
def
= [s(t), s∗(t)]T .
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B. SO statistics

The SO statistics (SOS) ofx(t) which are exploited in the following, correspond to matrices Rx andCx

defined by

Rx
def
= < E[x(t)xH(t)] >

def
= πsss

H +Rn, (3)

Cx
def
= < E[x(t)xT (t)] >

def
= πsγsss

T +Cn, (4)

where< . > denotes the time averaging operation1, with respect tot, over the window[−T0/2, T0/2], πs def
=<

E[|s(t)|2] > is the time averaged power of the SOI received by the first sensor, γs
def
=< E[s(t)2] > /πs

def
=

|γs|e2iφs such that0 ≤ |γs| ≤ 1, is the time averaged SO noncircularity coefficient of the SOI seen by the

receiver,Rn
def
=< E[n(t)nH(t)] > andCn

def
=< E[n(t)nT (t)] > are respectively the time averaged correlation

and complementary correlation matrices of the total noise,respectively. The receiver will see a SO noncircular

total noisen(t) (resp. SOIs(t)) only if the matrix Cn (resp.,γs) is not equal to zero. The SOI is seen as

rectilinear (resp., SO circular) if and only if|γs| = 1 (resp.γs = 0), whereas it is seen as SO noncircular and

nonrectilinear if (0 < |γs| < 1).

The SOS of̃x(t) which are exploited in the following correspond to the matrix Rx̃ defined by

Rx̃
def
=< E[x̃(t)x̃H(t)] >

def
= SRs̃S

H +Rñ, (5)

whereRs̃
def
=< E[̃s(t)s̃H(t)] > and where the matrixRñ

def
=< E[ñ(t)ñH(t)] > can be written as

Rñ =


 Rn Cn

C∗

n R∗

n


 . (6)

III. T HE WIDELY LINEAR MMSE BEAMFORMER

A. Presentation and Adaptive Implementation

The WL MMSE beamformer [28], [11], corresponds to the WL filter w̃ whose outputy(t)
def
= w̃H x̃(t)

minimizes the time-averaged MSE criterion defined by

MSE[w̃] =< E[|s(t)− w̃H x̃(t)|2] > . (7)

It is straightforward to show that the vector̃w minimizing (7) is defined by

w̃MMSE
def
= R−1

x̃ rx̃,s, (8)

whererx̃,s
def
=< E[x̃(t)s∗(t)] >. Note that when(x(t), s(t)) are jointly SO circular,w̃MMSE reduces to the

linear MMSE beamformer [28],wMMSE
def
= R−1

x rx,s with rx,s
def
=< E[x(t)s∗(t)] >. In practical situations,

1Note that the signals are not necessarily SO stationary.
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Rx̃ andrx̃,s are not known a priori and have to be estimated from a trainingsequence using a Least Square

estimation approach [11].

B. Enlightening interpretation

We give in this section, for SOI with arbitrary noncircularity property, an enlightening interpretation of the

WL MMSE beamformer, initially introduced in [9], allowing to understand its better behavior with respect

to both the Capon’s beamformer [3], [4] and the WL Minimum Variance Distorsionless Response (MVDR)

beamformer introduced in [8]. To this aim, let us note that for a SOI which is seen as SO noncircular, i.e.

such thatγs 6= 0, s∗(t) is correlated withs(t) and contains both a SOI and an interference component. To

compute the SOI component ofs∗(t), let us consider the Hilbert space of random processes having a finite

time-averaged power and fitted with the inner product(u(t), v(t))
def
=< E[u(t)v∗(t)] >. It is then easy to

compute the orthogonal projection ofs∗(t) onto s(t) for the previous inner product. It is straightforward to

show [8] thats∗(t) can be written as

s∗(t) = γ∗ss(t) + [πs(1− |γ2s |]1/2is(t), (9)

where< E[s(t)i∗s(t)] >= 0 and< E[|is(t)|2] >= 1. It is also easy to verify from straightforward manipulations

of (9) that< E[s(t)is(t)] >= [πs(1 − |γs|2)]1/2 and< E[i2s(t)] >= −γ∗s . Expression (9) shows that, for a

given time-averaged useful input powerπs, the time-averaged power of the SOI component ofs∗(t) is equal

to πs|γs|2 and increases with|γs|. In particular for a rectilinear SOI (|γs| = 1), s∗(t) = e−2iφss(t) and s∗(t)

totally corresponds to the SOI, whereas for a SO circular SOI(γs = 0), s∗(t) = π
1/2
s is(t) and s∗(t) totally

corresponds to an interference for the SOI. Using (9) into (2) we obtain

x̃(t) = s(t)[̃s1 + γ∗s s̃2] + [πs(1− |γ2s |]1/2is(t)s̃2 + ñ(t)
def
= s(t)s̃γ + ñγ(t), (10)

wheres̃γ
def
= s̃1+γ

∗

s s̃2 = [sT , γ∗s s
H ]T andñγ(t)

def
= [πs(1−|γ2s |1/2]is(t)s̃2+ ñ(t) are respectively the equivalent

extended steering vector of the SOI and the global noise component, uncorrelated withs(t), for the extended

observation vector̃x(t). Using (10) into (8), we finally obtain

w̃MMSE = πsR
−1
x̃ s̃γ =

πs

1 + πss̃Hγ R−1
ñγ

s̃γ
R−1

ñγ
s̃γ (11)

whereRñγ

def
=< E[ñγ(t)ñ

H
γ (t)] > is the time-averaged correlation matrix ofñγ(t). Denoting byw̃MVDR2

the WL MVDR beamformer that minimizes the time-averaged output powerw̃HRx̃w̃ under the constraint

w̃H s̃γ = 1, it is straightforward to verify that̃wMVDR2
is defined by

w̃MVDR2

def
= [̃sHγ R−1

x̃ s̃γ ]
−1R−1

x̃ s̃γ = [̃sHγ R−1
ñγ

s̃γ ]R
−1
ñγ

s̃γ . (12)
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We then deduce from (11) and (12) that similarly to the linearMMSE beamformer which is colinear to the

MVDR beamformer, the WL MMSE beamformer̃wMMSE is colinear to the WL MVDR beamformer̃wMVDR2

and we obtain:

w̃MMSE =
πss̃

H
γ R−1

ñγ
s̃γ

1 + πss̃Hγ R−1
ñγ

s̃γ
w̃MVDR2

. (13)

Note that the MVDR beamformer̃wMVDR2
depends on boths and γs and keeps the whole SOI component

contained inx̃(t) contrary to the WL MVDR beamformer introduced in [8], which minimizesw̃HRx̃w̃ under

the constraint̃wH s̃1 = 1 andw̃H s̃2 = 0 and which is defined by

w̃MVDR1

def
= R−1

x̃ S[SHR−1
x̃ S]−1f = R−1

ñ S[SHR−1
ñ S]−1f , (14)

where f
def
= [1, 0]T . This beamformer does not depend onγs and nulls completely thes∗(t) part of the SOI

component of̃x(t). Moreover, while the implementation of̃wMVDR1
requires the knowledge or the estimation

of s andRx̃, that ofw̃MVDR2
requires the knowledge or estimation of bothγs, s andRx̃ or, to within a scalar,

the use of a training sequence which is correlated withs(t) and not correlated with the total noise. Finally,

note that bothw̃MVDR1
andw̃MVDR2

fit the well-known Capon’s beamformer [3], [4], defined by

wCAPON
def
= [sHR−1

x s]−1R−1
x s = [sHR−1

n s]−1R−1
n s, (15)

when respectively the total noise is SO circular (Cn = 0) and both the SOI and the total noise are SO circular

(γs = 0 andCn = 0).

C. WL GSC Structure

It can be easily verified that the WL beamformerw̃MVDR2
has an equivalent WL Generalized Sidelobe

Canceller (GSC) structure [17] depicted on Figure 1, wherew̃f is an 2N × 1 deterministic WL spatial filter

such thatw̃H
f s̃γ = 1 and its output is given byyf (t)

def
= w̃H

f x̃(t). F is a full-rank (2N − 1) × 2N blocking

matrix verifyingFs̃γ = 02N−1 and whose output corresponds to the(2N − 1)× 1 vector z̃(t)
def
= Fx̃(t), w̃a is

the (2N − 1)× 1 WL spatial filter which generates the outputya(t)
def
= w̃H

a z̃(t) and which minimizes the time-

averaged power of the outputy(t)
def
= yf (t)− ya(t). More precisely, under the previous assumptions, it can be

verified that the equivalent2N×1 WL spatial filter,w̃GSC, which generates the same output,y(t)
def
= w̃H

GSCx̃(t),

from the extended observation vectorx̃(t) is defined by (12). We finally remark that for both SO circular SOI

(γs = 0) and total noise (Cn = 0), the WL GSC structure is the linear functional scheme depicted in [17].

D. General SINR Performance

1) General SINR computation and link with MSE criterion:

From (10) it is easy to compute the ratio of the time-averagedpowers of the SOI component and the associated
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global noise component at the output of an arbitrary TI WL filter w̃, referred to as the SINR at the output of

w̃, defined by

SINR[w̃] = πs
|w̃H s̃γ |2
w̃HRñγ

w̃
. (16)

It is easy to verify that the WL filters which maximize this output SINR are collinear tõwMMSE andw̃MVDR2

Using (11) to (15) into (16), we obtain the SINR at the output of the previous beamformers given respectively

by:

SINRMMSE
def
= SINR[w̃MMSE] = SINRMVDR2

def
= SINR[w̃MVDR2

] = πss̃
H
γ R−1

ñγ
s̃γ , (17)

SINRMVDR1

def
= SINR[w̃MVDR1

] =
πs

fH [SHR−1
ñ S]−1f

, (18)

SINRCAPON
def
= SINR[(wT

CAPON,0
T )T ] = πss

HR−1
n s. (19)

Using the fact thatwCAPON, w̃MVDR1
and w̃MVDR2

minimize the output power̃wHRx̃w̃ under different

constraints that are included, the inclusion principle allows us to prove that generally

SINRCAPON ≤ SINRMVDR1
≤ SINRMVDR2

= SINRMMSE (20)

Moreover, inserting (10) into (7) and using (16), we obtain the general relation

MSE[w̃] = πs

(
|1− w̃H s̃γ |2 +

|w̃H s̃γ |2
SINR[w̃]

)
, (21)

which shows in particular that the WL filter̃w which minimizesMSE[w̃] under the constraint̃wH s̃γ = 1 is

also the WL filterw̃ which maximizesSINR[w̃] under the same constraint, which corresponds tow̃MVDR2
.

This shows that under the constraintw̃H s̃γ = 1, SINR maximization and MSE minimization are equivalent

criteria, which gives a physical interpretation of the SINRcriterion (16) in terms of MSE minimization. Without

the constraint̃wH s̃γ = 1, (21) shows that MSE minimization is no longer equivalent toSINR maximization,

but the WL filter,w̃MMSE, which minimizesMSE[w̃] also maximizesSINR[w̃] but is not the only one. From

the previous results, we obtain

MSE[w̃MVDR2
] =

πs
SINRMMSE

=
1

s̃Hγ R−1
ñγ

s̃γ
, (22)

which is greater thanMSE[w̃MMSE] defined by

MSE[w̃MMSE] = πs − rHx̃,sR
−1
x̃ rx̃,s =

πs

1 + πss̃Hγ R−1
ñγ

s̃γ
=

πs
1 + SINRMMSE

, (23)

and which tends towardMSE[w̃MMSE] asSINRMMSE ≫ 1.

2) SINR computation as a function of|γs|:
To evaluate the impact, on the performance, of the SO non circularity coefficientγs of the SOI, it is necessary
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to computeSINRMMSE as a function of|γs| for an arbitrary total noise. From (6), we derive thatR−1
ñ can be

written as

R−1
ñ =


 A D

D∗ A∗


 , (24)

where theN ×N Hermitian matrixA and complex symmetric matrixD are given by [11]

A
def
= [Rn −CnR

∗−1
n C∗

n]
−1, (25)

D
def
= −ACnR

∗−1
n . (26)

Finally, substituting (24) into (17) and (18), we get, aftersome straightforward manipulations

SINRMMSE = πs

[
sHAs(1 + |γs|2) + 2Re(γ∗s s

HDs∗)− |sHDs∗ + γss
HAs|2

[πs(1− |γs|2)]−1 + sHAs

]
(27)

and

SINRMVDR1
= πs

[
sHAs− |sHDs∗|2

sHAs

]
. (28)

The variations ofSINRMMSE as a function of|γs| are analyzed in the next section.

3) SINR analysis:

In the particular case of a SO circular SOI (γs = 0), (27) reduces to

SINRMMSE = πs

[
sHAs− |sHDs∗|2

π−1
s + sHAs

]
; γs = 0, (29)

which is always greater thanSINRMVDR1
, itself greater thanSINRCAPON for SO noncircular total noise, and

which tends toSINRMVDR1
asπssHAs ≫ 1. Hence the interest of̃wMMSE for a SO non circular total noise,

even for a SO circular SOI.

In the particular case of a rectilinear SOI (|γs| = 1), (27) reduces to

SINRMMSE = 2πs
[
sHAs− |sHDs∗| cos 2ψ

]
; |γs| = 1, (30)

whereψ
def
= (φds

− 2φs + π)/2 and whereφds
is the phase ofds

def
= sHDs∗ = |ds|eiφds . Expression (30) is

nothing else than the SINR at the output of the WL beamformer analyzed in [11], which allows SAIC of one

rectilinear interference.

Finally, for SO noncircular nonrectilinear SOI, i.e., for arbitrary values of|γs| such that0 < |γs| < 1, two

cases corresponding tods = 0 andds 6= 0 must be considered.

When ds = 0, which occurs for a SO circular total noise (Cn = 0) or when s is in the kernel ofD∗,

it is easy to verify from (27) thatSINRMMSE becomes an increasing function of|γs|, hence the increasing

interest ofw̃MMSE as |γs| increases. The minimum value ofSINRMMSE, obtained forγs = 0, corresponds to

πss
HR−1

n s = SINRCAPON whereas the maximum value ofSINRMMSE is obtained for|γs| = 1 and corresponds
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to 2πss
HR−1

n s = 2SINRCAPON, hence a maximal gain of 3 dB with respect to the Capon’s beamformer

obtained for rectilinear SOI.

Whends 6= 0, which occurs for a SO noncircular total noise (Cn 6= 0) provided thats is not in the kernel

of D∗, it can be shown that, forcos 2ψ ≤ 0 (i.e., −π/2 + 2kπ ≤ φds
− 2φs ≤ π/2 + 2kπ, with k integer),

SINRMMSE becomes an increasing function of|γs| lower and upper-bounded by (29) and (30) respectively,

hence the increasing interest ofw̃MMSE as|γs| increases. However, forcos 2ψ > 0 (i.e.,π/2+2kπ ≤ φds
−2φs ≤

3π/2+2kπ, with k integer), there exists a value of|γs|, noted|γs,min(ψ)|, such thatSINRMMSE is a decreasing

function of |γs| for 0 ≤ |γs| ≤ |γs,min(ψ)| and an increasing function of|γs| for |γs,min(ψ)| ≤ |γs| ≤ 1.

This shows in this case the existence of a noncircularity coefficient modulus|γs,min(ψ)| > 0 which minimizes

SINRMMSE, which could seem a bit surprising and which shows, in this case, the increasing interest of̃wMMSE

as |γs| moves in the vicinity of either 0 or 1.

To get more insights into the practical interest of the WL MMSE beamformer with respect to the Capon’s and

the WL MVDR1 beamformers, we analyse, in the next section, for arbitrarySO noncircular SOI, performance

of the three previous beamformers, in terms of maximal number of interference to be processed, output SINR

and SER, in the presence of potentially noncircular rectilinear and nonrectilinear interferences plus background

noise.

IV. PERFORMANCE OF THEWL MMSE BEAMFORMER IN THE PRESENCE OF NONCIRCULARSOI AND /OR

INTERFERENCES

A. Total noise model

We assume in this section that the total noise,n(t), is composed ofP statistically uncorrelated and potentially

SO noncircular NB interferences plus background noise. Under these assumptions, the total noise vectorn(t)

can be written as follows

n(t) =

P∑

p=1

mp(t)jp + nb(t), (31)

wherenb(t) is the background noise vector, assumed zero-mean, stationary, SO circular, Gaussian and spatially

white;mp(t) andjp correspond to the complex amplitude, assumed potentially SO noncircular and the steering or

channel vector (whose first component is equal to one) of interferencep, respectively. Under these assumptions,

matricesRn andCn, can be written as

Rn =

P∑

p=1

πp jpj
H
p + η2I (32)

Cn =

P∑

p=1

πpγp jpj
T
p , (33)
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whereη2 is the mean power of the background noise per sensor;I is theN × N identity matrix; πp
def
=<

E[|mp(t)|2] > is the time averaged power of interferencep received by the first sensor;γp
def
=< E[m2

p(t)] >

/πs = |γp|e2iφp such that0 ≤ |γp| ≤ 1, is the time averaged SO noncircularity coefficient of interferencep.

B. Maximal number of interferences to be processed

We deduce from (9) that a nonrectilinear SOI generates one interference iñx(t), whereas a rectilinear SOI

does not generate any interference inx̃(t). Applying (9) to interferencep, we deduce in a same way that a

nonrectilinear interferencep generates two uncorrelated interferences inx̃(t), whereas a rectilinear interference

p only generates one interference iñx(t). As a consequence, notingPr and Pnr the number of rectilinear

and nonrectilinear interferences inx(t), respectively, such thatPr + Pnr = P , the WL MMSE beamformer

(with its interpretation as a WL MVDR beamformer subject to asingle constraint) has then2N − 1 degrees

of freedom to reject2Pnr + Pr + 1 − δ(1 − |γs|) interferences iñx(t), whereδ(.) is the Kronecker symbol

such thatδ(x) = 1 if x = 0 and δ(x) = 0 if x 6= 0. Hence, the maximal number of interferences,Pmax, that

may be rejected (or completely nulled in the absence of noise) by the WL MMSE beamformer is such that

2N − 1 = 2Pnr + Pr + 1− δ(1 − |γs|), which gives, withPmax = Pr + Pnr:

Pmax = N − 1 + (Pr + δ(1 − |γs|))/2 with 0 ≤ Pr ≤ Pmax (34)

and which means that

N − 1 ≤ Pmax ≤ 2(N − 1) + δ(1 − |γs|) ≤ 2N − 1. (35)

In particularPmax is minimal and equal toN − 1 whatever the noncircularity property of the received sources

if at most one source (SOI or interference) is rectilinear. In this case, the exploitation of the potential SO

noncircularity of the sources, through the use of the WL MMSEbeamformer instead of the Linear MMSE

or the Capon’s beamformer, does not allow an increase of the number of interferences to be processed. This

increase is possible andPmax > N−1 only if at least two sources (SOI and/or interferences) are rectilinear. This

increase is maximal if all the interferences are rectilinear. In this case,Pmax = 2(N − 1) for a nonrectilinear

SOI andPmax = 2N − 1 for a rectilinear SOI, which shows that the WL MMSE beamformer allows SAIC

(Pmax = 1 for N = 1) only if the SOI is rectilinear in the presence of a rectilinear interference, situation

analyzed in detail in [11]. We deduce from this global analysis that the key property allowing an increase

of the number of interferences to be processed by the WL MMSE beamformer with respect to the Capon’s

beamformer is the potential rectilinearity of the latter, and not simply their SO noncircularity, which shows off

a first time the breakthrough between rectilinear and nonrectilinear interferences.
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C. SINR for one and two interferences

We analyse in this section, for rectilinear and nonrectilinear SOI, the practical interest of the WL MMSE

beamformer in the presence of one and two strong noncircularnonrectilinear interferences through an analytical

study of the output SINR (9).

1) Rectilinear SOI and one strong interference:

a) Strong rectilinear interference:

For a rectilinear SOI and one strong (ǫ1
def
= (jH1 j1)π1/η2 ≫ 1) rectilinear interference, (27) becomes :

SINRMMSE ≈ 2ǫs(1− |α1,s|2 cos2 ψ); ǫ1 ≫ 1, |γs| = |γ1| = 1, (36)

whereasSINRCAPON andSINRMVDR1
are given by

SINRCAPON ≈ ǫs(1− |α1,s|2); ǫ1 ≫ 1, |α1,s| 6= 1,∀γs,∀γ1, (37)

SINRMVDR1
≈ ǫs

(
1− |α1,s|2

2− |α1,s|2
)
; ǫ1 ≫ 1, |γ1| = 1, |α1,s| 6= 1,∀γs. (38)

In these expressions,ǫs
def
= (sHs)πs/η2, α1,s

def
= jH1 s/(sHs)1/2(jH1 j1)

1/2 andψ, appearing in (30), takes the

valueψ = [φ1 − φs + Arg(sH j1)]. Expression (36), which has also been obtained in [11], shows that in this

case, the WL MMSE beamformer discriminates the sources bothspatially (forN > 1) and by phase, allowing

in particular SAIC contrary to WL MVDR1 and Capon’s beamformers which discriminate sources spatially

only (for N > 1).

b) Strong nonrectilinear interference:

For a rectilinear SOI and one strong nonrectilinear interference (|γ1| 6= 1), provided that |α1,s| 6= 1,

SINRMVDR1
≈ SINRCAPON given by (37), whereasSINRMMSE ≈ 2SINRCAPON. In this case,SINRMMSE

is twice the SINR at the output of Capon’s and WL MVDR1 beamformer due to the exploitation of the SO

rectilinearity of the SOI, but is not greater than the SINR atthe output of the WL MMSE beamformer for a

SO circular interference. This shows the relatively weak practical interest to take into account the potential SO

noncircularity property of a strong interference which is not rectilinear or not far from being rectilinear.

2) Nonrectilinear SOI and one strong interference:

a) Strong rectilinear interference:

For a nonrectilinear SOI and one strong rectilinear interference,SINRCAPON andSINRMVDR1
are still given

by (37) and (38) respectively whereas we deduce from (24) to (26), (32) and (33) thatSINRMMSE becomes

SINRMMSE ≈ ǫs
(1 + |γs|2)(2 − |α1,s|2)− 2|γs||α1,s|2 cos 2ψ + 2ǫs(1− |γs|2)(1 − |α1,s|2)

2 + ǫs(1− |γs|2)(2− |α1,s|2)
. (39)

For a weak (ǫs ≪ 1) nonrectilinear SOI, this expression reduces to:

SINRMMSE ≈ ǫs[(1 + |γs|2)(1 − |α1,s|2/2) − |γs||α1,s|2 cos 2ψ]; ǫ1 ≫ 1, |γ1| = 1, ǫs ≪ 1, (40)
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which shows, as already pointed out in Subsection III-D3 fords 6= 0, that whencos 2ψ ≤ 0, SINRMMSE

is an increasing function of|γs|, lower-bounded byǫs(1 − |α1,s|2/2) obtained forγs = 0, which is much

more greater thanSINRCAPON andSINRMVDR1
for high values of|α1,s|2. This shows in this case the great

interest to take into account the potential noncircularityof the SOI in addition to the rectilinear character of

the interference. Moreover, whencos 2ψ > 0, as also already pointed out in Subsection III-D3 fords 6= 0,

their exists a value|γs,min(ψ)| of |γs|, given here by|γs,min(ψ)| = |α1,s|2 cos 2ψ/(2 − |α1,s|2), such that

SINRMMSE is a decreasing function of|γs| for 0 ≤ |γs| ≤ |γs,min(ψ)| and an increasing function of|γs| for

|γs,min(ψ)| ≤ |γs| ≤ 1. Using |γs,min(ψ)| into (40), we deduce that in this case,SINRMMSE is lower-bounded

by:

SINRMMSE[|γs,min(ψ)|] ≈ ǫs
(
1− |α1,s|2/2

) [
1− |α1,s|4 cos2 2ψ/(2 − |α1,s|2)

]
, (41)

which still corresponds toǫs(1 − |α1,s|2/2) for weak values ofcos 2ψ and which shows again, at least for

high values of|α1,s|2, the interest to take into account the potential noncircularity of the SOI in addition to the

rectilinearity character of the interference.

For a strong (ǫs ≫ 1) nonrectilinear SOI, expression (39) reduces to (38) whatever |γs| 6= 1 and |α1,s| 6= 1,

which shows an increasing SINR gain toward 3 dB with respect to Capon’s beamformer as|α1,s| increases

toward unity and which shows again the practical interest totake into account the rectilinear character of the

strong interference.

b) Strong nonrectilinear interference:

Finally, for a nonrectilinear SOI and one strong nonrectilinear interference,SINRMVDR1
≈ SINRCAPON given

by (37), whereas we deduce from (24) to (26), (32) and (33) that SINRMMSE becomes:

SINRMMSE ≈ SINRCAPON

(
1 +

|γs|2
1 + ǫs(1− |γs|2)(1− |α1,s|2)

)
; |γs| 6= 1, |γ1| 6= 1, ǫ1 ≫ 1, |α1,s| 6= 1,

(42)

which is an increasing function of|γs| varying from SINRCAPON obtained for a SO circular SOI to

2SINRCAPON obtained for a rectilinear SOI. Nevertheless, for a strong nonrectilinear SOI such that

ǫs(1− |γs|2)(1− |α1,s|2) ≫ 1, SINRMMSE ≈ SINRCAPON, which shows the relatively weak practical interest

to take into account the potential SO noncircularity property of both strong SOI and interference which are not

rectilinear.

3) Illustrations for one and two interferences:

To illustrate the previous results related to the weak (resp., great) interest to take into account the potential

noncircularity of a strong nonrectilinear (resp. rectilinear) interference, we consider that a uniform linear array

(ULA) of N omnidirectional sensors, equispaced half a wavelength apart, receives a background noise, a

SOI and an interference whose directions of arrival (DOA) with respect to broadside are equal toθs and θ1

respectively.

November 7, 2013 DRAFT



13

Under these assumptions, Figure 2 shows, forN = 2, the variations ofSINRCAPON, SINRMVDR1
and

SINRMMSE as a function of|γ1| for several values of|γs| equal to 0, 0.5, 0.95 and 1 respectively. For this

figure, πs/η2 = 20dB (strong SOI),π1/η2 = 20dB, φs = 0◦, φ1 = 60◦, θs = 0◦ and θ1 = 30◦. Note

increasing performance of the WL beamformers as|γ1| increases and the limited interest to take into account

the noncircularity property of a nonrectilinear interference whatever the noncircularity property of the SOI. Note

also the limited interest to take into account the SO noncircularity property of a nonrectilinear SOI, whatever

the SO noncircularity property of the interference. Note also, even for|α1,s| 6= 1, very good performance and

strong gains in performance of the WL MMSE beamformer with respect to Capon’s beamformer when the

SOI and interference are rectilinear with a sufficient phasediscrimination between the sources, and a strong

decrease of this gain as soon as one of the sources is no longerrectilinear.

Figure 3 shows the same variations as Figure 2 but forπs/η2 = −20dB (weak SOI),π1/η2 = 20dB,

φs = 0◦, φ1 = 45◦, θs = 0◦ andθ1 = 10◦. As |α1,s|2 is high, note strong performance gains of the WL MMSE

beamformer with respect toSINRCAPON andSINRMVDR1
for high values of|γ1| whatever the value of|γs|.

Note also the gain of 3dB for a rectilinear SOI and nonrectilinear interferences and much weaker gain values

for both nonrectilinear SOI and interference.

To complete these results, we consider the same scenario as for Figure 2, but for a SOI whose SNR is equal

to πs/η2 = 10 dB, at which we add a second interference, assumed to be rectilinear and such thatθ2 = 60◦,

π2/η2 = 20dB andφ2 = 80◦. Under these assumptions, Figure 4 shows, forN = 2, the same variations as

for Figure 2. Note the poor performance of Capon’s beamformer due to the overconstrained array. Note both

very good performance and strong gain in performance of the two WL beamformers with respect to Capon’s

beamformer as soon as the two interferences are rectilinear. Note a strong decrease in performance of the two

WL beamformers as soon as|γ1| decreases below 0.9, i.e. as soon as one of the two interferences strongly

loses its rectilinear property. Nevertheless, despite thefact that the array is overconstrained, still note the not

so bad performance of the WL MMSE beamformer with respect to the Capon’s beamformer whatever|γ1| and

|γs| due to the presence of the rectilinear interference 2.

D. SER for interferences and background noise

We show in this section that the main message of the previous section, deduced from an output SINR

analysis and related to the weak interest to use WL MMSE beamformer for strong noncircular nonrectilinear

interferences, remains valid from an output SER analysis. To this aim, we do some assumptions in Subsection

IV-D1, we present the receivers used for demodulation in Subsection IV-D2, we compute output SER for BPSK

SOI in Subsection IV-D3 and discuss and illustrate output SER for both BPSK and QPSK SOI in Subsection

IV-D4.

1) Hypotheses:
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a) Observation model:

To evaluate the SER performance at the output of the WL MMSE beamformer, we assume that the SOI is

linearly digitally modulated and that a conventional Maximum Likelihood (ML) demodulator is inserted at the

output of the WL MMSE beamformer before decision of the SOI symbols. For comparison perspectives, we

also consider Capon’s and WL MVDR1 beamformers in addition to WL MMSE beamformer. To simplify the

analysis, we assume that the SOI and theP interferences are linearly modulated, have common 1/2 Nyquist

pulse shape filters, carriers and symbol rate and furthermore are perfectly synchronized. In the absence of

frequency offsets, assuming an ideal symbol rate sampling,the sampled observation vectors at the output of a

matched filter to the pulse shape filter can be written as:

x(kT ) = µse
iζsaks+

P∑

p=1

µpe
iζpbp,kjp + nb(kT ), (43)

whereT is the symbol period,x(kT ) is now the sampled observation vector at the output of the matched filter;

nb(kT ) is the sampled background noise vector whose power is equal to η2; ak and bp,k are the symbolsk

of SOI and interferencep (1 ≤ p ≤ P ) respectively. Bothak ’s and bp,k’s are assumed to be i.i.d. sequences

with potentially different distributions, andak, bi,q and bj,l are statistically independent fori 6= j; µs andµp

are scalars which control the received power of the SOI and interferencep, respectively;ζs andζp are channel

phase terms which control the received phase of the SOI and interferencep respectively. Definingπa
def
= E[|ak|2]

andπb,p
def
= E[|bp,k|2] the power of SOI and interferencep symbol, respectively, we can writeπs = µ2sπa and

πp = µ2pπb,p. Defining γa
def
= E[a2k]/πa

def
= |γa|e2iφa and γb,p

def
= E[b2p,k]/πb,p

def
= |γb,p|e2iφb,p , we can write

γs = γae
2iζs = |γa|e2iφs , andγp = γp,be

2iζp = |γp|e2iφp , hence|γs| = |γa|, |γp| = |γb,p|, φs = φa + ζs and

φp = φb,p + ζp.

b) U−V QAM interferences:

To limit the developments, we assume that the SOI may correspond to either a BPSK (|γs| = 1) or a QPSK

(γs = 0) SOI. Moreover, to take into account in our SER analysis interferences having arbitrary values of SO

noncircularity coefficient, we assume that interferencep corresponds to a rectangularU−V QAM modulation

with UV states where integerV may be even (V = 2v) or odd (V = 2v+1) whereas integerU is necessarily

even (U = 2u). More precisely ifbk = br,k + ibi,k is a U−V QAM symbol, wherebr,k and bi,k are the real

and imaginary part ofbk respectively, assumed to be statistically independent to each other, thenbr,k may take

the values±1,±3, ...,±(2u − 1) whereasbi,k may take the values±1,±3, ...,±(2v − 1) if V = 2v and the

values0,±2,±4, ...,±2v if V = 2v + 1. In particular, aU−1 QAM modulation is a rectilinear modulation

corresponding to aU -ASK modulation, which reduces to a BPSK modulation forU = 2. A 2−2 QAM

modulation is a SO circular modulation corresponding to a QPSK modulation. It is straightforward to prove,

after elementary computations which are not reported here,that the power,πb, of a U−V QAM symbol bk is
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such that

πb = [4(u2 + v2)− 2]/3 for U = 2u and V = 2v, (44)

πb = [4u2 + 4v(v + 1)− 1]/3 for U = 2u and V = 2v + 1 (45)

whereas the SO noncircularity coefficient,γb, of aU−V QAM symbol bk is such that

γb =
2(u2 − v2)

2(u2 + v2)− 1
for U = 2u and V = 2v, (46)

γb =
4u2 − 4v(v + 1)− 1

4u2 + 4v(v + 1)− 1
for U = 2u and V = 2v + 1. (47)

Expressions (46) and (47), which are new, show that it is possible to generate values ofγb comprised between 0

and 1 by appropriately choosingU andV . This will be useful to generate noncircular nonrectilinear interferences

for the computer simulations considered in Subsection IV-D4.

2) Receivers:

To present more in details the different receivers used in this section for demodulation purpose, we compute,

from (43), the sampled extended observation vector defined by

x̃(kT ) = µse
iζsaks̃1 + µse

−iζsa∗k s̃2 +

P∑

p=1

µpe
iζpbp,k j̃p,1 +

P∑

p=1

µpe
−iζpb∗p,k j̃p,2 + ñb(kT ), (48)

whereñb(kT )
def
= [nT

b (kT ),n
H
b (kT )]T , j̃p,1

def
= [jTp ,0

T
N ]T and j̃p,2

def
= [0TN , j

H
p ]T ; The sampled output,y(kT )

def
=

w̃H x̃(kT ), of the WL beamformer̃w is then given by

y(kT ) = α1ak + α2a
∗

k +

P∑

p=1

βp,1bp,k +

P∑

p=1

βp,2b
∗

p,k + nk, (49)

whereα1
def
= µse

iζsw̃H s̃1, α2
def
= µse

−iζsw̃H s̃2, βp,1
def
= µpe

iζpw̃H j̃p,1, βp,2
def
= µpe

−iζpw̃H j̃p,2 and nk
def
=

w̃H ñb(kT ). The conventional MLSE receiver for demodulation ofak, built from (49), generateŝak given by

âk = Argak
Min[|y(kT )− α1ak − α2a

∗

k|2], (50)

which gives, for BPSK SOI,

âk = Sign (Re[α∗y(kT )]) , (51)

whereα = α1 + α2.

3) SER computation for a BPSK SOI:

The SER computation for a QPSK SOI is a bit tedious and we limitthe analytical SER computation to BPSK

SOI. Results for QPSK SOI will be presented in the next section from Monte Carlo Simulations. For a BPSK
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SOI, the input,z(kT )
def
= Re[α∗y(kT )], of the sign detector (51) is given by

z(kT ) = |α|2ak +
P∑

p=1

Re[βpbp,k] + nz,k, (52)

whereβp
def
= α∗βp,1 +αβ∗p,2 and wherenz,k

def
= Re[α∗nk] is zero-mean and Gaussian distributed with variance

σ2n,z =
η2
2

(
|α|2||w̃||2 +Re[α∗2(wH

1 w∗

2 +wH
2 w∗

1)]
)
, (53)

wherew̃
def
= [wT

1 ,w
T
2 ]

T . Using the symmetry property of the consideredU−V QAM constellation, it can be

shown, after some straightforward manipulations, that theSER at the output of the sign detector is given by

SER =




P∏

p=1

1

UpVp


 ∑

(b1,k ,...,bP,k)

Q

(
|α|2 −∑P

p=1Re(βpbp,k)

σn,z

)
, (54)

whereUp andVp are integer such that interferencep is Up−Vp QAM modulated,(b1,k, ..., bP,k) denotes all the
∏P

p
1

UpVp
interferenceP -uples symbols and whereQ(u) is the function defined by

Q(u)
def
=

∫
∞

u

1√
2π
e−

v2

2 dv. (55)

Note that for a single BPSK interference, (54) corresponds to expression (54) of [11].

4) SER Illustrations:

In contrast to Gaussian interference and linear receivers,the behavior of SINR and SER, computed in Subsection

IV-C and IV-D3 respectively, are not directly related. The aim of this subsection is then to verify whether the

results obtained in Subsection IV-C for output SINR are still valid for output SER.

For this purpose Figure 5 and 6 show, for a BPSK and a QPSK SOI respectively, the variations of the SER

at the output of Capon, WL MVDR1 and WL MMSE beamformers as a function ofπs/η2, for different values

of (U1, V1), when the total noise is composed of a circular Gaussian background noise and oneU1−V1 QAM

interference such thatπ1/η2 = 20dB, θs = 0◦, θ1 = 30◦, φs = 0◦, φ1 = 60◦ and whenN = 2 sensors

equispaced half a wavelength apart. For BPSK SOI, the SER is computed from the closed-form expression

(54) whereas for QPSK SOI the SER is computed from Monte Carlosimulations from 100 000 realizations2.

The chosen values of (U1, V1) correspond to (2, 2) (γ1 = 0), (4, 2) (γ1 = 0.666), (6, 2) (γ1 = 0.804), (10, 2)

(γ1 = 0.941) and (2, 1) (γ1 = 1). Figure 5 shows, for a rectilinear SOI, substantial performance gains of both

the WL MMSE beamformer and the WL MVDR1 beamformer with respect to Capon’s beamformer as|γ1|
approaches unity, displaying the practical interest to take into account the potential SO noncircularity property

of both the SOI and a strong interference which are rectilinear or almost rectilinear. Note also in this case

2Note that for QPSK SOI, the MLSE receiver (50) gives four decision areas in the complex plane where the Gaussian noisy component
is noncircular. Consequently the derived closed-form expression of the SER is composed of2D integrals with no engineering insights
that can be numerically calculated by approximations, only
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similar performances of the two WL beamformers due to the useof the ML receiver from the output of these

beamformers which takes a decision from the real part of the output in both cases. Moreover, Figure 5 shows

almost similar performances of the three beamformers as|γ1| moves away from unity, displaying the relatively

weak practical interest to take into account the potential SO noncircularity property of a strong noncircular

interference which is not rectilinear or almost rectilinear. Same conclusions are obtained from Figure 6 for a

SO circular SOI. These results finally show that the main conclusions related to the weak interest to use WL

MMSE beamformers for strong noncircular nonrectilinear interferences done from the output SINR analysis

are still valid from an output SER point of view.

V. RECTILINEARITY AND QUASI -RECTILINEARITY BLIND DETECTION

A. Context

It has been shown in the previous sections that there is no real interest to use WL MMSE beamforming when

some kind of rectilinearity is not hidden in the observations. As a consequence of this result, the priority to

evaluate the interest of WL MMSE beamforming is to try to detect the potential presence of rectilinear sources

in the observations before beamforming processing. Following this work, the detection of rectilinearity, instead

of SO noncircularity, thus becomes a new problem of practical interest which has not yet been investigated

to the best of our knowledge and which remains completely open. Despite the fact that this problem is far

from being trivial, we propose in this section a preliminarymethod to detect the presence of rectilinearity (or

quasi-rectilinearity) in circularly Gaussian noisy observations. We first recall the observation model and the

statistics used by the proposed method. Then we present a method able to detect a rectilinear source corrupted

by potential other sources and background noise and we evaluate some of its performance. Finally we briefly

discuss the problem of quasi-rectilinearity detection.

B. Model and Statistics

1) Model:

We assume in this section that the complex observation vector, x(t), is composed ofM statistically independent

and potentially SO noncircular NB sources plus background noise. It corresponds to a noisy instantaneous

mixtures ofM statistically independent, NB and potentially SO noncircular sources and can be written as:

x(t) =

M∑

m=1

sm(t)am + nb(t)
def
= As(t) + nb(t) (56)

wherenb(t) is the background noise vector, assumed to be zero-mean, stationary, SO circular, Gaussian and

spatially white;sm(t) andam are the complex envelope (to within a potential frequency offset) and the steering

(or channel) vector of the sourcem respectively;A is the so-calledN ×M mixing matrix whose columns

are theam vectors ands(t) is the so-calledM × 1 source vector whose components are thesm(t) (1 ≤ m ≤
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M ). We denote byMr andMnr the number of rectilinear and nonrectilinear sources respectively such that

Mr+Mnr =M . As we only propose a preliminary method to detect rectilinearity in the observation vector (56),

we limit our analysis to overdetermined mixtures of sourcesfor whichM ≤ N . The case of underdetermined

mixtures of sources, for whichM > N , requires further developments which are not presented in this paper.

2) Statistics:

The SO statistics of the observations which are exploited inthe following correspond to the temporal mean of

the first and second correlation matrices ofx(t), defined by

Rx
def
= < E[x(t)xH(t)] >= ARsA

H + η2I
def
= Rxs

+ η2I (57)

Cx
def
= < E[x(t)xT (t)] >= ACsA

T , (58)

where η2 is the power of the background noise per antenna,Rs
def
=< E[s(t)sH (t)] > and Cs

def
=<

E[s(t)sT (t)] >, diagonal under the previous hypotheses, are the temporal mean of the first and second correlation

matrix of s(t) respectively andRxs

def
= ARsA

H is the temporal mean of the first correlation matrix of the

mixed sources. Note that the elements[i, i] of matricesRs andCs, denoted byRs[i, i] andCs[i, i] respectively,

are such thatRs[i, i] is the input power of the sourcei per omnidirectional antenna, denoted byπi, and

Cs[i, i] = γiRs[i, i], whereγi is the SO noncircularity coefficient of sourcei.

In a same way, the fourth order (FO) statistics of the observations which are exploited in the following

correspond to the temporal mean,Qx, of the first quadricovariance matrix ofx(t) whose elements are defined

by Qx[i, j, k, l]
def
=< Cum(xi(t), x

∗

j (t), x
∗

k(t), xl(t)) >. Using (56) and assuming thatQx[i, j, k, l] is the element

[N(i − 1) + j,N(k − 1) + l] of matrix Qx, we obtain the expression of the latter, given, under the previous

assumptions, by

Qx = (A⊗A∗)Qs(A⊗A∗)H =

M∑

m=1

cm(am ⊗ a∗m)(am ⊗ a∗m)H , (59)

where Qs is the temporal mean of the first quadricovariance matrix ofs(t), ci
def
=<

Cum(si(t), s
∗

i (t), s
∗

i (t), si(t)) > and⊗ corresponds to the Kronecker product.

C. A preliminary method to detect rectilinearity

1) Philosophy of the method:

The philosophy proposed in this paper to blindly detect a rectilinear source in the observation (56) from a given

number of observation snapshotsK consists, for each value of the source number estimate,M̂ , comprised

between 1 andN (sinceM is not known a priori):

• to blindly separate thêM mixed sources which are assumed to be present inx(t), from a wellknown blind

source separation method of instantaneous mixture of sources developed these last twenty years [20],
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• to estimate the SO noncircularity coefficients,γ̂o,i, of all the outputsi (1 ≤ i ≤ M̂ ) of the associated

separator;

• to compare, for each separator outputi (1 ≤ i ≤ M̂ ), |γ̂o,i| to a thresholdβ(K, M̂ ) whose value, which

depends onK and M̂ , the chosen separator and the noisy mixture of sources, is a function of the false

alarm rate we have chosen a priori;

• to declare detection of rectilinearity when one|γ̂o,i| is beyond the thresholdβ(K, M̂ ).

2) Steps of the method:

The mathematical steps of the method described previously are summarized hereafter :

• Initialisation of the number of source estimate :̂M = 1

• Blind source separation of thêM mixed sources which are assumed to be present inx(t). We choose here

the JADE method presented in [5] whose different steps are summarized hereafter:

– Empirical sample estimation,̂Rx(K) [15], of Rx from theK observation snapshotsx(kTe), (1 ≤
k ≤ K), whereTe is the sample period;

– Prewhitening of the observation vectorsx(kTe), (1 ≤ k ≤ K), by the pseudo-inverse,̂F, of a square-

root of R̂xs
(K), an empirical estimate ofRxs

of rank M̂ , computed fromR̂x(K) and M̂ . This

pre-whitening operation aims at orthonormalizing the source steering vectors so as to search for the

latter through a unitary matrixU, simpler to handle. We denote byz(kTe)
def
= F̂x(kTe), (1 ≤ k ≤ K),

theK M̂ × 1 whitened sampled observation vectors;

– Empirical estimation,̂Qz(K) [15], from theK observation snapshotsz(kTe), (1 ≤ k ≤ K), of Qz,

the first quadricovariance matrix ofz(t));

– Blind identification, byÛ, of theU matrix so as to jointly diagonalize thêM weighted eigenmatrices of

Q̂z(K), associated with thêM eigenvalues having the greatest modulus, where the weightscorrespond

to the eigenvalues themselves;

– Blind identification,Â, of the mixing matrixA from Û andF̂;

– Building of theN × M̂ blind source separator̂W = R̂−1
x (K)Â and generation of theK M̂ × 1

output vectorsy(kTe) = ŴHx(kTe), (1 ≤ k ≤ K), containing, for each samplek, the M̂ separated

sources respectively. The componenti of y(kTe) is denoted byyi(kTe).

• SO noncircularity coefficient estimation of the outputs of the separator: For each outputi, (1 ≤ i ≤ M̂ ),

of the separator̂W, estimation, from the K output samplesyi(kTe) (1 ≤ k ≤ K), of the SO noncircularity

coefficient ofyi by γ̂o,i defined by

–

γ̂o,i =

K∑

k=1

y2i (kTe)/

K∑

k=1

|y2i (kTe)| (60)

• Potential detection of rectilinearity:
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– Choice of a threshold,β(K, M̂ ), ensuring a given false alarm rate

– If |̂γo,i| > β(K, M̂ ) for a particular value ofi:

◦ Rectilinearity detection

◦ End of the method

– If |̂γo,i| ≤ β(K, M̂ ) for all i (1 ≤ i ≤ M̂ ) and if M̂ < N :

◦ ReplaceM̂ by M̂ + 1 and reiteration of the steps of the method

– If |̂γo,i| ≤ β(K, M̂ ) for all i (1 ≤ i ≤ M̂ ) and if M̂ = N :

◦ No rectilinearity detection

◦ End of the method

3) Performance of the method:

To briefly illustrate the performance of the proposed method, we consider that a uniform linear array (ULA) of

N omnidirectional sensors, equispaced half a wavelength apart, receives a background noise and two statistically

independent NB sources. The sources are either BPSK (rectilinear) or QPSK (SO circular) sources having the

same symbol durationT and the same raised cosine pulse shaped filter with a roll-offµ. The two sources are

synchronized to each other. The sourcem (m = 1, 2) has a DOA with respect to broadside equal toθm, a

phase on the first sensor equal toφm and a Signal to Noise ratio per antenna equal toπm/η2. Three scenarios

corresponding to (QPSK, QPSK), (BPSK, QPSK) and (BPSK, BPSK) sources respectively are considered in

the following. For all of these scenarios,N = 2, Te = T , µ = 0.3, θ1 = 30◦, θ2 = 80◦, φ1 = 40◦, φ2 = 80◦,

π1/η2 = π2/η2 = 10dB. Note that the SNR of the sources are chosen not too strong to verify the ability of

the proposed method to detect rectilinearity in the observations even in relatively difficult situations.

Under these assumptions, Tables 1 to 3 show, for one realization of each of the three previous scenarios, for

several values ofK and for all the possible values of̂M (i.e., M̂ = 1 or 2), the maximum value of̂|γo,i| over

all the outputs of the separator (1 ≤ i ≤ M̂ ), denoted by|γ̂o,max(K, M̂ )|. For each couple (K, M̂ ), we note a

relatively weak value of|γ̂o,max(K, M̂ )| with respect to one for scenario 1, for which no rectilinear source is

present, and a value of|γ̂o,max(K, M̂ )| greater than 0.87 for̂M = 2 for scenario 2 and 3, i.e., in the presence

of at least one rectilinear source. These results thus show,for each couple (K, M̂ ), the existence of a high

contrast of values|γ̂o,max(K, M̂ )| between scenario 1 and scenarios 2 and 3, even increasing with relatively

high values ofK (K ≥ 100) andM̂ = 2. This high contrast of values|γ̂o,max(K, M̂ )| between the absence and

the presence of rectilinear sources jointly with a thinner analysis, out of the scope of this paper, would allow

to choose, for each couple (K, M̂ ), a thresholdβ(K, M̂ ) ensuring a good probability of rectilinearity detection

for scenarios 2 and 3, a poor probability of rectilinearity detection for scenario 1 jointly with a relatively low

false alarm rate in all cases, hence the interest of the proposed method.
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D. A preliminary method to detect quasi-rectilinearity

The philosophy proposed in this paper to detect a rectilinearity in the observation (56) can be extended to

detect quasi-rectilinear sources such as MSK, GMSK or OQAM sources to within some adaptations of the

method. Indeed a quasi-rectilinear source is a source whichcan be written as a filtered version of a rectilinear

source after a derotation operation byi−t/T , whereT is the symbol duration for MSK and GMSK sources and

half the symbol duration of the associated QAM modulation for OQAM source (see [11], [31]). In this context,

the method proposed in Section V-C has to be adapted to take into account both the derotation and the filtering

operation.

The derotation operation requires the a priori estimation of the symbol rate of each source, which correspond

to the first non zero cyclic frequency of the first correlationfunction of the source. Thus, a first adaptation

of the method is to implement a first step of cyclic frequency detection in the first correlation matrix of the

observations. Such cyclic detectors have been proposed forexample in [16] by Gardner. Once these cyclic

frequencies of the observations have been estimated, the possible symbol durations of the sources are available.

For each of these possibilities, corresponding derotated observations (for potential MSK, GMSK or OQAM

modulations) may be built and may correspond to the inputs ofthe method proposed in Section V-C.

The filtering operation requires the use of blind source separators able to process convolutive mixtures of

cyclostationary sources instead of instantaneous mixtures. For this reason, separators such as JADE become

useless and have to be replaced by more sophisticated sources separators such as those developed in [18], [19].

With these modifications, the philosophy developed in Section V-C may still be used to detect quasi-

rectilinearity in the observations but at the price of a higher complexity.

VI. SYNTHESIS AND CONCLUSION

In this paper, enlightening properties and performance, interms of output SINR and SER after demodulation,

of the Time Invariant (TI) WL MMSE beamformer in the presenceof SO noncircular SOI and/or interferences

which are not necessarily rectilinear have been presented in a selfcontained, coherent, unified, guided and

progressive way. One property of the WL MMSE beamformer concerns its collinearity with a WL MVDR

beamformer (called WL MVDR2) which steers a beam in the virtual direction of an extended steering vector

s̃γ which depends on both the true channel or steering vector,s, and the SO non circularity coefficient,γs,

of the SOI. An equivalent GSC structure of this WL MVDR2 bemformer has been described in the paper.

This allows in particular to implement the WL MMSE beamformer from either the knowledge of a training

sequence which is correlated with the SOI and not correlatedwith the total noise (as in radiocommunications)

or, to within a constant, the knowledge or the estimation of both s and γs (as for spectrum monitoring

applications). Besides, under the constraintw̃H s̃γ = 1, it has been shown in the paper that SINR maximization

and MSE minimization are equivalent criteria which both generates the WL MVDR2 beamformer. Despite
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the fact that the WL MMSE beamformer always increases the output performance with respect to the linear

MMSE beamformer (or the Capon’s beamformer) for SO noncircular SOI and/or interferences, whatever the

numberN of antennas, it increases the number of sources to be processed beyondN − 1 only when at

least two of the received sources (SOI and/or interferences) are rectilinear. In particular, it allows SAIC in

the presence of a rectilinear SOI and one rectilinear interference. These results confirm in particular the well-

known practical interest to take into account the potentialSO noncircularity property of a rectilinear or an almost

rectilinear interference. However a performance analysisin the presence of either arbitrary SO noncircular or

rectangular QAM modulated interferences, in terms of both output SINR and SER, shows, at least for a strong

SOI, the relatively weak practical interest of the WL MMSE beamformer for strong noncircular nonrectilinear

interferences. This breakthrough between rectilinear andnoncircular nonrectilinear strong interferences, which

does not seem to be well-known by the scientific community, thus generates a new open problem for the choice

between linear and WL MMSE receiver corresponding to the detection of rectilinearity (or quasi-rectilinearity),

instead of noncircularity, in a given noisy observation. Although this question is mainly out of the scope of this

paper, we have proposed preliminary tools based on blind source separation methods to solve this problem. An

other consequence of the previous breakthrough for radio communications networks using rectilinear or quasi-

rectilinear modulations associated with optimal TI WL beamformers, is that it is then crucial to estimate and

to compensate, with a precision depending on the training sequence and burst duration, the different frequency

offsets of the source before their processing. This precision has been evaluated precisely and recently in [14]

for BPSK links whose burst structure is similar to that of GSM. Further results will be presented elsewhere for

MSK, GMSK and OQAM modulations and applied to radiocommunications networks using these modulations

such as the GSM or VAMOS network for example.
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Figure 1. TI WL GSC structure ofw̃MVDR2
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as a function of|γ1| for N = 2, P = 1 πs/η2 = 20dB,
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K = 10 K = 20 K = 40 K = 80 K = 100 K = 1000

M̂ = 1 0.395 0.026 0.071 0.081 0.162 0.033

M̂ = 2 0.420 0.139 0.114 0.150 0.226 0.032

Table 1. |γ̂o,max(K, M̂)| as a function ofK and M̂ for scenario 1: (QPSK, QPSK),N = 2, M = 2, Te = T , µ = 0.3,
π1/η2 = π2/η2 = 10dB, θ1 = 30◦, θ2 = 80◦, φ1 = 40◦, φ2 = 80◦.

K = 10 K = 20 K = 40 K = 80 K = 100 K = 1000

M̂ = 1 0.863 0.380 0.512 0.521 0.556 0.460

M̂ = 2 0.897 0.873 0.882 0.902 0.901 0.912

Table 2. |γ̂o,max(K, M̂)| as a function ofK and M̂ for scenario 2: (BPSK, QPSK),N = 2, M = 2, Te = T , µ = 0.3,
π1/η2 = π2/η2 = 10dB, θ1 = 30◦, θ2 = 80◦, φ1 = 40◦, φ2 = 80◦.

K = 10 K = 20 K = 40 K = 80 K = 100 K = 1000

M̂ = 1 0.209 0.088 0.437 0.113 0.057 0.152

M̂ = 2 0.979 0.939 0.894 0.936 0.939 0.908

Table 3. |γ̂o,max(K, M̂)| as a function ofK and M̂ for scenario 3: (BPSK, BPSK),N = 2, M = 2, Te = T , µ = 0.3,
π1/η2 = π2/η2 = 10dB, θ1 = 30◦, θ2 = 80◦, φ1 = 40◦, φ2 = 80◦.
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