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#### Abstract

This paper deals with the fundamental mathematical tools and the associated computational aspects for constructing the stochastic models of random matrices that appear in the nonparametric method of uncertainties and in the random constitutive equations for multiscale stochastic modeling of heterogeneous materials. The explicit construction of ensembles of random matrices, but also the presentation of numerical tools for constructing general ensembles of random matrices are presented and can be used for high stochastic dimension. The developments presented are illustrated for the nonparametric method for multiscale stochastic modeling of heterogeneous linear elastic materials and for the nonparametric stochastic models of uncertainties in computational structural dynamics.
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## 1. Introduction

It is well known that the parametric method for uncertainty quantification consists in constructing stochastic models of the uncertain physical parameters of a computational model that results from the discretization of a boundary value

[^0]problem. The parametric method is efficient for taking into account the variabilities of physical parameters, but has not the capability to take into account the model uncertainties induced by modeling errors that are introduced during the construction of the computational model. The nonparametric method for the uncertainty quantification is a way for constructing a stochastic model of the model uncertainties induced by the modeling errors. It is also an approach for constructing stochastic models of constitutive equations of materials involving some nonGaussian tensor-valued random fields, such as in the framework of elasticity, thermoelasticity, electromagnetism, etc. The random matrix theory is a fundamental tool that is really efficient for performing stochastic modeling of matrices that appear in the nonparametric method of uncertainties and in the random constitutive equations for multiscale stochastic modeling of heterogeneous materials. The applications of the nonparametric stochastic modeling of uncertainties and of the random matrix theory presented in this paper, have been developed and validated for many fields of computational sciences and engineering, in particular for dynamical systems encountered in aeronautics and aerospace engineering [7; 20; 89; 79; 92; 95], in biomechanics [30; 31], in environment [32], in nuclear engineering $[9 ; 13 ; 12 ; 29]$, in soil-structure interaction and for the wave propagations in soils $[4 ; 5 ; 26 ; 27]$, in rotor dynamics $[80 ; 81 ; 83]$ and vibration of turbomachines $[18 ; 19 ; 22 ; 71]$, in vibroacoustics of automotive vehicles [3;38;39;40;62], but also, in continuum mechanics for multiscale stochastic modeling of heterogenous materials [48; 49;51;52;53], for the heat transfer in complex composites and for their nonlinear thermomechanic analyses [98; 99].

The paper is organized as follows:

- Notions on random matrices and on the nonparametric method for uncertainty quantification: what is a random matrix and what is the nonparametric method for uncertainty quantification?
- Brief history concerning the random matrix theory and the nonparametric method for UQ and its connection with the random matrix theory.
- Overview and mathematical notations used in the paper.
- Maximum entropy principle (MaxEnt) for constructing random matrices.
- Fundamental ensemble for the symmetric real random matrices with a unit mean value.
■ Fundamental ensembles for positive-definite symmetric real random matrices.
- Ensembles of random matrices for the nonparametric method in uncertainty quantification.
- The MaxEnt as a numerical tool for constructing ensembles of random matrices.
- The MaxEnt for constructing the pdf of a random vector.
- Nonparametric stochastic model for constitutive equation in linear elasticity.
- Nonparametric stochastic model of uncertainties in computational linear structural dynamics.
- Parametric-nonparametric uncertainties in computational nonlinear structural dynamics.
- Some key research findings, and applications.


## 2. Notions on Random Matrices and on the Nonparametric Method for Uncertainty Quantification

## What is a random matrix?

A real (or complex) matrix is a rectangular or a square array of real (or complex) numbers, arranged in rows and columns. The individual items in a matrix are called its elements or its entries.

A real (or complex) random matrix is a matrix-valued random variable, which means that its entries are real (or complex) random variables. The random matrix theory is related to the fundamental mathematical methods required for constructing the probability distribution of such a random matrix, for constructing a generator of independent realizations, for analyzing some algebraic properties and some spectral properties, etc.

Let us give an example for illustrating the types of problems related to the random matrix theory. Let us consider a random matrix $[\mathbf{A}]$, defined on a probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in a set $\mathbb{S}_{n}$ of matrices, which is a subset of the set $\mathbb{M}_{n}^{S}(\mathbb{R})$ all the symmetric $(n \times n)$ real matrices. Thus, for $\theta$ in $\Theta$, the realization $[\mathbf{A}(\theta)]$ is a deterministic matrix in $\mathbb{S}_{n} \subset \mathbb{M}_{n}^{S}(\mathbb{R})$. Fundamental questions are related to the definition and to the construction of the probability distribution $P_{[\mathbf{A}]}$ of such a random matrix $[\mathbf{A}]$. If this probability distribution is defined by a probability density function (pdf) with respect a volume element $d^{S} A$, which is a mapping $[A] \mapsto p_{[\mathbf{A}]}([A])$ from $\mathbb{M}_{n}^{S}(\mathbb{R})$ into $\mathbb{R}^{+}=[0,+\infty[$, for which its support is $\mathbb{S}_{n}$ (which implies that $p_{[\mathbf{A}]}([A])=0$ if $[A] \notin \mathbb{S}_{n}$ ), then, how must be defined the volume element $d^{S} A$, how is defined the integration over $\mathbb{M}_{n}^{S}(\mathbb{R})$, what are the methods and tools for constructing pdf $p_{[\boldsymbol{A}]}$ and its generator of independent realizations? For instance, such a pdf cannot simply be defined in giving the pdf of every entry $[\mathbf{A}]_{j k}$ for many reasons among the following ones. As random matrix $[\mathbf{A}]$ is symmetric, all the entries are not algebraically independent, and therefore, only the $n(n+1) / 2$ random variables $\left\{[\mathbf{A}]_{1 \leq j \leq k \leq n}\right\}$ must be considered. In addition, if $\mathbb{S}_{n}$ is the subset $\mathbb{M}_{n}^{+}(\mathbb{R})$ of all the positive-definite symmetric $(n \times n)$ real matrices, then there is an algebraic constraint that relates the random variables
$\left\{[\mathbf{A}]_{1 \leq j \leq k \leq n}\right\}$ in order that $[\mathbf{A}]$ be with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$, and such an algebraic constraint implies that all the random variables $\left\{[\mathbf{A}]_{1 \leq j \leq k \leq n}\right\}$ are statistically dependent.

## What is the nonparametric method for uncertainty quantification?

The parametric method for uncertainty quantification consists in constructing stochastic models of the uncertain physical parameters (geometry, boundary conditions, material properties, etc) of a computational model that results from the discretization of a boundary value problem. The parametric method, which introduces prior and posterior stochastic models of the uncertain physical parameters of the computational model, has not the capability to take into account model uncertainties induced by modeling errors that are introduced during the construction of the computational model.

The nonparametric method for uncertainty quantification consists in constructing a stochastic model of both the uncertain physical parameters and the model uncertainties induced by the modeling errors, without separating the effects of the two types of uncertainties. Such an approach consists in directly constructing stochastic models of matrices representing operators of the problem considered, and not in using the parametric method for the uncertain physical parameters whose matrices depend. Initially developed for uncertainty quantification in computational structural dynamics, the use of the nonparametric method has been extended for constructing stochastic models of matrices of computational models, such as, for instance, the nonparametric stochastic model for constitutive equation in linear elasticity.

The parametric-nonparametric method for uncertainty quantification consists in using simultaneously in a computational model, the parametric method for constructing stochastic models of certain of its uncertain physical parameters, and the nonparametric method for constructing a stochastic model of both, the other uncertain physical parameters and the model uncertainties induced by the modeling errors, in separating the effects of the two types of uncertainties.

Consequently, the nonparametric method for uncertainty quantification uses the random matrix theory.

## 3. A Brief History

## Random Matrix Theory (RMT)

The random matrix theory (RMT) were introduced and developed in mathematical statistics by Wishart and others in the 1930s and was intensively studied by
physicists and mathematicians in the context of nuclear physics. These works began with Wigner [126] in the 1950s and received an important effort in the 1960s by Dyson, Mehta, Wigner [36; 37; 127], and others. In 1965, Poter [93] published a volume of important papers in this field, followed, in 1967 by the first edition of the Mehta book [73] whose second edition [74] published in 1991 gives a synthesis of the random matrix theory. For applications in physics, an important ensemble of the random matrix theory, is the Gaussian Orthogonal Ensemble (GOE) for which the elements are constituted of real symmetric random matrices with statistically independent entries and which are invariant under orthogonal linear transformations (this ensemble can be viewed as a generalization of a Gaussian real-valued random variable to a symmetric real square random matrix).

For an introduction to multivariate statistical analysis, we refer the reader to [2], for an overview on explicit probability distributions of ensembles of random matrices and their properties, to [55], and for analytical mathematical methods devoted to the random matrix theory, to [75].

RMT has been used in other domains than nuclear physics. In 1984 and 1986, Bohigas et al $[14 ; 15]$ found that the level fluctuations of the quantum Sinais billard were able to predict with the GOE of random matrices. In 1989, Weaver [125] showed that the higher frequencies of an elastodynamic structure constituted of a small aluminium block had the behavior of the eigenvalues of a matrix belonging to the GOE. Then, Bohigas, Legrand, Schmidt, and Sornette [16; 66; 67; 100] studied the high-frequency spectral statistics with the GOE for elastodynamics and vibration problems in the high-frequency range. Langley [65] showed that, in the high-frequency range, the system of natural frequencies of linear uncertain dynamic systems is a non-Poisson point-process. These results have been validated for the high-frequency range in elastodynamics. A synthesis of theses aspects related to quantum chaos and random matrix theory, devoted to linear acoustics and vibration, can be found in the book edited by Wright and Weaver [128].

## Nonparametric method for UQ and its connection with the RMT

The nonparametric method was initially be introduced by Soize [107; 108] in 1999-2000, for uncertainty quantification in computational linear structural dynamics in order to take into account the model uncertainties induced by the modeling errors that could not be addressed by the parametric method. The concept of the nonparametric method then consisted in modeling the generalized matrices of the reduced-order model of the computational model by random matrices. It should be noted that the terminology "nonparametric" is not at all connected to the "nonparametric statistics", but was introduced to show the differences between
the well known parametric method consisting in constructing a stochastic model of uncertain physical parameters of the computational model, and the new proposed nonparametric method that consisted in modeling the generalized matrices of the reduced-order model by random matrices, related to the operators of the problem. Later, the parametric-nonparametric method has been introduced [114].

Early in the development of the concept of the nonparametric method, a problem has occurred in the choice of ensembles of random matrices. Indeed the ensembles of random matrices coming from the RMT, were not adapted to stochastic modeling required by the nonparametric method. For instance, the GOE of random matrices could not be used for the generalized mass matrix, which must be positive definite, what is not the case for a random matrix belonging to GOE. Consequently, new ensembles of random matrices have had to be developed [108; 109; $111 ; 77 ; 116]$, using the maximum entropy (MaxEnt) principle, for implementing the concept of the nonparametric method for various computational models in mechanics, for which the matrices must verify various algebraic properties. In addition, parameterizations of the new ensembles of random matrices have been introduced in the different constructions in order to be in capability to quantify simply the level of uncertainties. These ensembles of random matrices have been constructed with a parameterization exhibiting a small number of hyperparameters, what allows for identifying the hyperparameters in using experimental data, solving a statistical inverse problems for random matrices that are, in general, in very high dimension. In these constructions, for certain types of available information, an explicit solution of the MaxEnt principle has been obtained, giving an explicit description of the ensembles of random matrices and of the corresponding generators of realizations. Nevertheless, for other cases of available information coming from computational models there is no explicit solution of the MaxEnt and therefore, a numerical tool adapted to the high dimension has had to be developed [113].

Finally, during these last fifteen years the nonparametric method has extensively been used and extended, with experimental validations, to many problems in linear and nonlinear structural dynamics, in fluid-structure interaction and in vibroacoustics, in unsteady aeroelasticity, in soil-structure interaction, in continuum mechanics of solids for the nonparametric stochastic modeling of the constitutive equations in linear and nonlinear elasticity, in thermoelasticity, etc. A brief overview on all the experimental validations and applications in different fields is given in the last section entitled "Key Research Findings, and Applications".

## 4. Overview

The "Random Matrix Models and Nonparametric Method for Uncertainty Quantification" is constituted of two main parts.

- The first one is devoted to the presentation of ensembles of random matrices that are explicitly described and also deals with an efficient numerical tool for constructing ensembles of random matrices when an explicit construction cannot be obtained. The presentation is focussed to the fundamental results and to the fundamental tools related to ensembles of random matrices that are useful for constructing nonparametric stochastic models for uncertainty quantification in computational mechanics and in computational science and engineering. In such a framework, for the construction of nonparametric stochastic models of the random tensors or the tensor-valued random fields, and also for the nonparametric stochastic models of uncertainties in linear and nonlinear structural dynamics.

All the ensembles of random matrices, which have been developed for the nonparametric method of uncertainties in computational sciences and engineering, are given hereinafter using a unified presentation based on the use of the MaxEnt principle, what allow us, not only to learn about the useful ensembles of random matrices for which the probability distributions and the associated generators of independent realizations are explicitly known, but also to present a general tool for constructing any ensemble of random matrices, possibly using computation in high dimension.

- The second part deals with the nonparametric method for uncertainty quantification, which uses the new ensembles of random matrices that have been constructed in the context of the development of the nonparametric method, and that are detailed in the first part. The presentation is limited to the nonparametric stochastic model for constitutive equation in linear elasticity, to the nonparametric stochastic model of uncertainties in computational linear structural dynamics for damped elastic structures but also for viscoelastic structures, and to the parametric-nonparametric uncertainties in computational nonlinear structural dynamics. In the last section entitled "Key Research Findings, and Applications", brief bibliographical analysis is given concerning the propagation of uncertainties using nonparametric or parametric-nonparametric stochastic models of uncertainties, some additional ingredients useful for the nonparametric stochastic modeling of uncertainties, some experimental validations of the nonparametric method of uncertainties, and finally, some applications of the nonparametric stochastic modeling of uncertainties in different fields of computational sciences and engineering.


## 5. Notations

The following algebraic notations are used through all the developments devoted to "Random Matrix Models and Nonparametric Method for Uncertainty Quantification".

## Euclidean and Hermitian spaces.

Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ be a vector in $\mathbb{K}^{n}$ with $\mathbb{K}=\mathbb{R}$ (the set of all the real numbers) or $\mathbb{K}=\mathbb{C}$ (the set of all the complex numbers). The Euclidean space $\mathbb{R}^{n}$ (or the Hermitian space $\mathbb{C}^{n}$ ) is equipped with the usual inner product $\langle\mathbf{x}, \mathbf{y}\rangle=$ $\sum_{j=1}^{n} x_{j} \bar{y}_{j}$ and the associated norm $\|\mathbf{x}\|=<\mathbf{x}, \mathbf{x}>^{1 / 2}$ in which $\bar{y}_{j}$ is the complex conjugate of the complex number $y_{j}$ and where $\bar{y}_{j}=y_{j}$ when $y_{j}$ is a real number.

## Sets of matrices.

$\mathbb{M}_{n, m}(\mathbb{R})$ be the set of all the $(n \times m)$ real matrices, $\mathbb{M}_{n}(\mathbb{R})=\mathbb{M}_{n, n}(\mathbb{R})$ the square matrices,
$\mathbb{M}_{n}(\mathbb{C})$ be the set of all the $(n \times m)$ complex matrices, $\mathbb{M}_{n}^{S}(\mathbb{R})$ be the set of all the symmetric $(n \times n)$ real matrices,
$\mathbb{M}_{n}^{+0}(\mathbb{R})$ be the set of all the semipositive-definite symmetric $(n \times n)$ real matrices,
$\mathbb{M}_{n}^{+}(\mathbb{R})$ be the set of all the positive-definite symmetric $(n \times n)$ real matrices. The ensembles of real matrices are such that

$$
\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{+0}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R}) \subset \mathbb{M}_{n}(\mathbb{R})
$$

## Kronecker symbol, unit matrix, and indicator function.

The Kronecker symbol is denoted as $\delta_{j k}$ and is such that $\delta_{j k}=0$ if $j \neq k$ and $\delta_{j j}=1$. The unit (or identity) matrix in $\mathbb{M}_{n}(\mathbb{R})$ is denoted as $\left[I_{n}\right]$ and is such that $\left[I_{n}\right]_{j k}=\delta_{j k}$. Let $\mathbb{S}$ be any subset of any set $\mathbb{M}$, possibly with $\mathbb{S}=\mathbb{M}$. The indicator function $M \mapsto \mathbb{1}_{\mathbb{S}}(M)$ defined on set $\mathbb{M}$ is such that $\mathbb{1}_{\mathbb{S}}(M)=1$ if $M \in \mathbb{S} \subset \mathbb{M}$, and $\mathbb{1}_{\mathbb{S}}(M)=0$ if $M \notin \mathbb{S}$.

Norms and usual operators.
(i) The determinant of a matrix $[G]$ in $\mathbb{M}_{n}(\mathbb{R})$ is denoted as $\operatorname{det}[G]$, and its trace is denoted as $\operatorname{tr}[G]=\sum_{j=1}^{n} G_{j j}$.
(ii) The transpose of a matrix $[G]$ in $\mathbb{M}_{n, m}(\mathbb{R})$ is denoted as $[G]^{T}$, which is in $\mathbb{M}_{m, n}(\mathbb{R})$.
(iii) The operator norm of a matrix $[G]$ in $\mathbb{M}_{n, m}(\mathbb{R})$ is denoted as $\|G\|=\sup _{\|\mathbf{x}\| \leq 1}$ $\|[G] \mathbf{x}\|$ for all $\mathbf{x}$ in $\mathbb{R}^{m}$, which is such that $\|[G] \mathbf{x}\| \leq\|G\|\|\mathbf{x}\|$ for all $\mathbf{x}$ in $\mathbb{R}^{m}$.
(iv) For $[G]$ and $[H]$ in $\mathbb{M}_{n, m}(\mathbb{R})$, we denote $\ll[G],[H] \gg=\operatorname{tr}\left\{[G]^{T}[H]\right\}$ and the Frobenius norm (or Hilbert-Schmidt norm) $\|G\|_{F}$ of $[G]$ is such that $\|G\|_{F}^{2}=\ll$ $[G],[G] \gg \operatorname{tr}\left\{[G]^{T}[G]\right\}=\sum_{j=1}^{n} \sum_{k=1}^{m} G_{j k}^{2}$, which is such that $\|G\| \leq\|G\|_{F} \leq$ $\sqrt{n}\|G\|$.

## Order relation in the set of all the positive-definite real matrices.

Let $[G]$ and $[H]$ be two matrices in $\mathbb{M}_{n}^{+}(\mathbb{R})$. The notation $[G]>[H]$ means that the matrix $[G]-[H]$ belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$.

## Probability space, mathematical expectation, space of second-order random vectors.

The mathematical expectation relative to a probability space $(\Theta, \mathcal{T}, P)$ is denoted as $E$. The space of all the second-order random variables, defined on $(\Theta, \mathcal{T}, P)$, with values in $\mathbb{R}^{n}$, equipped with the inner product $((\mathbf{X}, \mathbf{Y}))=E\{\langle\mathbf{X}, \mathbf{Y}\rangle\}$ and with the associated norm $\|\|\mathbf{X}\|\|=((\mathbf{X}, \mathbf{X}))^{1 / 2}$, is a Hilbert space denoted as $\mathcal{L}_{n}^{2}$.

## 6. The MaxEnt for Constructing Random Matrices

The measure of uncertainties using the entropy of information has been introduced by Shannon [104] in the framework of the development of Information Theory. The Maximum Entropy (MaxEnt) principle (that is to say the maximization of the level of uncertainties) has been introduced by Jaynes [59], and allows a prior probability model of any random variables to be constructed, under the constraints defined by the available information. This principle appears as a major tool to construct the prior probability models. All the ensembles of random matrices presented hereinafter (including the well known Gaussian Orthogonal Ensemble) are constructed in the framework of a unified presentation using the MaxEnt. This means that the probability distributions of the random matrices belonging to these ensembles are constructed using the MaxEnt.

### 6.1. Volume Element and Probability Density Function (PDF)

This section deals with the definition of a probability density function (pdf) of a random matrix $[G]$ with values in the Euclidean space $\mathbb{M}_{n}^{S}(\mathbb{R})$ (set of all the symmetric $(n \times n)$ real matrices, equipped with the inner product $\ll[G],[H] \gg=$ $\operatorname{tr}\left\{[G]^{T}[H]\right\}$ ). In order to correctly defined the integration on Euclidean space $\mathbb{M}_{n}^{S}(\mathbb{R})$, it is necessary to define the volume element on this space.

## Volume element on the Euclidean space of symmetric real matrices.

In order to well understand the principle of the construction of the volume element on Euclidean space $\mathbb{M}_{n}^{S}(\mathbb{R})$, the construction of the volume element on Euclidean spaces $\mathbb{R}^{n}$ and $\mathbb{M}_{n}(\mathbb{R})$ are first introduced.
(i) Volume element on Euclidean space $\mathbb{R}^{n}$. Let $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right\}$ be the orthonormal basis of $\mathbb{R}^{n}$ such that $\mathbf{e}_{j}=(0, \ldots, 1, \ldots, 0)$ is the null vector with 1 in position $j$. Consequently, $\left\langle\mathbf{e}_{j}, \mathbf{e}_{k}>=\delta_{j k}\right.$. Any vector $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ in $\mathbb{R}^{n}$ can then be written as $\mathbf{x}=\sum_{j=1}^{n} x_{j} \mathbf{e}_{j}$. This Euclidean structure on $\mathbb{R}^{n}$ defines the volume element $d \mathbf{x}$ on $\mathbb{R}^{n}$ such that $d \mathbf{x}=\prod_{j=1}^{n} d x_{j}$.
(ii) Volume element on Euclidean space $\mathbb{M}_{n}(\mathbb{R})$. Similarly, let $\left\{\left[b_{j k}\right]\right\}_{j k}$ be the orthonormal basis of $\mathbb{M}_{n}(\mathbb{R})$ such that $\left[b_{j k}\right]=\mathbf{e}_{j} \mathbf{e}_{k}^{T}$. Consequently, we have $\ll\left[b_{j k}\right],\left[b_{j^{\prime} k^{\prime}}\right] \gg=\delta_{j j^{\prime}} \delta_{k k^{\prime}}$. Any matrix $[G]$ in $\mathbb{M}_{n}(\mathbb{R})$ can be written as $[G]=$ $\sum_{j, k=1}^{n} G_{j k}\left[b_{j k}\right]$ in which $G_{j k}=[G]_{j k}$. This Euclidean structure on $\mathbb{M}_{n}(\mathbb{R})$ defines the volume element $d G$ on $\mathbb{M}_{n}(\mathbb{R})$ such that $d G=\prod_{j, k=1}^{n} d G_{j k}$.
(iii) Volume element on Euclidean space $\mathbb{M}_{n}^{S}(\mathbb{R})$. Let $\left\{\left[b_{j k}^{S}\right], 1 \leq j \leq k \leq n\right\}$ be the orthonormal basis of $\mathbb{M}_{n}^{S}(\mathbb{R})$ such that $\left[b_{j j}^{S}\right]=\mathbf{e}_{j} \mathbf{e}_{j}^{T}$ and $\left[b_{j k}^{S}\right]=\left(\mathbf{e}_{j} \mathbf{e}_{k}^{T}+\right.$ $\left.\mathbf{e}_{k} \mathbf{e}_{j}^{T}\right) / \sqrt{2}$ if $j<k$. We have $\ll\left[b_{j k}^{S}\right],\left[b_{j^{\prime} k^{\prime}}^{S}\right] \gg=\delta_{j j^{\prime}} \delta_{k k^{\prime}}$ for $j \leq k$ and $j^{\prime} \leq k^{\prime}$. Any symmetric matrix $[G]$ in $\mathbb{M}_{n}^{S}(\mathbb{R})$ can be written as $[G]=\sum_{1 \leq j \leq k \leq n} G_{j k}^{S}\left[b_{j k}^{S}\right]$ in which $G_{j j}^{S}=G_{j j}$ and $G_{j k}^{S}=\sqrt{2} G_{j k}$ if $j<k$. This Euclidean structure on $\mathbb{M}_{n}^{S}(\mathbb{R})$ defines the volume element $d^{S} G$ on $\mathbb{M}_{n}^{S}(\mathbb{R})$ such that $d^{S} G=$ $\prod_{1 \leq j \leq k \leq n} d G_{j k}^{S}$. The volume element is then defined by

$$
\begin{equation*}
d^{S} G=2^{n(n-1) / 4} \prod_{1 \leq j \leq k \leq n} d G_{j k} \tag{1}
\end{equation*}
$$

Probability density function of a symmetric real random matrix.
Let $[\mathbf{G}]$ be a random matrix, defined on a probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in $\mathbb{M}_{n}^{S}(\mathbb{R})$ whose probability distribution $P_{[\mathbf{G}]}=p_{[\mathbf{G}]}([G]) d^{S} G$ is defined by a pdf $[G] \mapsto p_{[G]}([G])$ from $\mathbb{M}_{n}^{S}(\mathbb{R})$ into $\mathbb{R}^{+}=[0,+\infty[$ with respect to the volume element $d^{S} G$ on $\mathbb{M}_{n}^{S}(\mathbb{R})$. This pdf verifies the normalization condition,

$$
\begin{equation*}
\int_{\mathbb{M}_{n}^{S}(\mathbb{R})} p_{[\mathbf{G}]}([G]) d^{S} G=1, \tag{2}
\end{equation*}
$$

in which the volume element $d^{S} G$ is defined by Eq. (1).

## Support of the probability density function.

The support of $\operatorname{pdf} p_{[\mathbf{G}]}$, denoted as $\operatorname{supp} p_{[\mathbf{G}]}$ is any subset $\mathbb{S}_{n}$ of $\mathbb{M}_{n}^{S}(\mathbb{R})$, possibly with $\mathbb{S}_{n}=\mathbb{M}_{n}^{S}(\mathbb{R})$. For instance, we can have $\mathbb{S}_{n}=\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, which
means that $[\mathbf{G}]$ is a random matrix with values in the positive-definite symmetric $(n \times n)$ real matrices. Thus, $p_{[\mathbf{G}]}([G])=0$ for $[G]$ not in $\mathbb{S}_{n}$, and Eq. (2) can be rewritten as

$$
\begin{equation*}
\int_{\mathbb{S}_{n}} p_{[\mathbf{G}]}([G]) d^{S} G=1 \tag{3}
\end{equation*}
$$

It should be noted that, in the context of the construction of the unknown pdf $p_{[\mathbf{G}]}$, it is assumed that support $\mathbb{S}_{n}$ is a given (known) set.

### 6.2. The Shannon Entropy as a Measure of Uncertainties

The Shannon measure [104] of uncertainties of random matrix $[\mathbf{G}]$ is defined by the entropy of information (Shannon's entropy), $\left.\mathcal{E}\left(p_{[\mathbf{G}}\right]\right)$, of pdf $p_{[\mathbf{G}]}$ whose support is $\mathbb{S}_{n} \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, such that

$$
\begin{equation*}
\mathcal{E}\left(p_{[\mathbf{G}]}\right)=-\int_{\mathbb{S}_{n}} p_{[\mathbf{G}]}([G]) \log \left(p_{[\mathbf{G}]}([G])\right) d^{S} G \tag{4}
\end{equation*}
$$

which can be rewritten as $\mathcal{E}\left(p_{[\mathbf{G}]}\right)=-E\left\{\log \left(p_{[\mathbf{G}]}([\mathbf{G}])\right)\right.$. For any pdf $p_{[\mathbf{G}]}$ defined on $\mathbb{M}_{n}^{S}(\mathbb{R})$ and with support $\mathbb{S}_{n}$, entropy $\mathcal{E}\left(p_{[\mathbf{G}]}\right)$ is a real number. The uncertainty increases when the Shannon entropy increases. More the Shannon entropy is small and more the level of uncertainties is small. If $\mathcal{E}\left(p_{[\mathbf{G}]}\right)$ goes to $-\infty$, then the level of uncertainties goes to zero, and random matrix $[\mathbf{G}]$ goes to a deterministic matrix for the convergence in probability distribution (in probability law).

### 6.3. The MaxEnt Principle

As explained before, the use of the MaxEnt principle requires to correctly defined the available information related to random matrix $[\mathbf{G}]$ for which pdf $p_{[\mathbf{G}]}$ (that is unknown with a given support $\mathbb{S}_{n}$ ) has to be constructed.

## Available information.

It is assumed that the available information related to random matrix $[\mathbf{G}]$ is represented by the following equation on $\mathbb{R}^{\mu}$, where $\mu$ is a finite positive integer,

$$
\begin{equation*}
\mathbf{h}\left(p_{[\mathbf{G}]}\right)=\mathbf{0} \tag{5}
\end{equation*}
$$

in which $p_{[\mathbf{G}]} \mapsto \mathbf{h}\left(p_{[\mathbf{G}]}\right)=\left(h_{1}\left(p_{[\mathbf{G}]}\right), \ldots, h_{\mu}\left(p_{[\mathbf{G}]}\right)\right)$ is a given functional of $p_{[\mathbf{G}]}$, with values in $\mathbb{R}^{\mu}$. For instance, if the mean value $E\{[\mathbf{G}]\}=[\underline{G}]$ of $[\mathbf{G}]$, is a given matrix in $\mathbb{S}_{n}$, and if this mean value $[\underline{G}]$ corresponds to the only available information, then $h_{\alpha}\left(p_{[\mathbf{G}]}\right)=\int_{\mathbb{S}_{n}} G_{j k} p_{[\mathbf{G}]}([G]) d^{S} G-\underline{G}_{j k}$, in which $\alpha=1, \ldots, \mu$ is associated with the couple of indices $(j, k)$ such as $1 \leq j \leq k \leq n$, and where
$\mu=n(n+1) / 2$.

## The admissible sets for the pdf.

The following admissible sets $\mathcal{C}_{\text {free }}$ and $\mathcal{C}_{\text {ad }}$ are introduced for defining the optimization problem resulting from the use of the MaxEnt principle in order to construct the pdf of random matrix $[\mathbf{G}]$. The set $\mathcal{C}_{\text {free }}$ is made up of all the pdf $p:[G] \mapsto p([G])$, defined on $\mathbb{M}_{n}^{S}(\mathbb{R})$, with support $\mathbb{S}_{n} \subset \mathbb{M}_{n}^{S}(\mathbb{R})$,

$$
\begin{equation*}
\mathcal{C}_{\text {free }}=\left\{[G] \mapsto p([G]): \mathbb{M}_{n}^{S}(\mathbb{R}) \rightarrow \mathbb{R}^{+}, \operatorname{supp} p=\mathbb{S}_{n}, \int_{\mathbb{S}_{n}} p([G]) d^{S} G=1\right\} \tag{6}
\end{equation*}
$$

The set $\mathcal{C}_{\text {ad }}$ is the subset of $\mathcal{C}_{\text {free }}$ for which all the pdf $p$ in $\mathcal{C}_{\text {free }}$ satisfy the constraint defined by

$$
\begin{equation*}
\mathcal{C}_{\mathrm{ad}}=\left\{p \in \mathcal{C}_{\text {free }}, \mathbf{h}(p)=\mathbf{0}\right\} . \tag{7}
\end{equation*}
$$

## Optimization problem for constructing the pdf.

The use of the MaxEnt principle for constructing the pdf $p_{[\mathbf{G}]}$ of random matrix [G] yields the following optimization problem,

$$
\begin{equation*}
p_{[\mathbf{G}]}=\arg \max _{p \in \mathcal{C}_{\mathrm{ad}}} \mathcal{E}(p) . \tag{8}
\end{equation*}
$$

The optimization problem defined by Eq. (8) on set $\mathcal{C}_{\text {ad }}$ is transformed in an optimization problem on $\mathcal{C}_{\text {free }}$ in introducing the Lagrange multipliers associated with the constraints defined by Eqs. (5) [59; 61; 108]. This type of construction and the analysis of the existence and the uniqueness of a solution of the optimization problem defined by Eq. (8) is detailed in the section entitled: '"MaxEnt as a Numerical Tool for Constructing Ensembles of Random Matrices".

## 7. A Fundamental Ensemble for the Symmetric Real Random Matrices With a Unit Mean Value

A fundamental ensemble for the symmetric real random matrices is the Gaussian Orthogonal Ensemble (GOE) that is an ensemble of random matrices [G], defined on a probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in $\mathbb{M}_{n}^{S}(\mathbb{R})$, defined by a pdf $p_{[\mathbf{G}]}$ on $\mathbb{M}_{n}^{S}(\mathbb{R})$ with respect to the volume element $d^{S} G$, for which the support $\mathbb{S}_{n}$ of $p_{\mathbf{G}}$ is $\mathbb{M}_{n}^{S}(\mathbb{R})$, and satisfying the additional properties defined hereinafter.

## Classical definition [75].

The additional properties of a random matrix $[\mathbf{G}]$ belonging to GOE are: (i) invariance under any real orthogonal transformation, that is to say, for any orthogonal $(n \times n)$ real matrix $[R]$ such that $[R]^{T}[R]=[R][R]^{T}=\left[I_{n}\right]$, the pdf (with respect to $d^{S} G$ ) of the random matrix $[R]^{T}[\mathbf{G}][R]$ is equal to pdf $p_{\mathbf{G}}$ of random matrix $[\mathbf{G}]$, and (ii) statistical independence of all the real random variables $\left\{\mathbf{G}_{j k}, 1 \leq j \leq k \leq n\right\}$.

## Definition by the MaxEnt and calculation of the pdf.

Alternatively to the properties introduced in the classical definition, the additional properties of a random matrix $[\mathbf{G}]$ belonging to GOE are the following. For all $1 \leq j \leq k \leq n$,

$$
\begin{equation*}
E\left\{\mathbf{G}_{j k}\right\}=0 \quad, \quad E\left\{\mathbf{G}_{j k} \mathbf{G}_{j^{\prime} k^{\prime}}\right\}=\delta_{j j^{\prime}} \delta_{k k^{\prime}}\left(1+\delta_{j k}\right) \frac{\delta^{2}}{n+1} . \tag{9}
\end{equation*}
$$

in which $\delta>0$ is a given positive-valued hyperparameter whose interpretation is given after. The GOE is then defined using the MaxEnt principle for the available information given by Eq. (9), which defines mapping $h$ (see Eq. (5)). The corresponding ensemble is written as $\mathrm{GOE}_{\delta}$. In Eq. (9), the first equation means that the symmetric random matrix $[\mathbf{G}]$ is centered, and the second one means that its fourth-order covariance tensor is diagonal. Using the MaxEnt principle for random matrix $[\mathbf{G}]$ yields the following unique explicit expression for the $\operatorname{pdf} p_{\mathbf{G}}$ with respect to the volume element $d^{S} G$,

$$
\begin{equation*}
p_{[\mathbf{G}]}([G])=c_{G} \exp \left(-\frac{n+1}{4 \delta^{2}} \operatorname{tr}\left\{[G]^{2}\right\}\right) \quad, \quad G_{k j}=G_{j k}, 1 \leq j \leq k \leq n \tag{10}
\end{equation*}
$$

in which $c_{G}$ is the constant of normalization such that Eq. (2) is verified. It can then be deduced that $\left\{\mathbf{G}_{j k}, 1 \leq j \leq k \leq n\right\}$ are Gaussian independent real random variables such that Eq. (9) is verified. Consequently, for all $1 \leq j \leq k \leq n$, the pdf (with respect to $d g$ on $\mathbb{R}$ ) of the Gaussian real random variable $\mathbf{G}_{j k}$ is $p_{\mathbf{G}_{j k}}(g)=\left(\sqrt{2 \pi} \sigma_{j k}\right)^{-1} \exp \left\{-g^{2} /\left(2 \sigma_{j k}^{2}\right)\right\}$ in which the variance of random variable $\mathbf{G}_{j k}$ is $\sigma_{j k}^{2}=\left(1+\delta_{j k}\right) \delta^{2} /(n+1)$.

## Decentering and interpretation of hyperparameter $\delta$.

Let $\left[\mathbf{G}^{\mathrm{GOE}}\right]$ be the random matrix with values in $\mathbb{M}_{n}^{S}(\mathbb{R})$ such that $\left[\mathbf{G}^{\mathrm{GOE}}\right]=\left[I_{n}\right]+$ $[\mathbf{G}]$ in which $[\mathbf{G}]$ is a random matrix belonging to the $\mathrm{GOE}_{\delta}$ defined before. Therefore $\left[\mathbf{G}^{\mathrm{GOE}}\right]$ is not centered and its mean value is $E\left\{\left[\mathbf{G}^{\mathrm{GOE}}\right]\right\}=\left[I_{n}\right]$. The coefficient
of variation of the random matrix $\left[\mathbf{G}^{\mathrm{GOE}}\right]$ is defined [110] by

$$
\begin{equation*}
\delta_{\mathrm{GOE}}=\left\{\frac{E\left\{\left\|\mathbf{G}^{\mathrm{GOE}}-E\left\{\mathbf{G}^{\mathrm{GOE}}\right\}\right\|_{F}^{2}\right\}}{\left\|E\left\{\mathbf{G}^{\mathrm{GOE}}\right\}\right\|_{F}^{2}}\right\}^{1 / 2}=\left\{\frac{1}{n} E\left\{\left\|\mathbf{G}^{\mathrm{GOE}}-I_{n}\right\|_{F}^{2}\right\}\right\}^{1 / 2} \tag{11}
\end{equation*}
$$

and $\delta_{\mathrm{GOE}}=\delta$. The parameter $2 \delta / \sqrt{n+1}$ can be used to specify a scale.

## Generator of realizations.

For $\theta \in \Theta$, any realization $\left[\mathbf{G}^{\mathrm{GOE}}(\theta)\right]$ is given by $\left[\mathbf{G}^{\mathrm{GOE}}(\theta)\right]=\left[I_{n}\right]+[\mathbf{G}(\theta)]$ with, for $1 \leq j \leq k \leq n$, we have $\mathbf{G}_{k j}(\theta)=\mathbf{G}_{j k}(\theta)$ and $\mathbf{G}_{j k}(\theta)=\sigma_{j k} U_{j k}(\theta)$, in which $\left\{U_{j k}(\theta)\right\}_{1 \leq j \leq k \leq n}$ is the realization of $n(n+1) / 2$ independent copies of a normalized (centered and unit variance) Gaussian real random variable.

## Use of the GOE ensemble in uncertainty quantification.

The GOE can then be viewed as a generalization of the Gaussian real random variables to the Gaussian symmetric real random matrices. It can be seen that $\left[\mathbf{G}^{\mathrm{GOE}}\right]$ is with values in $\mathbb{M}_{n}^{S}(\mathbb{R})$ but is not positive. In addition, for all fixed $n$,

$$
\begin{equation*}
E\left\{\left\|\left[\mathbf{G}^{\mathrm{GOE}}\right]^{-1}\right\|^{2}\right\}=+\infty \tag{12}
\end{equation*}
$$

(i) It has been proved by Weaver [125] and others (see [128] and included references), that the GOE is well adapted for describing universal fluctuations of the eigenfrequencies for generic elastodynamical, acoustical, and elastoacoustical systems, in the high frequency range corresponding to the asymptotic behavior of the largest eigenfrequencies.
(ii) On the other hand, random matrix $\left[\mathbf{G}^{\mathrm{GOE}}\right]$ cannot be used for stochastic modeling of a symmetric real matrix for which a positiveness property and an integrability of its inverse are required. Such a situation is similar to the following one that is well known for the scalar case. Let us consider the scalar equation in $u$ : $(\underline{G}+G) u=v$ in which $v$ is a given real number, $\underline{G}$ a given positive number, and $G$ is a positive parameter. This equation has a unique solution $u=(\underline{G}+G)^{-1} v$. Let us assume that $G$ is uncertain and is modeled by a centered random variable $\mathbf{G}$. We then obtain the random equation in $U:(\underline{G}+\mathbf{G}) U=v$. If the random solution $U$ must have finite statistical fluctuations, that is to say, $U$ must be a second-order random variable (this is generally required due to physical considerations), then G cannot be chosen as a Gaussian second-order centered real random variable, because with such a Gaussian stochastic modeling, the solution $U=(\underline{G}+\mathbf{G})^{-1} v$ is not a second-order random variable, because $E\left\{U^{2}\right\}=+\infty$ due to the non integrability of the function $G \mapsto(\underline{G}+G)^{-2}$ at point $G=-\underline{G}$.

## 8. Fundamental Ensembles for Positive-Definite Symmetric Real Random Matrices

In this section, we present fundamental ensembles of positive-definite symmetric real random matrices, $\mathrm{SG}_{0}^{+}, \mathrm{SG}_{\varepsilon}^{+}, \mathrm{SG}_{b}^{+}$, and $\mathrm{SG}_{\lambda}^{+}$, which have been developed and analyzed for constructing other ensembles of random matrices used for the nonparametric stochastic modeling of matrices encountered in uncertainty quantification.

- The ensemble $\mathrm{SG}_{0}^{+}$is a subset of all the positive-definite symmetric real $(n \times$ $n$ ) random matrices for which the mean value is the unit matrix, and for which the lower bound is the zero matrix. This ensemble has been introduced and analyzed in $[108 ; 109]$ in the context of the development of the nonparametric method of model uncertainties induced my modeling errors in computational dynamics. This ensemble has later been used for constructing other ensembles of random matrices encountered in the nonparametric stochastic modeling of uncertainties [111].
- The ensemble $\mathrm{SG}_{\varepsilon}^{+}$is a subset of all the positive-definite symmetric real $(n \times n)$ random matrices for which the mean value is the unit matrix, and for which there is an arbitrary lower bound that is a positive-definite matrix controlled by an arbitrary positive number $\varepsilon$ that can be chosen as small as is desired [115]. In such an ensemble, the lower bound does not correspond to a given matrix that results from a physical model, but allows for assuring a uniform ellipticity for the stochastic modeling of elliptic operators encountered in uncertainty quantification of boundary value problems. The construction of this ensemble is directly derived from ensemble $\mathrm{SG}_{0}^{+}$,
- The ensemble $\mathrm{SG}_{b}^{+}$is a subset of all the positive-definite random matrices for which the mean value is either non given or is equal to the unit matrix [28; 50], and for which a lower bound and an upper bound are given positive-definite matrices. In this ensemble, the lower bound and the upper bound are not arbitrary positive-definite matrices, but are given matrices that result from a physical model. The ensemble is interesting for the nonparametric stochastic modeling of tensors and tensor-valued random fields for describing uncertain physical properties in elasticity, poroelasticity, thermics, etc.
- The ensemble $\mathrm{SG}_{\lambda}^{+}$, introduced in [77], is a subset of all the positive-definite random matrices for which the mean value is the unit matrix, for which the lower bound is the zero matrix, and for which the second-order moments of diagonal entries are imposed. In the context of the nonparametric stochastic modeling of uncertainties, this ensemble allows for imposing the variances of certain random eigenvalues of stochastic generalized eigenvalue problems, such as the eigenfre-
quency problem in structural dynamics.


### 8.1. Ensemble $S G_{0}^{+}$of Positive-Definite Random Matrices With a Unit Mean Value

## Definition of $\mathbf{S G}_{0}^{+}$using the MaxEnt and expression of the pdf.

The ensemble $\mathrm{SG}_{0}^{+}$of random matrices $\left[\mathbf{G}_{0}\right]$, defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in the set $\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, is constructed using the MaxEnt with the following available information, which defines mapping $\mathbf{h}$ (see Eq. (5)),

$$
\begin{equation*}
E\left\{\left[\mathbf{G}_{0}\right]\right\}=\left[I_{n}\right] \quad, \quad E\left\{\log \left(\operatorname{det}\left[\mathbf{G}_{0}\right]\right)\right\}=\nu_{G_{0}} \quad, \quad\left|\nu_{G_{0}}\right|<+\infty . \tag{13}
\end{equation*}
$$

The support of the pdf is the subset $\mathbb{S}_{n}=\mathbb{M}_{n}^{+}(\mathbb{R})$ of $\mathbb{M}_{n}^{S}(\mathbb{R})$. This pdf $p_{\left[\mathbf{G}_{0}\right]}$ (with respect to the volume element $d^{S} G$ on the set $\left.\mathbb{M}_{n}^{S}(\mathbb{R})\right)$ verifies the normalization condition, and is written as

$$
\begin{equation*}
p_{\left[\mathbf{G}_{0}\right]}([G])=\mathbb{1}_{\mathbb{S}_{n}}([G]) c_{G_{0}}(\operatorname{det}[G])^{(n+1) \frac{\left(1-\delta^{2}\right)}{2 \delta^{2}}} \exp \left(-\frac{n+1}{2 \delta^{2}} \operatorname{tr}[G]\right) . \tag{14}
\end{equation*}
$$

The positive parameter $\delta$ is a such that $0<\delta<(n+1)^{1 / 2}(n+5)^{-1 / 2}$, which allows the level of statistical fluctuations of random matrix $\left[\mathbf{G}_{0}\right]$ to be controlled, and which is defined by

$$
\begin{equation*}
\delta=\left\{\frac{E\left\{\left\|\mathbf{G}_{0}-E\left\{\mathbf{G}_{0}\right\}\right\|_{F}^{2}\right\}}{\left\|E\left\{\mathbf{G}_{0}\right\}\right\|_{F}^{2}}\right\}^{1 / 2}=\left\{\frac{1}{n} E\left\{\left\|\left[\mathbf{G}_{0}\right]-\left[I_{n}\right]\right\|_{F}^{2}\right\}\right\}^{1 / 2} . \tag{15}
\end{equation*}
$$

The normalization positive constant $c_{G_{0}}$ is such that

$$
\begin{equation*}
c_{G_{0}}=(2 \pi)^{-n(n-1) / 4}\left(\frac{n+1}{2 \delta^{2}}\right)^{n(n+1)\left(2 \delta^{2}\right)^{-1}}\left\{\prod_{j=1}^{n} \Gamma\left(\frac{n+1}{2 \delta^{2}}+\frac{1-j}{2}\right)\right\}^{-1}, \tag{16}
\end{equation*}
$$

where, for all $z>0, \Gamma(z)=\int_{0}^{+\infty} t^{z-1} e^{-t} d t$. Note that $\left\{\left[\mathbf{G}_{0}\right]_{j k}, 1 \leq j \leq k \leq n\right\}$ are dependent random variables. If $(n+1) / \delta^{2}$ is an integer, then this pdf coincides with the Wishart probability distribution [2; 108]. If $(n+1) / \delta^{2}$ is not an integer, then this probability density function can be viewed as a particular case of the Wishart distribution, in infinite dimension, for stochastic processes [105].

## Second-order moments.

Random matrix $\left[\mathbf{G}_{0}\right]$ is such that $E\left\{\left\|\mathbf{G}_{0}\right\|^{2}\right\} \leq E\left\{\left\|\mathbf{G}_{0}\right\|_{F}^{2}\right\}<+\infty$, which proves that $\left[\mathbf{G}_{0}\right]$ is a second-order random variable. The mean value of random matrix
$\left[\mathbf{G}_{0}\right]$ is unit matrix $\left[I_{n}\right]$. The covariance $C_{j k, j^{\prime} k^{\prime}}=E\left\{\left[\mathbf{G}_{0}\right]_{j k}-\left[I_{n}\right]_{j k}\right)\left(\left[\mathbf{G}_{0}\right]_{j^{\prime} k^{\prime}}-\right.$ $\left.\left.\left[I_{n}\right]_{j^{\prime} k^{\prime}}\right)\right\}$ of the real-valued random variables $\left[\mathbf{G}_{0}\right]_{j k}$ and $\left[\mathbf{G}_{0}\right]_{j^{\prime} k^{\prime}}$ is $C_{j k, j^{\prime} k^{\prime}}=$ $\delta^{2}(n+1)^{-1}\left\{\delta_{j^{\prime} k} \delta_{j k^{\prime}}+\delta_{j j^{\prime}} \delta_{k k^{\prime}}\right\}$. The variance of real-valued random variable $\left[\mathbf{G}_{0}\right]_{j k}$ is $\sigma_{j k}^{2}=C_{j k, j k}=\delta^{2}(n+1)^{-1}\left(1+\delta_{j k}\right)$.

Invariance of ensemble $\mathrm{SG}_{0}^{+}$under real orthogonal transformations.
Ensemble $\mathrm{SG}_{0}^{+}$is invariant under real orthogonal transformations. This means that the pdf (with respect to $d^{S} G$ ) of the random matrix $[R]^{T}\left[\mathbf{G}_{0}\right][R]$ is equal to the pdf (with respect to $d^{S} G$ ) of random matrix $\left[\mathbf{G}_{0}\right]$ for any real orthogonal matrix $[R]$ belonging to $\mathbb{M}_{n}(\mathbb{R})$.

## Invertibility and convergence property when dimension goes to infinity.

Since $\left[\mathbf{G}_{0}\right]$ is a positive-definite random matrix, $\left[\mathbf{G}_{0}\right]$ is invertible almost surely, which means that for $\mathcal{P}$-almost $\theta$ in $\Theta$, the inverse $\left[\mathbf{G}_{0}(\theta)\right]^{-1}$ of the matrix $\left[\mathbf{G}_{0}(\theta)\right]$ exists. This last property does not guarantee that $\left[\mathbf{G}_{0}\right]^{-1}$ is a second-order random variable, that is to say, that $E\left\{\left\|\left[\mathbf{G}_{0}\right]^{-1}\right\|_{F}^{2}\right\}=\int_{\Theta}\left\|\left[\mathbf{G}_{0}(\theta)\right]^{-1}\right\|_{F}^{2} d \mathcal{P}(\theta)$ is finite. However, it is proved [109] that

$$
\begin{equation*}
E\left\{\left\|\left[\mathbf{G}_{0}\right]^{-1}\right\|^{2}\right\} \leq E\left\{\left\|\left[\mathbf{G}_{0}\right]^{-1}\right\|_{F}^{2}\right\}<+\infty \tag{17}
\end{equation*}
$$

and that the following fundamental property holds,

$$
\begin{equation*}
\forall n \geq 2 \quad, \quad E\left\{\left\|\left[\mathbf{G}_{0}\right]^{-1}\right\|^{2}\right\} \leq C_{\delta}<+\infty \tag{18}
\end{equation*}
$$

in which $C_{\delta}$ is a positive finite constant that is independent of $n$ but that depends on $\delta$. This means that $n \mapsto E\left\{\left\|\left[\mathbf{G}_{0}\right]^{-1}\right\|^{2}\right\}$ is a bounded function from $\{n \geq 2\}$ into $\mathbb{R}^{+}$.

It should be noted that the invertibility property defined by Eqs. (17) and (18) are due to the constraint $E\left\{\log \left(\operatorname{det}\left[\mathbf{G}_{0}\right]\right)\right\}=\nu_{G_{0}}$ with $\left|\nu_{G_{0}}\right|<+\infty$. This is the reason why the truncated Gaussian distribution restricted to $\mathbb{M}_{n}^{+}(\mathbb{R})$ does not satisfy this invertibility condition that is required for stochastic modeling in many cases.

Probability density function of the random eigenvalues.
Let $\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{n}\right)$ be the positive-valued random eigenvalues of the random matrix $\left[\mathbf{G}_{0}\right]$ belonging to ensemble $\mathrm{SG}_{0}^{+}$, such that $\left[\mathbf{G}_{0}\right] \Phi^{j}=\Lambda_{j} \Phi^{j}$ in which $\Phi^{j}$ is the random eigenvector associated with the random eigenvalue $\Lambda_{j}$. The joint probability density function $p_{\boldsymbol{\Lambda}}(\boldsymbol{\lambda})=p_{\Lambda_{1}, \ldots, \Lambda_{n}}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with respect to
$d \boldsymbol{\lambda}=d \lambda_{1} \ldots d \lambda_{n}$ of $\boldsymbol{\Lambda}=\left(\Lambda_{1}, \ldots, \Lambda_{n}\right)$ is written [108] as
$p_{\boldsymbol{\Lambda}}(\boldsymbol{\lambda})=\mathbb{1}_{\left[0,+\infty\left[^{n}\right.\right.}(\boldsymbol{\lambda}) c_{\Lambda}\left\{\prod_{j=1}^{n} \lambda_{j}^{(n+1) \frac{\left(1-\delta^{2}\right)}{2 \delta^{2}}}\right\}\left\{\prod_{\alpha<\beta}\left|\lambda_{\beta}-\lambda_{\alpha}\right|\right\} \exp \left\{-\frac{(n+1)}{2 \delta^{2}} \sum_{k=1}^{n} \lambda_{k}\right\}$,
in which $c_{\Lambda}$ is a constant of normalization defined by the equation $\int_{0}^{+\infty} \ldots \int_{0}^{+\infty} p_{\boldsymbol{\Lambda}}(\boldsymbol{\lambda})$ $d \boldsymbol{\lambda}=1$. All the random eigenvalues $\Lambda_{j}$ of random matrix $\left[\mathbf{G}_{0}\right]$ in $\mathrm{SG}_{0}^{+}$are positive almost surely, while this assertion is not true for the random eigenvalues $\Lambda_{j}^{\mathrm{GOE}}$ of the random matrix $\left[\mathbf{G}^{\mathrm{GOE}}\right]=\left[I_{n}\right]+[\mathbf{G}]$ in which $[\mathbf{G}]$ is a random matrix belonging to the $\mathrm{GOE}_{\delta}$ ensemble.

## Algebraic representation and generator of realizations.

The generator of realizations of random matrix $\left[\mathbf{G}_{0}\right]$ whose pdf is defined by Eq. (14), is directly deduced from the following algebraic representation of $\left[\mathbf{G}_{0}\right]$ in $\mathrm{SG}_{0}^{+}$. Random matrix $\left[\mathbf{G}_{0}\right]$ is written as $\left[\mathbf{G}_{0}\right]=[\mathbf{L}]^{T}[\mathbf{L}]$ in which $[\mathbf{L}]$ is an upper triangular real $(n \times n)$ random matrix such that:
(i) the random variables $\left\{[\mathbf{L}]_{j k}, j \leq k\right\}$ are independent;
(ii) for $j<k$, the real-valued random variable $[\mathbf{L}]_{j k}$ is written as $[\mathbf{L}]_{j k}=\sigma_{n} U_{j k}$ in which $\sigma_{n}=\delta(n+1)^{-1 / 2}$ and where $U_{j k}$ is a real-valued Gaussian random variable with zero mean and variance equal to 1 ;
(iii) for $j=k$, the positive-valued random variable $[\mathbf{L}]_{j j}$ is written as $[\mathbf{L}]_{j j}=$ $\sigma_{n} \sqrt{2 V_{j}}$ in which $\sigma_{n}$ is defined before and where $V_{j}$ is a positive-valued gamma random variable whose pdf is $p_{V_{j}}(v)=\mathbb{1}_{\mathbb{R}^{+}}(v) \frac{1}{\Gamma\left(a_{j}\right)} v^{a_{j}-1} e^{-v}$, in which $a_{j}=$ $\frac{n+1}{2 \delta^{2}}+\frac{1-j}{2}$.

It should be noted that the set $\left\{\left\{U_{j k}\right\}_{1 \leq j<k \leq n},\left\{V_{j}\right\}_{1 \leq j \leq n}\right\}$ of random variables are statistically independent, and the pdf of each diagonal element $[\mathbf{L}]_{j j}$ of random matrix $[\mathbf{L}]$ depends on the rank $j$ of the entry.

For $\theta \in \Theta$, any realization $\left[\mathbf{G}_{0}(\theta)\right]$ is then deduced from the algebraic representation given before, using the realization $\left\{U_{j k}(\theta)\right\}_{1 \leq j<k \leq n}$ of $n(n-1) / 2$ independent copies of a normalized (zero mean and unit variance) Gaussian real random variable, and using the realization $\left\{V_{j}(\theta)\right\}_{1 \leq j \leq n}$ of the $n$ independent positive-valued gamma random variable $V_{j}$ with parameter $a_{j}$.

### 8.2. Ensemble $S G_{\varepsilon}^{+}$of Positive-Definite Random Matrices With a Unit Mean Value and an Arbitrary Positive-Definite Lower Bound

The ensemble $\mathrm{SG}_{\varepsilon}^{+}$is a subset of all the positive-definite random matrices for which the mean value is the unit matrix and for which there is an arbitrary lower
bound that is a positive-definite matrix controlled by an arbitrary positive number $\varepsilon$ that can be chosen as small as is desired. In this ensemble, the lower bound does not correspond to a given matrix that results from a physical model.

Ensemble $\mathrm{SG}_{\varepsilon}^{+}$is the set of the random matrices $[\mathbf{G}]$ with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$, which are written as

$$
\begin{equation*}
[\mathbf{G}]=\frac{1}{1+\varepsilon}\left\{\left[\mathbf{G}_{0}\right]+\varepsilon\left[I_{n}\right]\right\}, \tag{20}
\end{equation*}
$$

in which $\left[\mathbf{G}_{0}\right]$ is a random matrix in $\mathrm{SG}_{0}^{+}$, with mean value $E\left\{\left[\mathbf{G}_{0}\right]\right\}=\left[I_{n}\right]$ and for which the level of statistical fluctuations is controlled by the hyperparameter $\delta$ defined by Eq. (15), and where $\varepsilon$ is any positive number (note that for $\varepsilon=0$, $\mathrm{SG}_{\varepsilon}^{+}=\mathrm{SG}_{0}^{+}$and then, $\left.[\mathbf{G}]=\left[\mathbf{G}_{0}\right]\right)$. This definition shows that, almost surely,

$$
\begin{equation*}
[\mathbf{G}]-\left[G_{\ell}\right]=\frac{1}{1+\varepsilon}\left[\mathbf{G}_{0}\right]>0 \tag{21}
\end{equation*}
$$

in which the lower bound is the positive-definite matrix $\left[G_{\ell}\right]=c_{\varepsilon}\left[I_{n}\right]$ with $c_{\varepsilon}=$ $\varepsilon /(1+\varepsilon)$. For all $\varepsilon>0$, we have

$$
\begin{equation*}
E\{[\mathbf{G}]\}=\left[I_{n}\right] \quad, \quad E\left\{\log \left(\operatorname{det}\left([\mathbf{G}]-\left[G_{\ell}\right]\right)\right)\right\}=\nu_{G_{\varepsilon}} \quad, \quad\left|\nu_{G_{\varepsilon}}\right|<+\infty \tag{22}
\end{equation*}
$$

with $\nu_{G_{\varepsilon}}=\nu_{G_{0}}-n \log (1+\varepsilon)$. The coefficient of variation $\delta_{G}$ of random matrix [G], defined by

$$
\begin{equation*}
\delta_{G}=\left\{\frac{E\left\{\|\mathbf{G}-E\{\mathbf{G}\}\|_{F}^{2}\right\}}{\|E\{\mathbf{G}\}\|_{F}^{2}}\right\}^{1 / 2}=\left\{\frac{1}{n} E\left\{\left\|[\mathbf{G}]-\left[I_{n}\right]\right\|_{F}^{2}\right\}\right\}^{1 / 2} \tag{23}
\end{equation*}
$$

is such that

$$
\begin{equation*}
\delta_{G}=\frac{\delta}{1+\varepsilon} \tag{24}
\end{equation*}
$$

where $\delta$ is the hyperparameter defined by Eq. (15).

## Generator of realizations.

For $\theta \in \Theta$, any realization $[\mathbf{G}(\theta)]$ of $[\mathbf{G}]$ is given by $[\mathbf{G}(\theta)]=\frac{1}{1+\varepsilon}\left\{\left[\mathbf{G}_{0}(\theta)\right]+\varepsilon\left[I_{n}\right]\right\}$ in which $\left[\mathbf{G}_{0}(\theta)\right]$ is a realization of random matrix $\left[\mathbf{G}_{0}\right]$ constructed as explained before.

## Lower bound and invertibility.

For all $\varepsilon>0$, the bilinear form $b(\mathbf{X}, \mathbf{Y})=(([\mathbf{G}] \mathbf{X}, \mathbf{Y}))$ on $\mathcal{L}_{n}^{2} \times \mathcal{L}_{n}^{2}$ is such that,

$$
\begin{equation*}
b(\mathbf{X}, \mathbf{X}) \geq c_{\varepsilon}\| \| \mathbf{X}\| \|^{2} \tag{25}
\end{equation*}
$$

Random matrix $[\mathbf{G}]$ is invertible almost surely and its inverse $[\mathbf{G}]^{-1}$ is a secondorder random variable, $E\left\{\left\|[\mathbf{G}]^{-1}\right\|_{F}^{2}\right\}<+\infty$.

### 8.3. Ensemble $S G_{b}^{+}$of Positive-Definite Random Matrices With Given Lower and Upper Bounds, and With or Without Given Mean Value

The ensemble $\mathrm{SG}_{b}^{+}$is a subset of all the positive-definite random matrices for which the mean value is either the unit matrix or is not given, and for which a lower bound and an upper bound are given positive-definite matrices. In this ensemble, the lower bound and the upper bound are not arbitrary positive-definite matrices, but are given matrices that result from a physical model.

The ensemble $\mathrm{SG}_{b}^{+}$is constituted of random matrices $\left[\mathbf{G}_{b}\right]$, defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in the set $\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, such that

$$
\begin{equation*}
[0]<\left[G_{\ell}\right]<\left[\mathbf{G}_{b}\right]<\left[G_{u}\right], \tag{26}
\end{equation*}
$$

in which the lower bound $\left[G_{\ell}\right]$ and the upper bound $\left[G_{u}\right]$ are given matrices in $\mathbb{M}_{n}^{+}(\mathbb{R})$ such that $\left[G_{\ell}\right]<\left[G_{u}\right]$. The support of the pdf $p_{\left[\mathbf{G}_{b}\right]}$ (with respect to the volume element $d^{S} G$ on $\mathbb{M}_{n}^{S}(\mathbb{R})$ ) of random matrix $\left[\mathbf{G}_{b}\right]$, is the subset $\mathbb{S}_{n}$ of $\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$ such that

$$
\begin{equation*}
\mathbb{S}_{n}=\left\{[G] \in \mathbb{M}_{n}^{+}(\mathbb{R}) \quad \mid \quad\left[G_{\ell}\right]<[G]<\left[G_{u}\right]\right\} \tag{27}
\end{equation*}
$$

The available information associated with the presence of the lower and upper bounds, is defined by

$$
\begin{equation*}
E\left\{\log \left(\operatorname{det}\left(\left[\mathbf{G}_{b}\right]-\left[G_{\ell}\right]\right)\right)\right\}=\nu_{\ell} \quad, \quad E\left\{\log \left(\operatorname{det}\left(\left[G_{u}\right]-\left[\mathbf{G}_{b}\right]\right)\right)\right\}=\nu_{\ell} \tag{28}
\end{equation*}
$$

in which $\nu_{\ell}$ and $\nu_{u}$ are two constants such that $\left|\nu_{\ell}\right|<+\infty$ and $\left|\nu_{u}\right|<+\infty$. The mean value $\left[\underline{G}_{b}\right]=E\left\{\left[\mathbf{G}_{b}\right]\right\}$ is given by

$$
\begin{equation*}
\left[\underline{G}_{b}\right]=\int_{\mathbb{S}_{n}}[G] p_{\left[\mathbf{G}_{b}\right]}([G]) d^{S} G . \tag{29}
\end{equation*}
$$

The positive parameter $\delta_{b}$, which allows the level of statistical fluctuations of random matrix $\left[\mathbf{G}_{b}\right]$ to be controlled, is defined by

$$
\begin{equation*}
\delta_{b}=\left\{\frac{E\left\{\left\|\mathbf{G}_{b}-\underline{G}_{b}\right\|_{F}^{2}\right\}}{\left\|\underline{G}_{b}\right\|_{F}^{2}}\right\}^{1 / 2} . \tag{30}
\end{equation*}
$$

## Definition of $\mathrm{SG}_{b}^{+}$for a non given mean value using the MaxEnt.

The mean value $\left[\underline{G}_{b}\right]$ of random matrix $\left[\mathbf{G}_{b}\right]$ is not given and therefore, does not constitute an available information. In this case, the ensemble $\mathrm{SG}_{b}^{+}$is constructed using the MaxEnt with the available information given by Eq. (28) (that defines
mapping $\mathbf{h}$ introduced in Eq. (5) and rewritten for $p_{\left[\mathbf{G}_{b}\right]}$. The pdf $p_{\left[\mathbf{G}_{b}\right]}$ is the generalized matrix-variate Beta type I pdf [55],

$$
\begin{equation*}
p_{\left[\mathbf{G}_{b}\right]}([G])=\mathbb{1}_{\mathbb{S}_{n}}([G]) c_{G_{b}}\left(\operatorname{det}\left[G-G_{\ell}\right]\right)^{\alpha-(n+1) / 2}\left(\operatorname{det}\left[G_{u}-G\right]\right)^{\beta-(n+1) / 2}, \tag{31}
\end{equation*}
$$

in which $c_{G_{b}}$ is the normalization constant, and where $\alpha>(n-1) / 2$ and $\beta>$ $(n-1) / 2$ are two real parameters that are unknown and that depend on the two unknown constants $\nu_{\ell}$ and $\nu_{u}$. The mean value $\left[\underline{G}_{b}\right]$ must be calculated using Eqs. (29) and (31), and the hyperparameter $\delta_{b}$, which characterizes the level of statistical fluctuations, must be calculated using Eqs. (30) and (31). Consequently, $\left[\underline{G}_{b}\right]$ and $\delta_{b}$ depend on $\alpha$ and $\beta$. It can be seen that, for $n \geq 2$, the two scalar parameters $\alpha$ and $\beta$ are not sufficient for identifying the mean value $\left[\underline{G}_{b}\right]$ that is in $\mathbb{S}_{n}$ and the hyperparameter $\delta_{b}$. An efficient algorithm for generating realizations of $\left[\mathbf{G}_{b}\right]$ can be found in [28].

## Definition of $\mathbf{S G}_{b}^{+}$for a given mean value using the MaxEnt.

The mean value $\left[\underline{G}_{b}\right]$ of random matrix $\left[\mathbf{G}_{b}\right]$ is given such that $\left[G_{\ell}\right]<\left[\underline{G}_{b}\right]<\left[G_{u}\right]$. In this case, the ensemble $\mathrm{SG}_{b}^{+}$is constructed using the MaxEnt with the available information given by Eqs. (28) and (29) that defines mapping $\mathbf{h}$ introduced in Eq. (5). Following the construction proposed in [50], the following change of variable is introduced,

$$
\begin{equation*}
\left[\mathbf{A}_{0}\right]=\left(\left[\mathbf{G}_{b}\right]-\left[G_{\ell}\right]\right)^{-1}-\left[G_{\ell u}\right]^{-1} \quad, \quad\left[G_{\ell u}\right]=\left[G_{u}\right]-\left[G_{\ell}\right] \in \mathbb{M}_{n}^{+}(\mathbb{R}) \tag{32}
\end{equation*}
$$

This equation shows that the random matrix $\left[\mathbf{A}_{0}\right]$ is with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$. Introducing the mean value $\left[\underline{A}_{0}\right]=E\left\{\left[\mathbf{A}_{0}\right]\right\}$ that belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$, and is Cholesky factorization $\left[\underline{A}_{0}\right]=\left[\underline{L}_{0}\right]^{T}\left[\underline{L}_{0}\right]$ in which $\left[\underline{L}_{0}\right]$ is an upper triangular real $(n \times n)$ matrix, random matrix $\left[\mathbf{A}_{0}\right]$ can be written as $\left[\mathbf{A}_{0}\right]=\left[\underline{L}_{0}\right]^{T}\left[\mathbf{G}_{0}\right]\left[\underline{L}_{0}\right]$ with $\left[\mathbf{G}_{0}\right]$ belongs to ensemble $\mathrm{SG}_{0}^{+}$depending on the hyperparameter $\delta$ defined by Eq. (15). The inversion of Eq. (32) yields

$$
\begin{equation*}
\left[\mathbf{G}_{b}\right]=\left[G_{\ell}\right]+\left(\left[\underline{L}_{0}\right]^{T}\left[\mathbf{G}_{0}\right]\left[\underline{L}_{0}\right]+\left[G_{\ell u}\right]^{-1}\right)^{-1} . \tag{33}
\end{equation*}
$$

It can then be seen that for any arbitrary small $\varepsilon_{0}>0$ (for instance $\varepsilon_{0}=10^{-6}$ ), we have

$$
\begin{equation*}
\left\|E\left\{\left(\left[\mathbf{A}_{0}\right]+\left[G_{\ell u}\right]^{-1}\right)^{-1}\right\}+\left[G_{\ell}\right]-\left[\underline{G}_{b}\right]\right\|_{F} \leq \varepsilon_{0}\left\|\underline{G}_{b}\right\|_{F} . \tag{34}
\end{equation*}
$$

For $\delta$ and $\left[\underline{L}_{0}\right]$ fixed, for $\theta$ in $\Theta$, the realization $\left[\mathbf{G}_{0}(\theta)\right]$ of random matrix $\left[\mathbf{G}_{0}\right]$ in $\mathrm{SG}_{0}^{+}$is constructed using the generator of $\left[\mathbf{G}_{0}\right]$, which has been detailed before. The mean value $E\left\{\left[\mathbf{G}_{b}\right]\right\}$ and the hyperparameter $\delta_{b}$ defined by Eq. (30) are
estimated with the corresponding realization

$$
\left[\mathbf{G}_{b}(\theta)\right]=\left[G_{\ell}\right]+\left(\left[\underline{L}_{0}\right]^{T}\left[\mathbf{G}_{0}(\theta)\right]\left[\underline{L}_{0}\right]+\left[G_{\ell u}\right]^{-1}\right)^{-1}
$$

of random matrix $\left[\mathbf{G}_{b}\right]$. Let $\mathcal{U}_{L}$ be the set of all the upper triangular real $(n \times n)$ matrices $\left[\underline{L}_{0}\right]$ with positive diagonal entries. For a fixed value of $\delta$, and for a given target value of $\left[\underline{G}_{b}\right]$, the value $\left[\underline{L}_{0}^{\text {opt }}\right]$ of $\left[\underline{L}_{0}\right]$ is calculated in solving the optimization problem

$$
\begin{equation*}
\left[\underline{L}_{0}^{\mathrm{opt}}\right]=\arg \min _{\left[\underline{L}_{0}\right] \in \mathcal{U}_{L}} \mathcal{F}\left(\left[\underline{L}_{0}\right]\right) \tag{35}
\end{equation*}
$$

in which the cost function $\mathcal{F}$ is deduced from Eq. (34) and is written as

$$
\begin{equation*}
\mathcal{F}\left(\left[\underline{L}_{0}\right]\right)=\left\|E\left\{\left(\left[\underline{L}_{0}\right]^{T}\left[\mathbf{G}_{0}\right]\left[\underline{L}_{0}\right]+\left[G_{\ell u}\right]^{-1}\right)^{-1}\right\}+\left[G_{\ell}\right]-\left[\underline{G}_{b}\right]\right\|_{F} /\left\|\underline{G}_{b}\right\|_{F} . \tag{36}
\end{equation*}
$$

### 8.4. Ensemble $S G_{\lambda}^{+}$of Positive-Definite Random Matrices With a Unit Mean Value and Imposed Second-Order Moments

The ensemble $\mathrm{SG}_{\lambda}^{+}$is a subset of all the positive-definite random matrices for which the mean value is the unit matrix, for which the lower bound is the zero matrix, and for which the second-order moments of diagonal entries are imposed. In the context of nonparametric stochastic modeling of uncertainties, this ensemble allows for imposing the variances of certain random eigenvalues of stochastic generalized eigenvalue problems.

## Definition of $\mathrm{SG}_{\lambda}^{+}$using the MaxEnt and expression of the pdf.

The ensemble $\mathrm{SG}_{\lambda}^{+}$of random matrices $\left[\mathbf{G}_{\lambda}\right]$, defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in the set $\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, is constructed using the MaxEnt with the following available information, which defines mapping $\mathbf{h}$ (see Eq. (5)),

$$
\begin{equation*}
E\left\{\left[\mathbf{G}_{\lambda}\right]\right\}=\left[I_{n}\right], E\left\{\log \left(\operatorname{det}\left[\mathbf{G}_{\lambda}\right]\right)\right\}=\nu_{G_{\lambda}}, E\left\{\left[\mathbf{G}_{\lambda}\right]_{j j}^{2}\right\}=s_{j}^{2}, j=1, \ldots m \tag{37}
\end{equation*}
$$

in which $\left|\nu_{G_{\lambda}}\right|<+\infty$, with $m<n$, and where $s_{1}^{2}, \ldots, s_{m}^{2}$ are $m$ given positive constants. The pdf $p_{\left[G_{\lambda}\right]}$ (with respect to the volume element $d^{S} G$ on the set $\mathbb{M}_{n}^{S}(\mathbb{R})$ has a support that is $\mathbb{S}_{n}=\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$ of $\mathbb{M}_{n}^{S}(\mathbb{R})$. The pdf verifies the normalization condition and is written [77] as
$p_{\left[\mathbf{G}_{\lambda}\right]}([G])=\mathbb{1}_{\mathbb{S}_{n}}([G]) \times C_{G_{\lambda}} \times(\operatorname{det}[G])^{\alpha-1} \times \exp \left\{-\operatorname{tr}\left\{[\mu]^{T}[G]\right\}-\sum_{j=1}^{m} \tau_{j} G_{j j}^{2}\right\}$,
in which $C_{G_{\lambda}}$ is the normalization constant, $\alpha$ is a parameter such that $n+2 \alpha-1>$ 0 , where $[\mu]$ is a diagonal real $(n \times n)$ matrix such that $\mu_{j j}=(n+2 \alpha-1) / 2$ for $j>m$, and where $\mu_{11}, \ldots, \mu_{m m}$ and $\tau_{1}, \ldots, \tau_{m}$ are $2 m$ positive parameters, which are expressed as a function of $\alpha$ and $s_{1}^{2}, \ldots, s_{m}^{2}$. The level of statistical fluctuations of random matrix $\left[\mathbf{G}_{\lambda}\right]$ is controlled by the positive hyperparameter $\delta$ that is defined by

$$
\begin{equation*}
\delta=\left\{\frac{E\left\{\left\|\mathbf{G}_{\lambda}-E\left\{\mathbf{G}_{\lambda}\right\}\right\|_{F}^{2}\right\}}{\left\|E\left\{\mathbf{G}_{\lambda}\right\}\right\|_{F}^{2}}\right\}^{1 / 2}=\left\{\frac{1}{n} E\left\{\left\|\left[\mathbf{G}_{\lambda}\right]-\left[I_{n}\right]\right\|_{F}^{2}\right\}\right\}^{1 / 2}, \tag{39}
\end{equation*}
$$

and where $\delta$ is such that

$$
\begin{equation*}
\delta^{2}=\frac{1}{n} \sum_{j=1}^{m} s_{j}^{2}+\frac{n+1-(m / n)(n+2 \alpha-1)}{n+2 \alpha-1} . \tag{40}
\end{equation*}
$$

## Generator of realizations.

For given $m<n, \delta$, and $s_{1}^{2}, \ldots, s_{m}^{2}$, the explicit generator of realizations of random matrix $\left[\mathbf{G}_{\lambda}\right]$ whose pdf is defined by Eq. (38), is detailed in [77].

## 9. Ensembles of Random Matrices for the Nonparametric Method in Uncertainty Quantification

In this section, we present the ensembles $\mathrm{SE}_{0}^{+}, \mathrm{SE}_{\varepsilon}^{+}, \mathrm{SE}^{+0}, \mathrm{SE}^{\text {rect }}$, and $\mathrm{SE}^{\mathrm{HT}}$, of random matrices which result from some transformations of the fundamental ensembles introduced before. These ensembles of random matrices are useful for performing the nonparametric stochastic modeling of matrices encountered in uncertainty quantification of computational models in: structural dynamics, acoustics, vibroacoustics, fluid-structure interaction, unsteady aeroelasticity, soil-structure interaction, etc, but also, in: solid mechanics (elasticity tensors of random elastic continuous media, matrix-valued random fields for heterogeneous microstructures of materials), thermic (thermal conductivity tensor), electromagnetism (dielectric tensor), etc.

The ensembles of random matrices, devoted to the construction of nonparametric stochastic models of matrices encountered in uncertainty quantification, are briefly summarized below, and then are mathematically detailed.

- The ensemble $\mathrm{SE}_{0}^{+}$is a subset of all the positive-definite random matrices for which the mean values are given and differ from the unit matrix (unlike to ensemble $\mathrm{SG}_{0}^{+}$), and for which the lower bound is the zero matrix. This ensemble is
constructed as a transformation of ensemble $\mathrm{SG}_{0}^{+}$in keeping all the mathematical properties of ensemble $\mathrm{SG}_{0}^{+}$such as the positiveness.
- The ensemble $\mathrm{SE}_{\varepsilon}^{+}$is a subset of all the positive-definite random matrices for which the mean value is a given positive-definite matrix, and for which there is an arbitrary lower bound that is a positive-definite matrix controlled by an arbitrary positive number $\varepsilon$ that can be chosen as small as is desired. In this ensemble, the lower bound does not correspond to a given matrix that results from a physical model. This ensemble is constructed as a transformation of ensemble $\mathrm{SG}_{\varepsilon}^{+}$and has the same area of use than ensemble $\mathrm{SE}_{0}^{+}$for stochastic modeling in uncertainty quantification, but for which a lower bound is required in the stochastic modeling for mathematical reasons.
- The ensemble $\mathrm{SE}^{+0}$ is similar to ensemble $\mathrm{SG}_{0}^{+}$but is constituted of semipositivedefinite $(m \times m)$ real random matrices for which the mean value is a given semipositive-definite matrix. This ensemble is constructed as a transformation of positive-definite $(n \times n)$ real random matrices belonging to ensemble $\mathrm{SG}_{0}^{+}$, with $n<m$, in which the dimension of the null space is $m-n$. Such an ensemble is useful for the nonparametric stochastic modeling of uncertainties such as those encountered in structural dynamics in presence of rigid body displacements.
- The ensemble $\mathrm{SE}^{\text {rect }}$ is an ensemble of rectangular random matrices for which the mean value is a given rectangular matrix, and which is constructed using ensemble $\mathrm{SE}_{\varepsilon}^{+}$. This ensemble is useful for the nonparametric stochastic modeling of some uncertain coupling operators encountered, for instance, in fluid-structure interaction and in vibroacoustics.
- The ensemble $\mathrm{SE}^{\mathrm{HT}}$ is a set of random functions with values in the set of the complex matrices such that the real part and the imaginary part are positivedefinite random matrices that are constrained by an underlying Hilbert transform induced by a causality property. This ensemble allows for a nonparametric stochastic modeling in uncertainty quantification encountered, for instance in linear viscoelasticity.


### 9.1. Ensemble $S E_{0}^{+}$of Positive-Definite Random Matrices With a Given Mean Value

The ensemble $\mathrm{SE}_{0}^{+}$is a subset of all the positive-definite random matrices for which the mean values are given and differ from the unit matrix (unlike to ensemble $\mathrm{SG}_{0}^{+}$). This ensemble is constructed as a transformation of ensemble $\mathrm{SG}_{0}^{+}$in keeping all the mathematical properties of ensemble $\mathrm{SG}_{0}^{+}$such as the positiveness [108].

## Definition of ensemble $\mathrm{SE}_{0}^{+}$.

Any random matrix $\left[\mathbf{A}_{0}\right]$ in ensemble $\mathrm{SE}_{0}^{+}$is defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, is with values in $\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, and is such that

$$
\begin{equation*}
E\left\{\left[\mathbf{A}_{0}\right]\right\}=[A] \quad, \quad E\left\{\log \left(\operatorname{det}\left[\mathbf{A}_{0}\right]\right)\right\}=\nu_{A_{0}} \quad, \quad\left|\nu_{A_{0}}\right|<+\infty, \tag{41}
\end{equation*}
$$

in which the mean value $[A]$ is a given matrix in $\mathbb{M}_{n}^{+}(\mathbb{R})$.

## Expression of $\left[\mathbf{A}_{0}\right]$ as a transformation of $\left[\mathbf{G}_{0}\right]$ and generator of realizations.

 Positive-definite mean matrix $[A]$ is factorized (Cholesky) as$$
\begin{equation*}
[A]=\left[L_{A}\right]^{T}\left[L_{A}\right], \tag{42}
\end{equation*}
$$

in which $\left[L_{A}\right]$ is an upper triangular matrix in $\mathbb{M}_{n}(\mathbb{R})$. Taking into account Eq. (41) and the definition of ensemble $\mathrm{SG}_{0}^{+}$, any random matrix $\left[\mathbf{A}_{0}\right]$ in ensemble $\mathrm{SE}_{0}^{+}$is written as

$$
\begin{equation*}
\left[\mathbf{A}_{0}\right]=\left[L_{A}\right]^{T}\left[\mathbf{G}_{0}\right]\left[L_{A}\right], \tag{43}
\end{equation*}
$$

in which the random matrix $\left[\mathbf{G}_{0}\right]$ belongs to ensemble $\mathrm{SG}_{0}^{+}$, with mean value $E\left\{\left[\mathbf{G}_{0}\right]\right\}=\left[I_{n}\right]$ and for which the level of statistical fluctuations is controlled by the hyperparameter $\delta$ defined by Eq. (15).

Generator of realizations. For all $\theta$ in $\Theta$, the realization $\left[\mathbf{G}_{0}(\theta)\right]$ of $\left[\mathbf{G}_{0}\right]$ is constructed as explained before. The realization $\left[\mathbf{A}_{0}(\theta)\right]$ of random matrix $\left[\mathbf{A}_{0}\right]$ is calculated by $\left[\mathbf{A}_{0}(\theta)\right]=\left[L_{A}\right]^{T}\left[\mathbf{G}_{0}(\theta)\right]\left[L_{A}\right]$.

Remark. It should be noted that the mean matrix $[A]$ could also been written as $[A]=[A]^{1 / 2}[A]^{1 / 2}$ in which $[A]^{1 / 2}$ is the square root of $[A]$ in $\mathbb{M}_{n}^{+}(\mathbb{R})$, and the random matrix $\left[\mathbf{A}_{0}\right]$ could then been written as $\left[\mathbf{A}_{0}\right]=[A]^{1 / 2}\left[\mathbf{G}_{0}\right][A]^{1 / 2}$.

Properties of random matrix $\left[\mathbf{A}_{0}\right]$.
Any random matrix $\left[\mathbf{A}_{0}\right]$ in ensemble $\mathrm{SE}_{0}^{+}$is a second-order random variable,

$$
\begin{equation*}
E\left\{\left\|\mathbf{A}_{0}\right\|^{2}\right\} \leq E\left\{\left\|\mathbf{A}_{0}\right\|_{F}^{2}\right\}<+\infty, \tag{44}
\end{equation*}
$$

and its inverse $\left[\mathbf{A}_{0}\right]^{-1}$ exists almost surely and is a second-order random variable,

$$
\begin{equation*}
E\left\{\left\|\left[\mathbf{A}_{0}\right]^{-1}\right\|^{2}\right\} \leq E\left\{\left\|\left[\mathbf{A}_{0}\right]^{-1}\right\|_{F}^{2}\right\}<+\infty . \tag{45}
\end{equation*}
$$

Covariance tensor and coefficient of variation of random matrix [ $\mathbf{A}_{0}$ ].
The covariance $C_{j k, j^{\prime} k^{\prime}}=E\left\{\left(\left[\mathbf{A}_{0}\right]_{j k}-A_{j k}\right)\left(\left[\mathbf{A}_{0}\right]_{j^{\prime} k^{\prime}}-A_{j^{\prime} k^{\prime}}\right)\right\}$ of random variables $\left[\mathbf{A}_{0}\right]_{j k}$ and $\left[\mathbf{A}_{0}\right]_{j^{\prime} k^{\prime}}$ is written as

$$
\begin{equation*}
C_{j k, j^{\prime} k^{\prime}}=\frac{\delta^{2}}{n+1}\left\{A_{j^{\prime} k} A_{j k^{\prime}}+A_{j j^{\prime}} A_{k k^{\prime}}\right\}, \tag{46}
\end{equation*}
$$

and the variance $\sigma_{j k}^{2}=C_{j k, j k}$ of random variable $\left[\mathbf{A}_{0}\right]_{j k}$ is

$$
\begin{equation*}
\sigma_{j k}^{2}=\frac{\delta^{2}}{n+1}\left\{A_{j k}^{2}+A_{j j} A_{k k}\right\} \tag{47}
\end{equation*}
$$

The coefficient of variation $\delta_{A_{0}}$ of random matrix $\left[\mathbf{A}_{0}\right]$, defined by

$$
\begin{equation*}
\delta_{A_{0}}=\left\{\frac{E\left\{\left\|\mathbf{A}_{0}-A\right\|_{F}^{2}\right\}}{\|A\|_{F}^{2}}\right\}^{1 / 2} . \tag{48}
\end{equation*}
$$

Since $E\left\{\left\|\mathbf{A}_{0}-A\right\|_{F}^{2}\right\}=\sum_{j=1}^{n} \sum_{k=1}^{n} \sigma_{j k}^{2}$, we have

$$
\begin{equation*}
\delta_{A_{0}}=\frac{\delta}{\sqrt{n+1}}\left\{1+\frac{(\operatorname{tr}[A])^{2}}{\|A\|_{F}^{2}}\right\}^{1 / 2} \tag{49}
\end{equation*}
$$

### 9.2. Ensemble $S E_{\varepsilon}^{+}$of Positive-Definite Random Matrices With a Given Mean Value and an Arbitrary Positive-Definite Lower Bound

The ensemble $\mathrm{SE}_{\varepsilon}^{+}$is a set of positive-definite random matrices for which the mean value is a given positive-definite matrix, and for which there is an arbitrary lower bound that is a positive-definite matrix controlled by an arbitrary positive number $\varepsilon$ that can be chosen as small as is desired. In this ensemble, the lower bound does not correspond to a given matrix that results from a physical model. This ensemble is then constructed as a transformation of ensemble $\mathrm{SG}_{\varepsilon}^{+}$and has the same area of use than ensemble $\mathrm{SE}_{0}^{+}$for stochastic modeling in uncertainty quantification, but for which a lower bound is required in the stochastic modeling for mathematical reasons.

Definition of ensemble $\mathbf{S E}_{\varepsilon}^{+}$.
For a fixed positive value of parameter $\varepsilon$ (generally chosen very small, as $10^{-6}$ ), any random matrix $[\mathbf{A}]$ in ensemble $\mathrm{SE}_{\varepsilon}^{+}$is defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$, is with values in $\mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$, and is such that

$$
\begin{equation*}
[\mathbf{A}]=\left[L_{A}\right]^{T}[\mathbf{G}]\left[L_{A}\right], \tag{50}
\end{equation*}
$$

in which $\left[L_{A}\right]$ is the upper triangular matrix in $\mathbb{M}_{n}(\mathbb{R})$ corresponding by the Cholesky factorization $\left[L_{A}\right]^{T}\left[L_{A}\right]=[A]$ of the positive-definite mean matrix $[A]=E\{[\mathbf{A}]\}$ of random matrix $[\mathbf{A}]$, and where the random matrix $[\mathbf{G}]$ belongs to ensemble $\mathrm{SG}_{\varepsilon}^{+}$, with mean value $E\{[\mathbf{G}]\}=\left[I_{n}\right]$ and for which the coefficient of variation $\delta_{G}$ is defined by Eq. (24) as a function of the hyperparameter $\delta$ defined
by Eq. (15), which allows the level of statistical fluctuations to be controlled. It should be noted that for $\varepsilon=0,[\mathbf{G}]=\left[\mathbf{G}_{0}\right]$ that yields $[\mathbf{A}]=\left[\mathbf{A}_{0}\right]$ and consequently, the ensemble $\mathrm{SE}_{\varepsilon}^{+}$coincides with $\mathrm{SE}_{0}^{+}$(if $\varepsilon=0$ ).

Generator of realizations. For all $\theta$ in $\Theta$, the realization $[\mathbf{G}(\theta)]$ of $[\mathbf{G}]$ is constructed as explained before. The realization $[\mathbf{A}(\theta)]$ of random matrix $[\mathbf{A}]$ is calculated by $[\mathbf{A}(\theta)]=\left[L_{A}\right]^{T}[\mathbf{G}(\theta)]\left[L_{A}\right]$.

Properties of random matrix $[\mathbf{A}]$.
Almost surely, we have

$$
\begin{equation*}
[\mathbf{A}]-\left[A_{\ell}\right]=\frac{1}{1+\varepsilon}\left[\mathbf{A}_{0}\right]>0 \tag{51}
\end{equation*}
$$

in which $\left[\mathbf{A}_{0}\right]$ is defined by Eq. (43), and where the lower bound is the positivedefinite matrix $\left[A_{\ell}\right]=c_{\varepsilon}[A]$ with $c_{\varepsilon}=\varepsilon /(1+\varepsilon)$, and we have the following properties,

$$
\begin{equation*}
E\{[\mathbf{A}]\}=[A] \quad, \quad E\left\{\log \left(\operatorname{det}\left([\mathbf{A}]-\left[A_{\ell}\right]\right)\right)\right\}=\nu_{A} \quad, \quad\left|\nu_{A}\right|<+\infty \tag{52}
\end{equation*}
$$

with $\nu_{A}=\nu_{A_{0}}-n \log (1+\varepsilon)$. For all $\varepsilon>0$, random matrix $[\mathbf{A}]$ in ensemble $\mathrm{SE}_{\varepsilon}^{+}$ is a second-order random variable,

$$
\begin{equation*}
E\left\{\|\mathbf{A}\|^{2}\right\} \leq E\left\{\|\mathbf{A}\|_{F}^{2}\right\}<+\infty \tag{53}
\end{equation*}
$$

and the bilinear form $b_{A}(\mathbf{X}, \mathbf{Y})=(([\mathbf{A}] \mathbf{X}, \mathbf{Y}))$ on $\mathcal{L}_{n}^{2} \times \mathcal{L}_{n}^{2}$ is such that,

$$
\begin{equation*}
b_{A}(\mathbf{X}, \mathbf{X}) \geq c_{\varepsilon}(([\mathbf{A}] \mathbf{X}, \mathbf{X}))=c_{\varepsilon} \|\left[\left[L_{A}\right] \mathbf{X}\| \|^{2} .\right. \tag{54}
\end{equation*}
$$

Random matrix $[\mathbf{A}]$ is invertible almost surely and its inverse $[\mathbf{A}]^{-1}$ is a secondorder random variable,

$$
\begin{equation*}
E\left\{\left\|[\mathbf{A}]^{-1}\right\|^{2}\right\} \leq E\left\{\left\|[\mathbf{A}]^{-1}\right\|_{F}^{2}\right\}<+\infty . \tag{55}
\end{equation*}
$$

The coefficient of variation $\delta_{A}$ of random matrix $[\mathbf{A}]$, defined by

$$
\begin{equation*}
\delta_{A}=\left\{\frac{E\left\{\|\mathbf{A}-A\|_{F}^{2}\right\}}{\|A\|_{F}^{2}}\right\}^{1 / 2} . \tag{56}
\end{equation*}
$$

is such that

$$
\begin{equation*}
\delta_{A}=\frac{1}{1+\varepsilon} \delta_{A_{0}} \tag{57}
\end{equation*}
$$

in which $\delta_{A_{0}}$ is defined by Eq. (49).

### 9.3. Ensemble SE ${ }^{+0}$ of Semipositive-Definite Random Matrices With a Given SemipositiveDefinite Mean Value

The ensemble $\mathrm{SE}^{+0}$ is similar to ensemble $\mathrm{SG}_{0}^{+}$but is constituted of semipositivedefinite $(m \times m)$ real random matrices $[\mathbf{A}]$ for which the mean value is a given semipositive-definite matrix. This ensemble is constructed [111] as a transformation of positive-definite $(n \times n)$ real random matrices $\left[\mathbf{G}_{0}\right]$ belonging to ensemble $\mathrm{SG}_{0}^{+}$, with $n<m$.

## Algebraic structure of the random matrices in $\mathrm{SE}^{+0}$.

The ensemble $\mathrm{SE}^{+0}$ is constituted of random matrix $[\mathbf{A}]$ with values in the set $\mathbb{M}_{m}^{+0}(\mathbb{R})$ such that the null space of $[\mathbf{A}]$, denoted as null $([\mathbf{A}])$, is deterministic and is a subspace of $\mathbb{R}^{m}$ with a fixed dimension $\mu_{\text {null }}<m$. This deterministic null space is defined as the null space of the mean value $[A]=E\{[\mathbf{A}]\}$ that is given in $\mathbb{M}_{m}^{+0}(\mathbb{R})$. We then have

$$
\begin{equation*}
[A] \in \mathbb{M}_{m}^{+0}(\mathbb{R}) \quad, \quad \operatorname{dim} \operatorname{null}([A])=\mu_{\text {null }}<m \quad, \quad \operatorname{null}([\mathbf{A}])=\operatorname{null}([A]) \tag{58}
\end{equation*}
$$

There is a rectangular matrix $\left[R_{A}\right]$ in $\mathbb{M}_{n, m}(\mathbb{R})$, with $n=m-\mu_{\text {null }}$, such that

$$
\begin{equation*}
[A]=\left[R_{A}\right]^{T}\left[R_{A}\right] . \tag{59}
\end{equation*}
$$

Such a factorization is performed using classical algorithms [47].

## Definition and construction of ensemble $\mathbf{S E}^{+0}$.

The ensemble $\mathrm{SE}^{+0}$ is then defined as the subset of all the second-order random matrices $[\mathbf{A}]$, defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in the set $\mathbb{M}_{m}^{+0}(\mathbb{R})$, which are written as

$$
\begin{equation*}
[\mathbf{A}]=\left[R_{A}\right]^{T}[\mathbf{G}]\left[R_{A}\right], \tag{60}
\end{equation*}
$$

in which $[\mathbf{G}]$ is a positive-definite symmetric $(n \times n)$ real random matrix belonging to ensemble $\mathrm{SE}_{\varepsilon}^{+}$, with mean value $E\{[\mathbf{G}]\}=\left[I_{n}\right]$ and for which the coefficient of variation $\delta_{G}$ is defined by Eq. (24) as a function of the hyperparameter $\delta$ defined by Eq. (15), which allows the level of statistical fluctuations to be controlled.

Generator of realizations. For all $\theta$ in $\Theta$, the realization $[\mathbf{G}(\theta)]$ of $[\mathbf{G}]$ is constructed as explained before. The realization $[\mathbf{A}(\theta)]$ of random matrix $[\mathbf{A}]$ is calculated by $[\mathbf{A}(\theta)]=\left[R_{A}\right]^{T}[\mathbf{G}(\theta)]\left[R_{A}\right]$.

### 9.4. Ensemble $\mathrm{SE}^{\text {rect }}$ of Rectangular Random Matrices With a Given Mean Value

The ensemble $\mathrm{SE}^{\text {rect }}$ is an ensemble of rectangular random matrices for which the mean value is a given rectangular matrix, and which is constructed with the MaxEnt. Such an ensemble depends on the available information and consequently, is not unique. We present hereinafter the construction proposed in [111], which is based on the use of a fundamental algebraic property for rectangular real matrices, which allows ensemble $\mathrm{SE}_{\varepsilon}^{+}$to be used.

## Decomposition of a rectangular matrix.

Let $[A]$ be a rectangular real matrix in $\mathbb{M}_{m, n}(\mathbb{R})$ for which its null space is reduced to $\{0\}([A] \mathbf{x}=\mathbf{0}$ yields $\mathbf{x}=\mathbf{0})$. Such a rectangular matrix $[A]$ can be written as

$$
\begin{equation*}
[A]=[U][T], \tag{61}
\end{equation*}
$$

in which the square matrix $[T]$ and the rectangular matrix $[U]$ are such that

$$
\begin{equation*}
[T] \in \mathbb{M}_{n}^{+}(\mathbb{R}) \quad \text { and } \quad[U] \in \mathbb{M}_{m, n}(\mathbb{R}) \quad \text { such that } \quad[U]^{T}[U]=\left[I_{n}\right] \tag{62}
\end{equation*}
$$

The construction of the decomposition defined by Eq. (61) can be performed, for instance, by using the singular value decomposition of $[A]$.

## Definition of ensemble SE $^{\text {rect }}$.

Let $[A]$ be a given rectangular real matrix in $\mathbb{M}_{m, n}(\mathbb{R})$ with a null space reduced to $\{0\}$ and whose decomposition is given by Eqs. (61) and (62). Since symmetric real matrix $[T]$ is positive definite, there is an upper triangular matrix $\left[L_{T}\right]$ in $\mathbb{M}_{n}(\mathbb{R})$ such that $[T]=\left[L_{T}\right]^{T}\left[L_{T}\right]$ that corresponds to the Cholesky factorization of matrix $[T]$.
A random rectangular matrix $[\mathbf{A}]$ belonging to ensemble $\mathrm{SE}^{\text {rect }}$, is a second-order random matrix defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in $\mathbb{M}_{m, n}(\mathbb{R})$, whose mean value is the rectangular matrix $[A]=E\{[\mathbf{A}]\}$, and which is written as

$$
\begin{equation*}
[\mathbf{A}]=[U][\mathbf{T}], \tag{63}
\end{equation*}
$$

in which the random $(n \times n)$ matrix $[\mathbf{T}]$ belongs to ensemble $\mathrm{SE}_{\varepsilon}^{+}$and is then written as

$$
\begin{equation*}
[\mathbf{T}]=\left[L_{T}\right]^{T}[\mathbf{G}]\left[L_{T}\right] . \tag{64}
\end{equation*}
$$

The random matrix $[\mathbf{G}]$ belongs to ensemble $\mathrm{SG}_{\varepsilon}^{+}$in which $[\mathbf{G}]$ is a positivedefinite symmetric $(n \times n)$ real random matrix belonging to ensemble $\mathrm{SE}_{\varepsilon}^{+}$, with mean value $E\{[\mathbf{G}]\}=\left[I_{n}\right]$ and for which the coefficient of variation $\delta_{G}$ is defined
by Eq. (24) as a function of hyperparameter $\delta$ defined by Eq. (15), which allows the level of statistical fluctuations to be controlled.

Generator of realizations. For all $\theta$ in $\Theta$, the realization $[\mathbf{G}(\theta)]$ of $[\mathbf{G}]$ is constructed as explained before. The realization $[\mathbf{A}(\theta)]$ of random matrix $[\mathbf{A}]$ is calculated by $[\mathbf{A}(\theta)]=[U]\left[L_{T}\right]^{T}[\mathbf{G}(\theta)]\left[L_{T}\right]$.
9.5. Ensemble $\mathrm{SE}^{\mathrm{HT}}$ of a Pair of Positive-Definite Matrix-Valued Random Functions Related by a Hilbert Transform
The ensemble $\mathrm{SE}^{\mathrm{HT}}$ is a set of random functions $\omega \mapsto[\mathbf{Z}(\omega)]=[\mathbf{K}(\omega)]+$ $i \omega[\mathbf{D}(\omega)]$ indexed by $\mathbb{R}$ with values in a subset of all the $(n \times n)$ complex matrices such that $[\mathbf{K}(\omega)]$ and $[\mathbf{D}(\omega)]$ are positive-definite random matrices that are constrained by an underlying Hilbert transform induced by a causality property [116].

## Defining the deterministic matrix problem.

We consider a family of complex $(n \times n)$ matrices $[Z(\omega)]$ depending on a parameter $\omega$ in $\mathbb{R}$, such that $[Z(\omega)]=i \omega[D(\omega)]+[K(\omega)]$ where $i$ is the pure imaginary complex number $(i=\sqrt{-1})$, and where, for all $\omega$ in $\mathbb{R}$,
(i) $[D(\omega)]$ and $[K(\omega)]$ belong to $\mathbb{M}_{n}^{+}(\mathbb{R})$.
(ii) $[D(-\omega)]=[D(\omega)]$ and $[K(-\omega)]=[K(\omega)]$.
(iii) Matrices $[D(\omega)]$ and $[K(\omega)]$ are such that

$$
\begin{equation*}
\omega[D(\omega)]=\left[\widehat{N}^{I}(\omega)\right] \quad, \quad[K(\omega)]=\left[K_{0}\right]+\left[\widehat{N}^{R}(\omega)\right] \tag{65}
\end{equation*}
$$

The real matrices $\left[\widehat{N}^{R}(\omega)\right]$ and $\left[\widehat{N}^{I}(\omega)\right]$ are the real part and the imaginary part of the $(n \times n)$ complex matrix $[\widehat{N}(\omega)]=\int_{\mathbb{R}} e^{-i \omega t}[N(t)] d t$ that is the Fourier transform of an integrable function $t \mapsto[N(t)]$ from $\mathbb{R}$ into $\mathbb{M}_{n}(\mathbb{R})$ such that $[N(t)]=[0]$ for $t<0$ (causal function). Consequently, $\omega \mapsto\left[\widehat{N}^{R}(\omega)\right]$ and $\omega \mapsto\left[\widehat{N}^{I}(\omega)\right]$ are continuous functions on $\mathbb{R}$, which goes to $[0]$ as $|\omega| \rightarrow+\infty$, and which are related by the Hilbert transform [91],

$$
\begin{equation*}
\left[\widehat{N}^{R}(\omega)\right]=\frac{1}{\pi} \text { p.v } \int_{-\infty}^{+\infty} \frac{1}{\omega-\omega^{\prime}}\left[\widehat{N}^{I}\left(\omega^{\prime}\right)\right] d \omega^{\prime} \tag{66}
\end{equation*}
$$

in which p.v denotes the Cauchy principal value. The real matrix $\left[K_{0}\right]$ belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$ and can be written as

$$
\begin{equation*}
\left[K_{0}\right]=[K(0)]+\frac{2}{\pi} \int_{0}^{+\infty}[D(\omega)] d \omega=\lim _{|\omega| \rightarrow+\infty}[K(\omega)] \tag{67}
\end{equation*}
$$

and consequently, we have the following equation,

$$
\begin{equation*}
[K(\omega)]=[K(0)]+\frac{\omega}{\pi} \text { p.v } \int_{-\infty}^{+\infty} \frac{1}{\omega-\omega^{\prime}}\left[D\left(\omega^{\prime}\right)\right] d \omega^{\prime} \tag{68}
\end{equation*}
$$

## Construction of a nonparametric stochastic model.

The construction of a nonparametric stochastic model then consists in modeling, for all real $\omega$, the positive-definite symmetric $(n \times n)$ real matrices $[D(\omega)]$ and $[K(\omega)]$ by random matrices $[\mathbf{D}(\omega)]$ and $[\mathbf{K}(\omega)]$ such that,

$$
\begin{gather*}
E\{[\mathbf{D}(\omega)]\}=[D(\omega)], \quad E\{[\mathbf{K}(\omega)]\}=[K(\omega)],  \tag{69}\\
{[\mathbf{D}(-\omega)]=[\mathbf{D}(\omega)], \quad[\mathbf{K}(-\omega)]=[\mathbf{K}(\omega)] .} \tag{70}
\end{gather*}
$$

For $\omega \geq 0$, the construction of the stochastic model of the family of random matrices $[\mathbf{D}(\omega)]$ and $[\mathbf{K}(\omega)]$ is carried out as follows.
(i) Constructing the family $[\mathbf{D}(\omega)]$ of random matrices such that, for fixed $\omega,[\mathbf{D}(\omega)]=\left[L_{D}(\omega)\right]^{T}\left[\mathbf{G}_{D}\right]\left[L_{D}(\omega)\right]$, where $\left[L_{D}(\omega)\right]$ is the upper triangular real $(n \times n)$ matrix resulting from the Cholesky decomposition of the positive-definite symmetric real matrix $[D(\omega)]=\left[L_{D}(\omega)\right]^{T}\left[L_{D}(\omega)\right]$, and where $\left[\mathbf{G}_{D}\right]$ is a $(n \times n)$ random matrix that belongs to ensemble $\mathrm{SG}_{\varepsilon}^{+}$, for which the hyperparameter $\delta$ is rewritten as $\delta_{D}$. Hyperparameter $\delta_{D}$ allows the level of uncertainties to be controlled for random matrix $[\mathbf{D}(\omega)]$.
(ii) Constructing the random matrix $[\mathbf{K}(0)]=\left[L_{K(0)}\right]^{T}\left[\mathbf{G}_{K(0)}\right]\left[L_{K(0)}\right]$ in which [ $L_{K(0)}$ ] is the upper triangular real $(n \times n)$ matrix resulting from the Cholesky decomposition of the positive-definite symmetric real matrix $[K(0)]=\left[L_{K(0)}\right]^{T}\left[L_{K(0)}\right]$, and where $\left[\mathbf{G}_{K(0)}\right]$ is a $(n \times n)$ random matrix that belongs to ensemble $\mathrm{SG}_{\varepsilon}^{+}$, for which the hyperparameter $\delta$ is rewritten as $\delta_{K}$. Hyperparameter $\delta_{K}$ allows the level of uncertainties to be controlled for random matrix $[\mathbf{K}(0)]$.
(iii) For fixed $\omega \geq 0$, constructing the random matrix $[\mathbf{K}(\omega)]$ using the equation,

$$
\begin{equation*}
[\mathbf{K}(\omega)]=[\mathbf{K}(0)]+\frac{\omega}{\pi} \text { p.v } \int_{-\infty}^{+\infty} \frac{1}{\omega-\omega^{\prime}}\left[\mathbf{D}\left(\omega^{\prime}\right)\right] d \omega^{\prime} \tag{71}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
[\mathbf{K}(\omega)]=[\mathbf{K}(0)]+\frac{2 \omega^{2}}{\pi} \text { p.v } \int_{0}^{+\infty} \frac{1}{\omega^{2}-\omega^{\prime 2}}\left[\mathbf{D}\left(\omega^{\prime}\right)\right] d \omega^{\prime} \tag{72}
\end{equation*}
$$

The last equation can also be rewritten as the following equation recommended for computation (because the singularity in $u=1$ is independent of $\omega$ ),

$$
\begin{align*}
{[\mathbf{K}(\omega)] } & =[\mathbf{K}(0)]+\frac{2 \omega}{\pi} \mathrm{p} \cdot \mathrm{v} \int_{0}^{+\infty} \frac{1}{1-u^{2}}[\mathbf{D}(\omega u)] d u \\
& =[\mathbf{K}(0)]+\frac{2 \omega}{\pi} \lim _{\eta \rightarrow 0}\left\{\int_{0}^{1-\eta}+\int_{1+\eta}^{+\infty}\right\} . \tag{73}
\end{align*}
$$

(iv) For fixed $\omega<0,[\mathbf{K}(\omega)]$ is calculated using the even property, $[\mathbf{K}(\omega)]=$ $[\mathbf{K}(-\omega)]$. With such a construction, it can be verified that, for all $\omega \geq 0,[\mathbf{K}(\omega)]$ is a positive-definite random matrix. The following sufficient condition is proved in [116]. If for all real vector $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$, and if almost surely, the random function $\omega \mapsto<[\mathbf{D}(\omega)] \mathbf{y}, \mathbf{y}>$ is decreasing in $\omega$ for $\omega \geq 0$, then, for all $\omega \geq 0$, $[\mathbf{K}(\omega)]$ is a positive-definite random matrix.

## 10. MaxEnt as a Numerical Tool for Constructing Ensembles of Random Matrices

In the previous sections, we have presented fundamental ensembles of random matrices constructed with the MaxEnt principle. For these fundamental ensembles the optimization problem defined by Eq. (8) has been solved exactly, what has allowed us to explicitly construct the fundamental ensembles of random matrices, and also to explicitly describe the generators of realizations. This was possible thanks to the type of the available information that was used to define the admissible set (see Eq. (7)). In many cases, the available information does not allow the Lagrange multipliers to be explicitly calculated, and thus, does not allow for solving explicitly the optimization problem defined by Eq. (8).

In this framework of the non existence of an explicit solution for constructing the pdf of random matrices using the MaxEnt principle under the constraints defined by the available information, the first difficulty consists of the computation of the Lagrange multipliers with an adapted algorithm that must be robust for the high dimension. In addition, the computation of the Lagrange Multipliers requires the calculation of integrals in high dimension, which can be estimated only by the Monte Carlo Method. Therefore a generator of realizations of the pdf, which is parameterized by the unknown Lagrange multipliers that are currently being calculated, must be constructed. This problem is particularly difficult for the high dimension. An advanced and efficient methodology is presented hereinafter for the case of the high dimension [113] (thus allows also for treating the cases of the small dimension, and then for any dimension).

### 10.1. Available Information and Parameterization

Let $[\mathbf{A}]$ be a random matrix defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in any subset $\mathbb{S}_{n}$ of $\mathbb{M}_{n}^{S}(\mathbb{R})$, possibly with $\mathbb{S}_{n}=\mathbb{M}_{n}^{S}(\mathbb{R})$. For instance $\mathbb{S}_{n}$ can be $\mathbb{M}_{n}^{+}(\mathbb{R})$. Let $p_{[\mathbf{A}]}$ be the pdf of $[\mathbf{A}]$ with respect to the volume element $d^{S} A$ on $\mathbb{M}_{n}^{S}(\mathbb{R})$ (see Eq. (1). The support, denoted as supp $p_{[\mathbf{A}]}$ of $\operatorname{pdf}[\mathbf{A}]$ is $\mathbb{S}_{n}$. Thus, $p_{[\mathbf{A}]}([A])=0$ for $[A]$ not in $\mathbb{S}_{n}$, and the normalization condition is written as

$$
\begin{equation*}
\int_{\mathbb{S}_{n}} p_{[\mathbf{A}]}([A]) d^{S} A=1 \tag{74}
\end{equation*}
$$

The available information is defined by the following equation on $\mathbb{R}^{\mu}$,

$$
\begin{equation*}
E\{\mathcal{G}([\mathbf{A}])\}=\mathbf{f}, \tag{75}
\end{equation*}
$$

in which $\mathbf{f}=\left(f_{1}, \ldots, f_{\mu}\right)$ is a given vector in $\mathbb{R}^{\mu}$ with $\mu \geq 1$, where $[A] \mapsto$ $\mathcal{G}([A])=\left(\mathcal{G}_{1}([A]), \ldots, \mathcal{G}_{\mu}([A])\right)$ is a given mapping from $\mathbb{S}_{n}$ into $\mathbb{R}^{\mu}$, and where $E$ is the mathematical expectation. For instance, mapping $\mathcal{G}$ can be defined by the mean value $E[\mathbf{A}]=[\underline{A}]$ in which $[\underline{A}]$ is a given matrix in $\mathbb{S}_{n}$, and by the condition $E\{\log (\operatorname{det}[\mathbf{A}])\}=c_{A}$ in which $\left|c_{A}\right|<+\infty$. A parameterization of ensemble $\mathbb{S}_{n}$ is introduced such that any matrix $[A]$ in $\mathbb{S}_{n}$ is written as

$$
\begin{equation*}
[A]=[\mathcal{A}(\mathbf{y})], \tag{76}
\end{equation*}
$$

in which $\mathbf{y}=\left(y_{1}, \ldots, y_{N}\right)$ is a vector in $\mathbb{R}^{N}$ and where $\mathbf{y} \mapsto[\mathcal{A}(\mathbf{y})]$ is a given mapping from $\mathbb{R}^{N}$ into $\mathbb{S}_{n}$. Let $\mathbf{y} \mapsto \mathbf{g}(\mathbf{y})=\left(g_{1}(\mathbf{y}), \ldots, g_{\mu}(\mathbf{y})\right)$ be the mapping from $\mathbb{R}^{N}$ into $\mathbb{R}^{\mu}$ such that

$$
\begin{equation*}
\mathbf{g}(\mathbf{y})=\boldsymbol{\mathcal { G }}([\mathcal{A}(\mathbf{y})]), \tag{77}
\end{equation*}
$$

Let $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ be a $\mathbb{R}^{N}$-valued second-order random variable for which the probability distribution on $\mathbb{R}^{N}$ is represented by the pdf $\mathbf{y} \mapsto p_{\mathbf{Y}}(\mathbf{y})$ from $\mathbb{R}^{N}$ into $\mathbb{R}^{+}=\left[0,+\infty\left[\right.\right.$ with respect to $d \mathbf{y}=d y_{1} \ldots d y_{N}$. The support of function $p_{\mathbf{Y}}$ is $\mathbb{R}^{N}$. Function $p_{\mathbf{Y}}$ satisfies the normalization condition,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} p_{\mathbf{Y}}(\mathbf{y}) d \mathbf{y}=1 \tag{78}
\end{equation*}
$$

For random vector $\mathbf{Y}$, the available information is deduced from Eqs. (75) to (77), and is written as

$$
\begin{equation*}
E\{\mathbf{g}(\mathbf{Y})\}=\mathbf{f} \tag{79}
\end{equation*}
$$

## Example of parameterization.

If $\mathbb{S}_{n}=\mathbb{M}_{n}^{+}(\mathbb{R})$, then the parameterization, $[A]=[\mathcal{A}(\mathbf{y})]$, of $[A]$ can be constructed in several ways. In order to obtain good properties for the random matrix $[\mathbf{A}]=[\mathcal{A}(\mathbf{Y})]$ in which $\mathbf{Y}$ is a $\mathbb{R}^{N}$-valued second-order random variable, deterministic matrix $[A]$ is written as

$$
[A]=\left[L_{\underline{A}}\right]^{T}\left(\varepsilon\left[I_{n}\right]+\left[A_{0}\right]\right)\left[L_{\underline{A}}\right],
$$

with $\varepsilon>0$, where $\left[A_{0}\right]$ belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$, and where $\left[L_{\underline{A}}\right]$ is the upper triangular $(n \times n)$ real matrix corresponding to the Cholesky factorization $\left[L_{\underline{A}}\right]^{T}\left[L_{\underline{A}}\right]=$ $[\underline{A}]$ of the mean matrix $[\underline{A}]=E\{[\mathbf{A}]\}$ that is given in $\mathbb{M}_{n}^{+}(\mathbb{R})$. Positive-definite matrix $\left[A_{0}\right]$ can be written in two different forms (inducing different properties for random matrix $[\mathbf{A}]$ ):
(i) Exponential-type representation [54; 87]. Matrix $\left[A_{0}\right]$ is written as $\left[A_{0}\right]=$ $\exp _{\mathbb{M}}([G])$ in which the matrix $[G]$ belongs to $\mathbb{M}_{n}^{S}(\mathbb{R})$ and where $\exp _{\mathbb{M}}$ denotes the exponential of the symmetric real matrices.
(ii) Square-type representation [112; 87]. Matrix $\left[A_{0}\right]$ is written as $\left[A_{0}\right]=[L]^{T}[L]$ in which $[L]$ belongs to the set $\mathcal{U}_{L}$ of all the upper triangular $(n \times n)$ real matrices with positive diagonal entries, and where $[L]=\mathcal{L}([G])$ in which $\mathcal{L}$ is a given mapping from $\mathbb{M}_{n}^{S}(\mathbb{R})$ into $\mathcal{U}_{L}$.
For this two representations, the parameterization is constructed in taking for $\mathbf{y}$, the $N=n(n+1) / 2$ independent entries $\left\{[G]_{j k}, 1 \leq j \leq k \leq n\right\}$ of symmetric real matrix $[G]$. Then for all $\mathbf{y}$ in $\mathbb{R}^{N},[A]=[\mathcal{A}(\mathbf{y})]$ is in $\mathbb{S}_{n}$, that is to say, is a positive-definite matrix.

### 10.2. Construction of the pdf of Random Vector $\boldsymbol{Y}$ using the MaxEnt

The unknown pdf $p_{\mathbf{Y}}$ with support $\mathbb{R}^{N}$, whose normalization condition is given by Eq. (78) is constructed using the MaxEnt principle for which the available information is defined by Eq. (79). This construction is detailed in the next section entitled "MaxEnt for Constructing the pdf of a Random Vector".

## 11. MaxEnt for Constructing the pdf of a Random Vector

Let $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ be a $\mathbb{R}^{N}$-valued second-order random variable for which the probability distribution $P_{\mathbf{Y}}(d \mathbf{y})$ on $\mathbb{R}^{N}$ is represented by the pdf $\mathbf{y} \mapsto$ $p_{\mathbf{Y}}(\mathbf{y})$ from $\mathbb{R}^{N}$ into $\mathbb{R}^{+}=\left[0,+\infty\left[\right.\right.$ with respect to $d \mathbf{y}=d y_{1} \ldots d y_{N}$. The support of function $p_{\mathbf{Y}}$ is $\mathbb{R}^{N}$. Function $p_{\mathbf{Y}}$ satisfies the normalization condition,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} p_{\mathbf{Y}}(\mathbf{y}) d \mathbf{y}=1 \tag{80}
\end{equation*}
$$

The unknown pdf $p_{\mathbf{Y}}$ is constructed using the MaxEnt principle for which the available information is

$$
\begin{equation*}
E\{\mathbf{g}(\mathbf{Y})\}=\mathbf{f}, \tag{81}
\end{equation*}
$$

in which $\mathbf{y} \mapsto \mathbf{g}(\mathbf{y})=\left(g_{1}(\mathbf{y}), \ldots, g_{\mu}(\mathbf{y})\right)$ is a given mapping from $\mathbb{R}^{N}$ into $\mathbb{R}^{\mu}$. Equation (81) is rewritten as

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) p_{\mathbf{Y}}(\mathbf{y}) d \mathbf{y}=\mathbf{f} \tag{82}
\end{equation*}
$$

Let $\mathcal{C}_{p}$ be the set of all the integrable positive-valued functions $\mathbf{y} \mapsto p(\mathbf{y})$ on $\mathbb{R}^{N}$, whose support is $\mathbb{R}^{N}$. Let $\mathcal{C}$ be the set of all the functions $p$ belonging to $\mathcal{C}_{p}$ and satisfying the constraints defined by Eqs. (80) and (82),

$$
\begin{equation*}
\mathcal{C}=\left\{p \in \mathcal{C}_{p}, \int_{\mathbb{R}^{N}} p(\mathbf{y}) d \mathbf{y}=1, \int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) p(\mathbf{y}) d \mathbf{y}=\mathbf{f}\right\} \tag{83}
\end{equation*}
$$

The maximum entropy principle [59] consists in constructing $p_{\mathbf{Y}}$ in $\mathcal{C}$ such that

$$
\begin{equation*}
p_{\mathbf{Y}}=\arg \max _{p \in \mathcal{C}} \mathcal{E}(p) \tag{84}
\end{equation*}
$$

in which the Shannon entropy $\mathcal{E}(p)$ of $p$ is defined [104] by

$$
\begin{equation*}
\mathcal{E}(p)=-\int_{\mathbb{R}^{N}} p(\mathbf{y}) \log (p(\mathbf{y})) d \mathbf{y} \tag{85}
\end{equation*}
$$

where $\log$ is the Neperian logarithm. In order to solve the optimization problem defined by Eq. (84), a Lagrange multiplier $\lambda_{0} \in \mathbb{R}^{+}$(associated with the constraint defined by Eq. (80)), and a Lagrange multiplier $\boldsymbol{\lambda} \in \mathcal{C}_{\boldsymbol{\lambda}} \subset \mathbb{R}^{\mu}$ (associated with the constraint defined by Eq. (82)) are introduced, in which the admissible set $\mathcal{C}_{\boldsymbol{\lambda}}$ is defined by

$$
\begin{equation*}
\mathcal{C}_{\boldsymbol{\lambda}}=\left\{\boldsymbol{\lambda} \in \mathbb{R}^{\mu}, \int_{\mathbb{R}^{N}} \exp (-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>) d \mathbf{y}<+\infty\right\} \tag{86}
\end{equation*}
$$

The solution of Eq. (84) can be written (see the proof in the next section) as

$$
\begin{equation*}
p_{\mathbf{Y}}(\mathbf{y})=c_{0}^{\text {sol }} \exp \left(-<\boldsymbol{\lambda}^{\text {sol }}, \mathbf{g}(\mathbf{y})>\right) \quad, \quad \forall \mathbf{y} \in \mathbb{R}^{N} \tag{87}
\end{equation*}
$$

in which the normalization constant $c_{0}^{\text {sol }}$ is written as $c_{0}^{\text {sol }}=\exp \left(-\lambda_{0}^{\text {sol }}\right)$, and where the method for calculating $\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right) \in \mathbb{R}^{+} \times \mathcal{C}_{\boldsymbol{\lambda}}$ is presented in the next two sections.

### 11.1. Existence and Uniqueness of a Solution to the MaxEnt

The introduction of the Lagrange multipliers $\lambda_{0}$ and $\boldsymbol{\lambda}$, and the analysis of existence and uniqueness of the solution of the MaxEnt corresponding to the solution of the optimization problem defined by Eq. (84) is presented hereafter [53].

- The first step of the proof consists in assuming that there exists a unique solution (denoted as $p_{\mathbf{Y}}$ ) to the optimization problem defined by Eq. (84). The functionals

$$
\begin{equation*}
p \mapsto \int_{\mathbb{R}^{N}} p(\mathbf{y}) d \mathbf{y}-1 \quad \text { and } \quad p \mapsto \int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) p(\mathbf{y}) d \mathbf{y}-\mathbf{f} \tag{88}
\end{equation*}
$$

are continuously differentiable on $\mathcal{C}_{p}$ and are assumed to be such that $p_{\mathbf{Y}}$ is a regular point (see p. 187 of [69]). The constraints appearing in set $\mathcal{C}$ are taken into account by using the Lagrange multiplier method. Using the Lagrange multipliers $\lambda_{0} \in \mathbb{R}^{+}$and $\boldsymbol{\lambda} \in \mathcal{C}_{\boldsymbol{\lambda}}$ defined by Eq. (86), the Lagrangian $\mathcal{L}$ can be written, for all $p$ in $\mathcal{C}_{p}$, as

$$
\begin{equation*}
\mathcal{L}\left(p ; \lambda_{0}, \boldsymbol{\lambda}\right)=\mathcal{E}(p)-\left(\lambda_{0}-1\right)\left(\int_{\mathbb{R}^{N}} p(\mathbf{y}) d \mathbf{y}-1\right)-<\boldsymbol{\lambda}, \int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) p(\mathbf{y}) d \mathbf{y}-\mathbf{f}> \tag{89}
\end{equation*}
$$

From Theorem 2, p. 188, of [69], it can be deduced that there exists $\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right)$ such that the functional $\left(p, \lambda_{0}, \boldsymbol{\lambda}\right) \mapsto \mathcal{L}\left(p ; \lambda_{0}, \boldsymbol{\lambda}\right)$ is stationary at $p_{\mathbf{Y}}$ (given by Eq. (87)) for $\lambda_{0}=\lambda_{0}^{\text {sol }}$ and $\boldsymbol{\lambda}=\boldsymbol{\lambda}^{\text {sol }}$.

- The second step deals with the explicit construction of a family $\mathcal{F}_{p}$ of pdf indexed by $\left(\lambda_{0}, \boldsymbol{\lambda}\right)$, which renders $p \mapsto \mathcal{L}\left(p ; \lambda_{0}, \boldsymbol{\lambda}\right)$ extremum. It is further proved that this extremum is unique and turns out to be a maximum. For any $\left(\lambda_{0}, \boldsymbol{\lambda}\right)$ fixed in $\mathbb{R}^{+} \times \mathcal{C}_{\boldsymbol{\lambda}}$, it can first be deduced from the calculus of variations (Theorem 3.11.16, p. 341, in [102]) that the aforementioned extremum, denoted by $p_{\lambda_{0}, \lambda}$, is written as

$$
\begin{equation*}
p_{\lambda_{0}, \boldsymbol{\lambda}}(\mathbf{y})=\exp \left(-\lambda_{0}-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>\right) \quad, \quad \forall \mathbf{y} \in \mathbb{R}^{N} . \tag{90}
\end{equation*}
$$

For any fixed value of $\lambda_{0}$ in $\mathbb{R}^{+}$and $\boldsymbol{\lambda}$ in $\mathcal{C}_{\boldsymbol{\lambda}}$, the uniqueness of this extremum directly follows from the uniqueness of the solution for the Euler equation that is derived from the calculus of variations. Upon calculating the second-order derivative with respect to $p$, at point $p_{\lambda_{0}, \lambda}$, of the Lagrangian, it can be shown that this extremum is, indeed, a maximum.

- In a third step, using Eq. (90), it is proved that if there exists $\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right)$ in $\mathbb{R}^{+} \times \mathcal{C}_{\boldsymbol{\lambda}}$ such that the solution of the constraint equations $\int_{\mathbb{R}^{N}} p_{\lambda_{0}, \boldsymbol{\lambda}}(\mathbf{y}) d \mathbf{y}=1$ and
$\int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) p_{\lambda_{0}, \boldsymbol{\lambda}}(\mathbf{y}) d \mathbf{y}=\mathbf{f}$, in $\left(\lambda_{0}, \boldsymbol{\lambda}\right)$, then $\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right)$ is unique. These constraints are rewritten as

$$
\begin{gather*}
\int_{\mathbb{R}^{N}} \exp \left(-\lambda_{0}-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>\right) d \mathbf{y}=1  \tag{91}\\
\int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) \exp \left(-\lambda_{0}-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>\right) d \mathbf{y}=\mathbf{f} . \tag{92}
\end{gather*}
$$

Introducing the notations,
$\boldsymbol{\Lambda}=\left(\lambda_{0}, \boldsymbol{\lambda}\right)$ and $\boldsymbol{\Lambda}^{\text {sol }}=\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right)$ that belong to $\mathcal{C}_{\boldsymbol{\Lambda}}=\mathbb{R}^{+} \times \mathcal{C}_{\boldsymbol{\lambda}} \subset \mathbb{R}^{1+\mu}$,
$\mathbf{F}=(1, \mathbf{f})$ and $\mathbf{G}(\mathbf{y})=(1, \mathbf{g}(\mathbf{y}))$ that belong to $\mathbb{R}^{1+\mu}$,
these constraint equations are written as

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{G}(\mathbf{y}) \exp (-<\boldsymbol{\Lambda}, \mathbf{G}(\mathbf{y})>) d \mathbf{y}=\mathbf{F} \tag{93}
\end{equation*}
$$

It is assumed that the optimization problem stated by Eq. (84) is well-posed in the sense that the constraints are algebraically independent, that is to say, that there exists a bounded subset $\mathcal{S}$ of $\mathbb{R}^{N}$, with $\int_{\mathcal{S}} d \mathbf{y}>0$, such that for any nonzero vector $\mathbf{v}$ in $\mathbb{R}^{1+\mu}$,

$$
\begin{equation*}
\int_{\mathcal{S}}<\mathbf{v}, \mathbf{G}(\mathbf{y})>^{2} d \mathbf{y}>0 \tag{94}
\end{equation*}
$$

Let $\boldsymbol{\Lambda} \mapsto H(\boldsymbol{\Lambda})$ be the function defined by

$$
\begin{equation*}
H(\boldsymbol{\Lambda})=<\boldsymbol{\Lambda}, \mathbf{F}>+\int_{\mathbb{R}^{N}} \exp (-<\boldsymbol{\Lambda}, \mathbf{G}(\mathbf{y})>) d \mathbf{y} \tag{95}
\end{equation*}
$$

The gradient $\boldsymbol{\nabla} H(\boldsymbol{\Lambda})$ of $H(\boldsymbol{\Lambda})$ with respect to $\boldsymbol{\Lambda}$ is written as

$$
\begin{equation*}
\boldsymbol{\nabla} H(\boldsymbol{\Lambda})=\mathbf{F}-\int_{\mathbb{R}^{N}} \mathbf{G}(\mathbf{y}) \exp (-<\boldsymbol{\Lambda}, \mathbf{G}(\mathbf{y})>) d \mathbf{y} \tag{96}
\end{equation*}
$$

so that any solution of $\boldsymbol{\nabla} H(\boldsymbol{\Lambda})=\mathbf{0}$ satisfies Eq. (93) (and conversely). It is assumed that $H$ admits at least one critical point. The Hessian matrix $\left[H^{\prime \prime}(\boldsymbol{\Lambda})\right]$ is written as

$$
\begin{equation*}
\left[H^{\prime \prime}(\boldsymbol{\Lambda})\right]=\int_{\mathbb{R}^{N}} \mathbf{G}(\mathbf{y}) \otimes \mathbf{G}(\mathbf{y}) \exp (-<\boldsymbol{\Lambda}, \mathbf{G}(\mathbf{y})>) d \mathbf{y} \tag{97}
\end{equation*}
$$

Since $\mathcal{S} \subset \mathbb{R}^{N}$, it turns out that, for any nonzero vector $\mathbf{v}$ in $\mathbb{R}^{1+\mu}$,

$$
\begin{equation*}
<\left[H^{\prime \prime}(\boldsymbol{\Lambda})\right] \mathbf{v}, \mathbf{v}>\geq \int_{\mathcal{S}}<\mathbf{v}, \mathbf{G}(\mathbf{y})>^{2} \exp (-<\boldsymbol{\Lambda}, \mathbf{G}(\mathbf{y})>) d \mathbf{y}>0 \tag{98}
\end{equation*}
$$

Therefore, function $\boldsymbol{\Lambda} \mapsto H(\boldsymbol{\Lambda})$ is strictly convex that ensures the uniqueness of the critical point of $H$ (should it exist). Under the aforementioned assumption of algebraic independence for the constraints, it follows that, if $\Lambda^{\text {sol }}$ (such that the constraint defined by Eq. (93) is fulfilled) exists, then $\Lambda^{\text {sol }}$ is unique and corresponds to the solution of the following optimization problem,

$$
\begin{equation*}
\boldsymbol{\Lambda}^{\mathrm{sol}}=\arg \min _{\boldsymbol{\Lambda} \in \mathcal{C}_{\boldsymbol{\Lambda}}} H(\boldsymbol{\Lambda}) \tag{99}
\end{equation*}
$$

where $H$ is the strictly convex function defined by Eq. (95). The unique solution $p_{\mathbf{Y}}$ of the optimization problem defined by Eq. (84) is the given by Eq. (87) with $\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right)=\boldsymbol{\Lambda}^{\text {sol }}$.

### 11.2. Numerical Calculation of the Lagrange Multipliers

When there is no explicit solution $\left(\lambda_{0}^{\text {sol }}, \boldsymbol{\lambda}^{\text {sol }}\right)=\boldsymbol{\Lambda}^{\text {sol }}$ of Eq. (93) in $\boldsymbol{\Lambda}, \boldsymbol{\Lambda}^{\text {sol }}$ must be numerically calculated and the numerical method used must be robust for the high dimension. The numerical method could be based on the optimization problem defined by Eq. (99). Unfortunately, with such a formulation, the constant of normalization, $c_{0}=\exp \left(-\lambda_{0}\right)$, is directly involved in the numerical calculations, what is not robust in high dimension. The numerical method proposed hereinafter [11] is based on the minimization of the convex objective function introduced in [1]. Using Eqs. (80) and (87), pdf $p_{\mathbf{Y}}$ can be rewritten as

$$
\begin{equation*}
p_{\mathbf{Y}}(\mathbf{y})=c_{0}\left(\boldsymbol{\lambda}^{\text {sol }}\right) \exp \left(-<\boldsymbol{\lambda}^{\text {sol }}, \mathbf{g}(\mathbf{y})>\right) \quad, \quad \forall \mathbf{y} \in \mathbb{R}^{N} \tag{100}
\end{equation*}
$$

in which $c_{0}(\boldsymbol{\lambda})$ is defined by

$$
\begin{equation*}
c_{0}(\boldsymbol{\lambda})=\left\{\int_{\mathbb{R}^{N}} \exp (-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>) d \mathbf{y}\right\}^{-1} . \tag{101}
\end{equation*}
$$

Since $\exp \left(-\lambda_{0}\right)=c_{0}\left(\lambda_{0}\right)$, and taking into account Eq. (101), the constraint equation defined by Eq. (92) can be rewritten as

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{g}(\mathbf{y}) c_{0}(\boldsymbol{\lambda}) \exp (-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>) d \mathbf{y}=\mathbf{f} \tag{102}
\end{equation*}
$$

The optimization problem defined by Eq. (99), which allows for calculating ( $\lambda_{0}^{\text {sol }}$, $\left.\lambda^{\text {sol }}\right)=\Lambda^{\text {sol }}$, is replaced by the more convenient optimization problem that allows $\lambda^{\text {sol }}$ to be computed,

$$
\begin{equation*}
\boldsymbol{\lambda}^{\text {sol }}=\arg \min _{\boldsymbol{\lambda} \in \mathcal{C}_{\boldsymbol{\lambda}} \subset \mathbb{R}^{\mu}} \Gamma(\boldsymbol{\lambda}) \tag{103}
\end{equation*}
$$

in which the objective function $\Gamma$ is defined by

$$
\begin{equation*}
\Gamma(\boldsymbol{\lambda})=<\boldsymbol{\lambda}, \mathbf{f}>-\log \left(c_{0}(\boldsymbol{\lambda})\right) . \tag{104}
\end{equation*}
$$

Once $\boldsymbol{\lambda}^{\text {sol }}$ is calculated, $c_{0}^{\text {sol }}$ is given by $c_{0}^{\text {sol }}=c_{0}\left(\boldsymbol{\lambda}^{\text {sol }}\right)$. Let $\left\{\mathbf{Y}_{\boldsymbol{\lambda}}, \boldsymbol{\lambda} \in \mathcal{C}_{\boldsymbol{\lambda}}\right\}$ be the family of random variables with values in $\mathbb{R}^{N}$, for which $\operatorname{pdf} p_{\mathbf{Y}_{\boldsymbol{\lambda}}}$ is defined, for all $\boldsymbol{\lambda}$ in $\mathcal{C}_{\lambda}$, by

$$
\begin{equation*}
p_{\mathbf{Y}_{\boldsymbol{\lambda}}}(\mathbf{y})=c_{0}(\boldsymbol{\lambda}) \exp (-<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{y})>) \quad, \quad \forall \mathbf{y} \in \mathbb{R}^{N} . \tag{105}
\end{equation*}
$$

The gradient vector $\nabla \Gamma(\boldsymbol{\lambda})$ and the Hessian matrix $\left[\Gamma^{\prime \prime}(\boldsymbol{\lambda})\right]$ of function $\lambda \mapsto \Gamma(\boldsymbol{\lambda})$ can be written as

$$
\begin{gather*}
\boldsymbol{\nabla} \Gamma(\boldsymbol{\lambda})=\mathbf{f}-E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\}  \tag{106}\\
{\left[\Gamma^{\prime \prime}(\boldsymbol{\lambda})\right]=E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right) \mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)^{T}\right\}-E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\} E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\}^{T} .} \tag{107}
\end{gather*}
$$

Matrix $\left[\Gamma^{\prime \prime}(\boldsymbol{\lambda})\right]$ is thus the covariance matrix of the random vector $\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)$, and is positive definite (the constraints have been assumed to be algebraically independent). Consequently, function $\boldsymbol{\lambda} \mapsto \Gamma(\boldsymbol{\lambda})$ is strictly convex and reaches its minimum for $\boldsymbol{\lambda}^{\text {sol }}$ which is such that $\boldsymbol{\nabla} \Gamma\left(\boldsymbol{\lambda}^{\text {sol }}\right)=\mathbf{0}$. The optimization problem defined by Eq. (103) can be solved using any minimization algorithm. Since function $\Gamma$ is strictly convex, the Newton iterative method can be applied to the increasing function $\boldsymbol{\lambda} \mapsto \nabla \Gamma(\boldsymbol{\lambda})$ for searching $\boldsymbol{\lambda}^{\text {sol }}$ such that $\nabla \Gamma\left(\boldsymbol{\lambda}^{\text {sol }}\right)=\mathbf{0}$. This iterative method is not unconditionally convergent. Consequently, an under-relaxation is introduced and the iterative algorithm is written as

$$
\begin{equation*}
\boldsymbol{\lambda}^{\ell+1}=\boldsymbol{\lambda}^{\ell}-\alpha\left[\Gamma^{\prime \prime}\left(\boldsymbol{\lambda}^{\ell}\right)\right]^{-1} \nabla \Gamma\left(\boldsymbol{\lambda}^{\ell}\right), \tag{108}
\end{equation*}
$$

in which $\alpha$ belongs to $] 0,1[$ in order to ensure the convergence. At each iteration $\ell$, the error is calculated by

$$
\begin{equation*}
\operatorname{err}(\ell)=\frac{\left\|\mathbf{f}-E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}^{\ell}}\right)\right\}\right\|}{\|\mathbf{f}\|}=\frac{\left\|\nabla \Gamma\left(\boldsymbol{\lambda}^{\ell}\right)\right\|}{\|\mathbf{f}\|}, \tag{109}
\end{equation*}
$$

in order to control the convergence. The performance of the algorithm depends on the choice of the initial condition that can be found in [11]. For high dimension problem, the mathematical expectations appearing in Eqs. (106), (107) and (109), are calculated using a Markov Chain Monte Carlo (MCMC) method that does not require the calculation of the normalization constant $c_{0}(\boldsymbol{\lambda})$ in the pdf defined by Eq. (105).

### 11.3. Generator for Random Vector $\boldsymbol{Y}_{\boldsymbol{\lambda}}$ and Estimation of the Mathematical Expectations in High Dimension

For $\boldsymbol{\lambda}$ fixed in $\mathcal{C}_{\boldsymbol{\lambda}} \subset \mathbb{R}^{\mu}$, the pdf $p_{\mathbf{Y}_{\boldsymbol{\lambda}}}$ on $\mathbb{R}^{N}$ of the $\mathbb{R}^{N}$-valued random variable $\mathbf{Y}_{\boldsymbol{\lambda}}$ is defined by Eq. (105). Let $w$ be a given mapping from $\mathbb{R}^{N}$ into an Euclidean space such that $E\left\{w\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\}=\int_{\mathbb{R}^{N}} w(\mathbf{y}) p_{\mathbf{Y}_{\boldsymbol{\lambda}}} d \mathbf{y}$ is finite. For instance $w$ can be such that $w\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)=\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)$ or $w\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)=\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right) \mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)^{T}$. These two choices allow for calculating the mathematical expectation in high dimension, $E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\}$ and $E\left\{\mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right) \mathbf{g}\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)^{T}\right\}$, which are required for computing the gradient and the Hessian defined by Eqs. (106) and (107).

The estimation of $E\left\{w\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\}$ requires a generator of realizations of random vector $\mathbf{Y}_{\boldsymbol{\lambda}}$, which is constructed using the Markov Chain Monte Carlo method (MCMC) [60; 96; 118]. With the MCMC method, the transition kernel of the homogeneous Markov chain can be constructed using the Metropolis-Hastings algorithm [57;76] (that requires the definition of a good proposal distribution), the Gibbs sampling [42] (that requires the knowledge of the conditional distribution) or the slice sampling [84] (that can exhibit difficulties related to the general shape of the probability distribution, in particular for multimodal distributions). In general, these algorithms are efficient, but can also be not efficient if there exist attraction regions which do not correspond to the invariant measure under consideration and tricky even in high dimension. These cases cannot easily be detected and are time consuming.

We refer the reader to the references given hereinbefore for the usual MCMC methods, and we present after a more advanced method that is very robust in high dimension, which have been introduced in [113] and used, for instance, in [11; 51]. The method presented looks like to the Gibbs approach but corresponds to a more direct construction of a random generator of realizations for random variable $\mathbf{Y}_{\boldsymbol{\lambda}}$ whose probability distribution is $p_{\mathbf{Y}_{\boldsymbol{\lambda}}} d \mathbf{y}$. The difference between the Gibbs algorithm and the proposed algorithm is that the convergence in the proposed method can be studied with all the mathematical results concerning the existence and uniqueness of Itô stochastic differential equation (ISDE). In addition, a parameter is introduced which allows the transient part of the response to be killed in order to get more rapidly the stationary solution corresponding to the invariant measure. Thus, the construction of the transition kernel by using the detailed balance equation is replaced by the construction of an ISDE, which admits $p_{\mathbf{Y}_{\lambda}} d \mathbf{y}$ (defined by Eq. (105)) as a unique invariant measure. The ergodic method or the Monte Carlo method is used for estimating $E\left\{w\left(\mathbf{Y}_{\boldsymbol{\lambda}}\right)\right\}$.

## Random generator and estimation of mathematical expectations.

It is assumed that $\boldsymbol{\lambda}$ is fixed in $\mathcal{C}_{\boldsymbol{\lambda}} \subset \mathbb{R}^{\mu}$, and for simplifying the notation, $\boldsymbol{\lambda}$ is omitted. Let $\mathbf{u} \mapsto \Phi(\mathbf{u})$ be the function from $\mathbb{R}^{N}$ into $\mathbb{R}$ defined by

$$
\begin{equation*}
\Phi(\mathbf{u})=<\boldsymbol{\lambda}, \mathbf{g}(\mathbf{u})>, \tag{110}
\end{equation*}
$$

Let $\left\{(\mathbf{U}(r), \mathbf{V}(r)), r \in \mathbb{R}^{+}\right\}$be the Markov stochastic process defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, indexed by $\mathbb{R}^{+}=\left[0,+\infty\left[\right.\right.$, with values in $\mathbb{R}^{N} \times \mathbb{R}^{N}$, satisfying, for all $r>0$, the following ISDE with initial conditions,

$$
\begin{gather*}
d \mathbf{U}(r)=\mathbf{V}(r) d r,  \tag{111}\\
d \mathbf{V}(r)=-\nabla_{\mathbf{u}} \Phi(\mathbf{U}(r)) d r-\frac{1}{2} f_{0} \mathbf{V}(r) d r+\sqrt{f_{0}} d \mathbf{W}(r),  \tag{122}\\
\mathbf{U}(0)=\mathbf{u}_{0} \quad, \quad \mathbf{V}(0)=\mathbf{v}_{0} \quad \text { a.s. }, \tag{113}
\end{gather*}
$$

in which $\mathbf{u}_{0}$ and $\mathbf{v}_{0}$ are given vectors in $\mathbb{R}^{N}$ (that will be taken as zero in the application presented later), and where $\mathbf{W}=\left(W_{1}, \ldots, W_{N}\right)$ is the normalized Wiener process defined on $(\Theta, \mathcal{T}, \mathcal{P})$ indexed by $\mathbb{R}^{+}$with values in $\mathbb{R}^{N}$. The matrix-valued autocorrelation function $\left[R_{\mathbf{W}}\left(r, r^{\prime}\right)\right]=E\left\{\mathbf{W}(r) \mathbf{W}\left(r^{\prime}\right)^{T}\right\}$ of $\mathbf{W}$ is then written as $\left[R_{\mathbf{W}}\left(r, r^{\prime}\right)\right]=\min \left(r, r^{\prime}\right)\left[I_{n}\right]$. In Eq. (112), the free parameter $f_{0}>0$ allows a dissipation term to be introduced in the nonlinear second-order dynamical system (formulated in the Hamiltonian form with an additional dissipative term) in order to kill the transient part of the response and consequently, to get more rapidly the stationary solution corresponding to the invariant measure. It is assumed that function $\mathbf{g}$ is such that function $\mathbf{u} \mapsto \Phi(\mathbf{u})$ : (i) is continuous on $\mathbb{R}^{N}$, (ii) is such that $\mathbf{u} \mapsto\left\|\nabla_{\mathbf{u}} \Phi(\mathbf{u})\right\|$ is a locally bounded function on $\mathbb{R}^{N}$ (i.e. is bounded on all compact set in $\mathbb{R}^{N}$, and (iii) is such that,

$$
\begin{align*}
& \inf _{\|\mathbf{u}\|>R} \Phi(\mathbf{u}) \rightarrow+\infty \quad \text { if } \quad R \rightarrow+\infty  \tag{114}\\
& \inf _{\mathbf{u} \in \mathbb{R}^{n}} \Phi(\mathbf{u})=\Phi_{\min } \quad \text { with } \quad \Phi_{\min } \in \mathbb{R},  \tag{115}\\
& \int_{\mathbb{R}^{n}}\left\|\nabla_{\mathbf{u}} \Phi(\mathbf{u})\right\| e^{-\Phi(\mathbf{u})} d \mathbf{u}<+\infty . \tag{116}
\end{align*}
$$

Under hypotheses (i) to (iii), and using Theorems 4 to 7 in pages 211 to 216 of Ref. [106], in which the Hamiltonian is taken as $\mathbb{H}(\mathbf{u}, \mathbf{v})=\|\mathbf{v}\|^{2} / 2+\Phi(\mathbf{u})$, and using [33;63] for the ergodic property, it can be deduced that the problem defined by Eqs. (111) to (113) admits a unique solution. This solution is a second-order diffusion stochastic process $\left\{(\mathbf{U}(r), \mathbf{V}(r)), r \in \mathbb{R}^{+}\right\}$, which converges to a stationary
and ergodic diffusion stochastic process $\left\{\left(\mathbf{U}_{\mathrm{st}}\left(r_{\mathrm{st}}\right), \mathbf{V}_{\mathrm{st}}\left(r_{\mathrm{st}}\right)\right), r_{\mathrm{st}} \geq 0\right\}$, when $r$ goes to infinity, associated with the invariant probability measure $P_{\text {st }}(d \mathbf{u}, d \mathbf{v})=$ $\rho_{\mathrm{st}}(\mathbf{u}, \mathbf{v}) d \mathbf{u} d \mathbf{v}$. The probability density function $(\mathbf{u}, \mathbf{v}) \mapsto \rho_{\mathrm{st}}(\mathbf{u}, \mathbf{v})$ on $\mathbb{R}^{N} \times \mathbb{R}^{N}$ is the unique solution of the steady-state Fokker-Planck equation associated with Eqs. (111)-(112), and is written (see pp. 120 to 123 in [106]), as

$$
\begin{equation*}
\rho_{\mathrm{st}}(\mathbf{u}, \mathbf{v})=c_{N} \exp \left\{-\frac{1}{2}\|\mathbf{v}\|^{2}-\Phi(\mathbf{u})\right\} \tag{117}
\end{equation*}
$$

in which $c_{N}$ is the constant of normalization. Equations (105), (110), and (117) yield

$$
\begin{equation*}
p_{\mathbf{Y}_{\lambda}}(\mathbf{y})=\int_{\mathbb{R}^{N}} \rho_{\mathrm{st}}(\mathbf{y}, \mathbf{v}) d \mathbf{v} \quad, \quad \forall \mathbf{y} \in \mathbb{R}^{N} \tag{118}
\end{equation*}
$$

Random variable $\mathbf{Y}_{\boldsymbol{\lambda}}$ (for which the $\operatorname{pdf} p_{\mathbf{Y}_{\boldsymbol{\lambda}}}$ is defined by Eq. (105)) can then be written, for all fixed positive value of $r_{\mathrm{st}}$, as

$$
\begin{equation*}
\mathbf{Y}_{\boldsymbol{\lambda}}=\mathbf{U}_{\mathrm{st}}\left(r_{\mathrm{st}}\right)=\lim _{r \rightarrow+\infty} \mathbf{U}(r) \quad \text { in probability distribution } . \tag{119}
\end{equation*}
$$

The free parameter $f_{0}>0$ introduced in Eq. (112), allows a dissipation term to be introduced in the nonlinear dynamical system for obtaining more rapidly the asymptotic behavior corresponding to the stationary and ergodic solution associated with the invariant measure. Using Eq. (119) and the ergodic property of stationary stochastic process $\mathbf{U}_{\text {st }}$ yield

$$
\begin{equation*}
E\left\{w\left(\mathbf{Y}_{\lambda}\right)\right\}=\lim _{R \rightarrow+\infty} \frac{1}{R} \int_{0}^{R} w(\mathbf{U}(r, \theta)) d r \tag{120}
\end{equation*}
$$

in which, for $\theta \in \Theta, \mathbf{U}(\cdot, \theta)$ is any realization of $\mathbf{U}$.

## Discretization scheme and estimating the mathematical expectations.

A discretization scheme must be used for numerically solving Eqs. (111) to (113). For general surveys on discretization schemes for ISDE, we refer the reader to [64; 119; 120] (among others). The present case, related to a Hamiltonian dynamical system, has also been analyzed using an implicit Euler scheme in [121]. Hereinafter, we present the Störmer-Verlet scheme, which is an efficient scheme that preserves energy for nondissipative Hamiltonian dynamical systems (see [56] for reviews about this scheme in the deterministic case, and see [17] and the references therein for the stochastic case).

Let $M \geq 1$ be an integer. The ISDE defined by Eqs. (111) to (113) is solved on the finite interval $\mathcal{R}=[0,(M-1) \Delta r]$, in which $\Delta r$ is the sampling step of the
continuous index parameter $r$. The integration scheme is based on the use of the $M$ sampling points $r_{k}$ such that $r_{k}=(k-1) \Delta r$ for $k=1, \ldots, M$. The following notations are introduced: $\mathbf{U}^{k}=\mathbf{U}\left(r_{k}\right), \mathbf{V}^{k}=\mathbf{V}\left(r_{k}\right)$, and $\left.\mathbf{W}^{k}=\mathbf{W}\left(r_{k}\right)\right)$, for $k=$ $1, \ldots, M$, with $\mathbf{U}^{1}=\mathbf{u}_{0}, \mathbf{V}^{1}=\mathbf{v}_{0}$, and $\mathbf{W}^{1}=\mathbf{0}$. Let $\left\{\Delta \mathbf{W}^{k+1}=\mathbf{W}^{k+1}-\mathbf{W}^{k}, k=\right.$ $1, \ldots, M-1\}$ be the family of the independent Gaussian second-order centered $\mathbb{R}^{N}$-valued random variables such that $E\left\{\Delta \mathbf{W}^{k+1}\left(\Delta \mathbf{W}^{k+1}\right)^{T}\right\}=\Delta r\left[I_{n}\right]$. For $k=1, \ldots, M-1$, the Störmer-Verlet scheme yields

$$
\begin{gather*}
\mathbf{U}^{k+\frac{1}{2}}=\mathbf{U}^{k}+\frac{\Delta r}{2} \mathbf{V}^{k}  \tag{121}\\
\mathbf{V}^{k+1}=\frac{1-b}{1+b} \mathbf{V}^{k}+\frac{\Delta r}{1+b} \mathbf{L}^{k+\frac{1}{2}}+\frac{\sqrt{f_{0}}}{1+b} \Delta \mathbf{W}^{k+1},  \tag{122}\\
\mathbf{U}^{k+1}=\mathbf{U}^{k+\frac{1}{2}}+\frac{\Delta r}{2} \mathbf{V}^{k+1} \tag{123}
\end{gather*}
$$

with the initial condition defined by (113), where $b=f_{0} \Delta r / 4$, and where $\mathbf{L}^{k+\frac{1}{2}}$ is the $\mathbb{R}^{N}$-valued random variable such that $\mathbf{L}^{k+\frac{1}{2}}=-\left\{\nabla_{\mathbf{u}} \Phi(\mathbf{u})\right\}_{\mathbf{u}=\mathbf{u}^{k+\frac{1}{2}}}$.

For a given realization $\theta$ in $\Theta$, the sequence $\left\{\mathbf{U}^{k}(\theta), k=1, \ldots, M\right\}$ is constructed using Eqs. (121) to (123). The discretization of Eq. (120) yields the following estimation of the mathematical expectation,

$$
\begin{equation*}
E\left\{w\left(\mathbf{Y}_{\lambda}\right)\right\}=\lim _{M \rightarrow+\infty} \widehat{w}_{M} \quad, \quad \widehat{w}_{M}=\frac{1}{M-M_{0}+1} \sum_{k=M_{0}}^{M} w\left(\mathbf{U}^{k}(\theta)\right) \tag{124}
\end{equation*}
$$

in which, for $f_{0}$ fixed, the integer $M_{0}>1$ is chosen to remove the transient part of the response induced by the initial condition.

For details concerning the optimal choice of the numerical parameters, such as $M_{0}, M, f_{0}, \Delta_{r}, \mathbf{u}_{0}$, and $\mathbf{v}_{0}$, we refer the reader to $[11 ; 51 ; 54 ; 113]$.

## 12. Nonparametric Stochastic Model For Constitutive Equation in Linear Elasticity

This section deals with a nonparametric stochastic model for random elasticity matrices in the framework of the three-dimensional linear elasticity in continuum mechanics, using the methodologies and some of the results that have been given in the two previous sections: "Fundamental Ensembles for Positive-Definite

Symmetric Real Random Matrices" and "MaxEnt as a Numerical Tool for Constructing Ensemble of Random Matrices". The developments given hereinafter correspond to a synthesis of works detailed in [51; 53; 54].

From a continuum mechanics point of view, the framework is the 3D linear elasticity of a homogeneous random medium (material) at a given scale. Let [ $\widetilde{\mathbf{C}}]$ be the random elasticity matrix for which the nonparametric stochastic model has to be derived. Random matrix $[\widetilde{\mathbf{C}}]$ is defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$ and is with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$ with $n=6$. This matrix corresponds to the so-called Kelvin's matrix representation of the fourth-order symmetric elasticity tensor in 3D linear elasticity [72]. The symmetry classes for a linear elastic material, that is to say the linear elastic symmetries, are [23]: isotropic, cubic, transversely isotropic, trigonal, tetragonal, orthotropic, monoclinic, and anisotropic. From a stochastic modeling point of view, the random elasticity matrix $[\widetilde{\mathbf{C}}]$ satisfies the following properties.
(i) Random matrix $[\widetilde{\mathbf{C}}]$ is assumed to have a mean value that belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$, but is, in mean, close to a given symmetry class induced by a material symmetry, denoted as $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ and which is a subset of $\mathbb{M}_{n}^{+}(\mathbb{R})$,

$$
\begin{equation*}
[\underline{\widetilde{C}}]=E\{\widetilde{\widetilde{\mathbf{C}}}]\} \in \mathbb{M}_{n}^{+}(\mathbb{R}) . \tag{125}
\end{equation*}
$$

(ii) Random matrix $[\widetilde{\mathbf{C}}]$ admits a positive-definite lower bound $\left[C_{\ell}\right]$ belonging to $\mathbb{M}_{n}^{+}(\mathbb{R})$

$$
\begin{equation*}
[\widetilde{\mathbf{C}}]-\left[C_{\ell}\right]>0 \quad \text { a.s. } \tag{126}
\end{equation*}
$$

(iii) The statistical fluctuations of random elasticity matrix $[\widetilde{\mathbf{C}}]$ belong mainly to the symmetry class, but can be more or less anisotropic with respect to the above symmetry. The level of statistical fluctuations in the symmetry class must be controlled independently of the level of statistical anisotropic fluctuations.

### 12.1. Positive-Definite Matrices Having a Symmetry Class

For the positive-definite symmetric $(n \times n)$ real matrices, a given symmetry class is defined by a subset $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \subset \mathbb{M}_{n}^{+}(\mathbb{R})$ such that, any matrix $[M]$ exhibiting the above symmetry, then belongs to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$, and can be written as

$$
\begin{equation*}
[M]=\sum_{j=1}^{N} m_{j}\left[E_{j}^{\text {sym }}\right] \quad, \quad \mathbf{m}=\left(m_{1}, \ldots, m_{N}\right) \in \mathcal{C}_{\mathbf{m}} \subset \mathbb{R}^{N} \quad, \quad\left[E_{j}^{\text {sym }}\right] \in \mathbb{M}_{n}^{S}(\mathbb{R}) \tag{127}
\end{equation*}
$$

in which $\left\{\left[E_{j}^{\text {sym }}\right], j=1, \ldots, N\right\}$ is the matrix algebraic basis of $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ (Walpole's tensor basis [123]), and where the admissible subset $\mathcal{C}_{\mathbf{m}}$ of $\mathbb{R}^{N}$ is such that

$$
\begin{equation*}
\mathcal{C}_{\mathbf{m}}=\left\{\mathbf{m} \in \mathbb{R}^{N} \mid \sum_{j=1}^{N} m_{j}\left[E_{j}^{\text {sym }}\right] \in \mathbb{M}_{n}^{+}(\mathbb{R})\right\} \tag{128}
\end{equation*}
$$

It should be noted that the basis matrices [ $E_{j}^{\text {sym }]}$ are symmetric matrices belonging to $\mathbb{M}_{n}^{S}(\mathbb{R})$, but are not positive definite, that is to say, do not belong to $\mathbb{M}_{n}^{+}(\mathbb{R})$. The dimension $N$ for all material symmetry classes is 2 for isotropic, 3 for cubic, 5 for transversely isotropic, 6 or 7 for trigonal, 6 or 7 for tetragonal, 9 for orthotropic, 13 for monoclinic, and 21 for anisotropic. The following properties are proved (see [54; 123]):
(i) If $[M]$ and $\left[M^{\prime}\right]$ belong to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$, then

$$
\begin{equation*}
[M]\left[M^{\prime}\right] \in \mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \quad, \quad[M]^{-1} \in \mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \quad, \quad[M]^{1 / 2} \in \mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \tag{129}
\end{equation*}
$$

(ii) Any matrix $[N]$ belonging to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ can be written as

$$
\begin{equation*}
[N]=\exp _{\mathbb{M}}([\mathcal{N}]) \quad, \quad[\mathcal{N}]=\sum_{j=1}^{N} y_{j}\left[E_{j}^{\text {sym }}\right] \quad, \quad \mathbf{y}=\left(y_{1}, \ldots, y_{N}\right) \in \mathbb{R}^{N} \tag{130}
\end{equation*}
$$

in which $\exp _{\mathbb{M}}$ is the exponential of symmetric real matrices. It should be noted that matrix $[\mathcal{N}]$ is a symmetric real matrix but does not belong to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ (because $\mathbf{y}$ is in $\mathbb{R}^{N}$ and therefore, $[\mathcal{N}]$ is not a positive-definite matrix).

### 12.2. Representation Introducing a Positive-Definite Lower Bound

Using Eq. (126), the representation of random elasticity matrix $[\widetilde{\mathbf{C}}]$ is written as

$$
\begin{equation*}
[\widetilde{\mathbf{C}}]=\left[C_{\ell}\right]+[\mathbf{C}], \tag{131}
\end{equation*}
$$

in which the lower bound is the deterministic matrix $\left[C_{\ell}\right]$ belonging to $\mathbb{M}_{n}^{+}(\mathbb{R})$, and where $[\mathbf{C}]=[\widetilde{\mathbf{C}}]-\left[C_{\ell}\right]$ is a random matrix with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$. The mean value $[\underline{C}]=E\{[\mathbf{C}]\}$ of $[\mathbf{C}]$ is written as

$$
\begin{equation*}
[\underline{C}]=[\underline{\widetilde{C}}]-\left[C_{\ell}\right] \in \mathbb{M}_{n}^{+}(\mathbb{R}), \tag{132}
\end{equation*}
$$

in which $[\underline{\widetilde{C}}]$ is defined by Eq. (125). Such a lower bound can be defined in two ways:
(1) If some microstructural information is available, $\left[C_{\ell}\right]$ may be computed, either by using some well-known micromechanics-based bounds (such as the Reuss bound, for heterogeneous materials made up with ordered phases with deterministic properties) or by using a numerical approximation based on the realizations of the stochastic lower bound obtained from computational homogenization and invoking the Huet partition theorem (see the discussion in [49]).
(2) In the absence of such information, a simple a priori expression for $\left[C_{\ell}\right]$ can be obtained as $\left[C_{\ell}\right]=\epsilon[\underline{\widetilde{C}}]$ with $0 \leq \epsilon<1$, from which it can be deduced that $[\underline{C}]=(1-\epsilon)[\underline{\widetilde{C}}]>0$.

### 12.3. Introducing Deterministic Matrices $[\underline{A}]$ and $[\underline{S}]$

Let $[\underline{A}]$ be the deterministic matrix in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ defined by

$$
\begin{equation*}
[\underline{A}]=P^{\text {sym }}([\underline{C}]), \tag{133}
\end{equation*}
$$

in which $[\underline{C}] \in \mathbb{M}_{n}^{+}(\mathbb{R})$ is defined by Eq. (132) and where $P^{\text {sym }}$ is the projection operator from $\mathbb{M}_{n}^{+}(\mathbb{R})$ on $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$.
(i) For a given symmetry class with $N<21$, if there is no anisotropic statistical fluctuations, then the mean matrix $[\underline{C}]$ belongs to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ and consequently, $[\underline{A}]$ is equal to $[\underline{C}]$.
(ii) If the class of symmetry is anisotropic (thus $N=21$ ), then $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ coincides with $\mathbb{M}_{n}^{+}(\mathbb{R})$ and again, $[\underline{A}]$ is equal to the mean matrix $[\underline{C}]$ that belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$. (iii) In general, for a given symmetry class with $N<21$, and due to the presence of anisotropic statistical fluctuations, the mean matrix $[\underline{C}]$ of random matrix $[\mathbf{C}]$ belongs to $\mathbb{M}_{n}^{+}(\mathbb{R})$ but does not belong to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$. For this case, an invertible deterministic $(n \times n)$ real matrix $[\underline{S}]$ is introduced such that

$$
\begin{equation*}
[\underline{C}]=[\underline{S}]^{T}[\underline{A}][\underline{S}] . \tag{134}
\end{equation*}
$$

The construction of $[\underline{S}]$ is performed as follows. Let $\left[L_{\underline{C}}\right]$ and $\left[L_{\underline{A}}\right]$ be the upper triangular real matrices with positive diagonal entries resulting from the Cholesky factorization of matrices $[\underline{C}]$ and $[\underline{A}]$,

$$
\begin{equation*}
[\underline{C}]=\left[L_{\underline{C}}\right]^{T}\left[L_{\underline{C}}\right], \quad[\underline{A}]=\left[L_{\underline{A}}\right]^{T}\left[L_{\underline{A}}\right] . \tag{135}
\end{equation*}
$$

Therefore, the matrix $[\underline{S}]$ is written as

$$
\begin{equation*}
[\underline{S}]=\left[L_{\underline{A}}\right]^{-1}\left[L_{\underline{C}}\right] . \tag{136}
\end{equation*}
$$

It should be noted that for cases (i) and (ii), Eq. (136) shows that $[\underline{S}]=\left[I_{n}\right]$.

### 12.4. Nonparametric Stochastic Model for $[\boldsymbol{C}]$

In order that the statistical fluctuations of random matrix $[\mathbf{C}]$ belong mainly to the symmetry class $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ and exhibit more or less some anisotropic fluctuations around this symmetry class, and in order that the level of statistical fluctuations in the symmetry class is controlled independently of the level of statistical anisotropic fluctuation, the use of the nonparametric method leads us to introduce the following representation.

$$
\begin{equation*}
[\mathbf{C}]=[\underline{S}]^{T}[\mathbf{A}]^{1 / 2}\left[\mathbf{G}_{0}\right][\mathbf{A}]^{1 / 2}[\underline{S}], \tag{137}
\end{equation*}
$$

in which:
(1) the deterministic $(n \times n)$ real matrix $[\underline{S}]$ is defined by Eq. (136).
(2) $\left[\mathbf{G}_{0}\right]$ belongs to ensemble $\mathrm{SG}_{0}^{+}$of random matrices and models the anisotropic statistical fluctuations. The mean value of random matrix $\left[\mathbf{G}_{0}\right]$ is matrix $\left[I_{n}\right]$ (see Eq. (13)). The level of the statistical fluctuations of $\left[\mathbf{G}_{0}\right]$ is controlled by the hyperparameter $\delta$ defined by Eq. (15).
(3) the random matrix $[\mathbf{A}]^{1 / 2}$ is the square root of a random matrix $[\mathbf{A}]$ with values in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \subset \mathbb{M}_{n}^{+}(\mathbb{R})$, which models the statistical fluctuations in the given symmetry class, and which is statistically independent of random matrix $\left[\mathbf{G}_{0}\right]$. The mean value of random matrix $[\mathbf{A}]$ is the matrix $[\underline{A}]$ defined by Eq. (133),

$$
\begin{equation*}
E\{[\mathbf{A}]\}=[\underline{A}] \in \mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \subset \mathbb{M}_{n}^{+}(\mathbb{R}) \tag{138}
\end{equation*}
$$

The level of the statistical fluctuations of $[\mathbf{A}]$ is controlled by the coefficient of variation $\delta_{A}$ defined by

$$
\begin{equation*}
\delta_{A}=\left\{\frac{E\left\{\|\mathbf{A}-\underline{A}\|_{F}^{2}\right\}}{\|\underline{A}\|_{F}^{2}}\right\}^{1 / 2} \tag{139}
\end{equation*}
$$

Taking into account the statistical independence of $\mathbf{A}$ and $\mathbf{G}_{0}$, and taking the mathematical expectation of the two members of Eq. (137), yield Eq. (134).

Remarks concerning the control of the statistical fluctuations and the limit cases.
(i) For a given symmetry class with $N<21$, if the level of anisotropic statistical fluctuations goes to zero, that is to say, if $\delta \rightarrow 0$ what implies that $\left[\mathbf{G}_{0}\right]$ goes to $\left[I_{n}\right]$ (in probability distribution), and implies that $[\underline{A}]$ goes to $[\underline{C}]$ and thus $[\underline{S}]$ goes to $\left[I_{n}\right]$, then Eq. (137) shows that $[\mathbf{C}]$ goes to $[\mathbf{A}]$ (in probability distribution), which is a random matrix with values in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$.
(2) If the given symmetry class is anisotropic $(N=21)$ and $\delta_{A} \rightarrow 0$, then $[\underline{A}]$ goes to the mean matrix $[\underline{C}],[\underline{S}]$ goes to $\left[I_{n}\right]$, and $[\mathbf{A}]$ goes to $[\underline{A}]$ that goes to $[\underline{C}]$ (in probability distribution). Then $[\mathbf{C}]$ goes to $[\underline{C}]^{1 / 2}\left[\mathbf{G}_{0}\right][\underline{C}]^{1 / 2}$, which is the full anisotropic nonparametric stochastic modeling of $[\mathbf{C}]$.

### 12.5. Construction of $[\boldsymbol{A}]$ Using the MaxEnt Principle

In this section, random matrix $[\mathbf{A}]$ that allows for describing the statistical fluctuations in the class of symmetry $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ with $N<21$, is constructed using the MaxEnt principle, and in particular, using all the results and notations introduced in Section: "MaxEnt as a Numerical Tool for Constructing Ensembles of Random Matrices".

## Defining the available information.

Let $p_{[\mathbf{A}]}$ be the unknown pdf of random matrix $[\mathbf{A}]$, with respect to volume element $d^{S} A$ on $\mathbb{M}_{n}^{S}(\mathbb{R})$ (see Eq. (1)), with values in the given symmetry class $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \subset \mathbb{M}_{n}^{+}(\mathbb{R}) \subset \mathbb{M}_{n}^{S}(\mathbb{R})$ with $N<21$. The support, supp $p_{[\mathbf{A}]}$ is the subset $\mathbb{S}_{n}=\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$, and the normalization condition is given by Eq. (74). The available information is defined by

$$
\begin{equation*}
E[\mathbf{A}]=[\underline{A}] \quad, \quad E\{\log (\operatorname{det}[\mathbf{A}])\}=c_{A},\left|c_{A}\right|<+\infty, \tag{140}
\end{equation*}
$$

in which $[\underline{A}]$ is the matrix in $\mathbb{S}_{n}$, defined by Eq. (133), and where the second available information is introduced in order that pdf $[A] \mapsto p_{[\mathbf{A}]}([A])$ decreases towards zero when $\|A\|_{F}$ goes to zero. The constant $c_{A}$ that has no physical meaning is reexpressed as a function of the hyperparameter $\delta_{A}$ defined by Eq. (139). This available information defines the vector $\mathbf{f}=\left(f_{1}, \ldots, f_{\mu}\right)$ in $\mathbb{R}^{\mu}$ with $\mu=n(n+1) / 2+1$, and defines the mapping $[A] \mapsto \mathcal{G}([A])=\left(\mathcal{G}_{1}([A]), \ldots, \mathcal{G}_{\mu}([A])\right)$ from $\mathbb{S}_{n}$ into $\mathbb{R}^{\mu}$, such that (see Eq. (75)),

$$
\begin{equation*}
E\{\mathcal{G}([\mathbf{A}])\}=\mathbf{f} . \tag{141}
\end{equation*}
$$

## Defining the parameterization.

The objective is to construct the parameterization of ensemble $\mathbb{S}_{n}=\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$, such that any matrix $[A]$ in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ is written (see Eq. (76)) as

$$
\begin{equation*}
[A]=[\mathcal{A}(\mathbf{y})], \tag{142}
\end{equation*}
$$

in which $\mathbf{y}=\left(y_{1}, \ldots, y_{N}\right)$ is a vector in $\mathbb{R}^{N}$ and where $\mathbf{y} \mapsto[\mathcal{A}(\mathbf{y})]$ is a given mapping from $\mathbb{R}^{N}$ into $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$. Let $[\underline{A}]^{1 / 2}$ be the square root of matrix $[\underline{A}] \in$
$\mathbb{M}_{n}^{\text {sym }}(\mathbb{R}) \subset \mathbb{M}_{n}^{+}(\mathbb{R})$ that is defined by Eq. (133). Due to Eq. (129), $[\underline{A}]^{1 / 2}$ belongs to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$. Any matrix $[A]$ in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ can then be written as

$$
\begin{equation*}
[A]=[\underline{A}]^{1 / 2}[N][\underline{A}]^{1 / 2}, \tag{143}
\end{equation*}
$$

in which, due to Eq. (129) and due to the invertibility of $[\underline{A}]^{1 / 2},[N]$ is a unique matrix belonging to $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$. Using Eq. (130), matrix $[N]$ as the following representation

$$
\begin{equation*}
[N]=\exp _{\mathbb{M}}([\mathcal{N}(\mathbf{y})]) \quad, \quad[\mathcal{N}(\mathbf{y})]=\sum_{j=1}^{N} y_{j}\left[E_{j}^{\text {sym }}\right] \quad, \quad \mathbf{y}=\left(y_{1}, \ldots, y_{N}\right) \in \mathbb{R}^{N}, \tag{144}
\end{equation*}
$$

Consequently, Eqs. (143) and (144) define the parameterization $[A]=[\mathcal{A}(\mathbf{y})]$.

## Construction of $[\mathbf{A}]$ using the parameterization and generator of realizations.

 The random matrix $[\mathbf{A}]$ with values in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$ is then written$$
\begin{equation*}
[\mathbf{A}]=[\underline{A}]^{1 / 2}[\mathbf{N}][\underline{A}]^{1 / 2}, \tag{145}
\end{equation*}
$$

in which $[\mathbf{N}]$ is the random matrix with values in $\mathbb{M}_{n}^{\text {sym }}(\mathbb{R})$, which is written as

$$
\begin{equation*}
[\mathbf{N}]=\exp _{\mathbb{M}}([\mathcal{N}(\mathbf{Y})]) \quad, \quad[\mathcal{N}(\mathbf{Y})]=\sum_{j=1}^{N} Y_{j}\left[E_{j}^{\text {sym }}\right] \tag{146}
\end{equation*}
$$

in which $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ is the random vector with values in $\mathbb{R}^{N}$ whose pdf $p_{\mathbf{Y}}$ on $\mathbb{R}^{N}$ and the generator of realizations have been detailed in Section: "MaxEnt as a Numerical Tool for Constructing Ensembles of Random Matrices". Since [ $\mathbf{N}$ ] can be written as $[\mathbf{N}]=[\underline{A}]^{-1 / 2}[\mathbf{A}][\underline{A}]^{-1 / 2}$, and since $E[\mathbf{A}]=[\underline{A}]$ (see Eq. (140)), it can be deduced that

$$
\begin{equation*}
E\{[\mathbf{N}]\}=\left[I_{n}\right] . \tag{147}
\end{equation*}
$$

## 13. Nonparametric Stochastic Model of Uncertainties in Computational Linear Structural Dynamics

The nonparametric method for stochastic modeling of uncertainties has been introduced in $[107 ; 108]$ to take into account both the model-parameter uncertainties and the model uncertainties induced by modeling errors in computational linear structural dynamics, without separating the contribution of each one of these two types of uncertainties.

The nonparametric method is presented hereinafter for linear vibrations of fixed linear structures (no rigid body displacement, but only deformation), formulated in the frequency domain, and for which two cases are considered:

- the case of damped linear elastic structures for which the damping and the stiffness matrices of the computational model are independent of the frequency.
- the case of linear viscoelastic structures for which the damping and the stiffness matrices of the computational model depend on the frequency.


### 13.1. Methodology

The methodology of the nonparametric method consists in introducing:
(i) a mean computational model for the linear dynamics of the structure,
(ii) a reduced-order model (ROM) of the mean computational model,
(iii) the nonparametric stochastic modeling of both the model-parameter uncertainties and the model uncertainties induced by modeling errors, consisting in modeling the mass, damping, and stiffness matrices of the ROM by random matrices,
(iv) a prior probability model of the random matrices based on the use of the fundamental ensembles of random matrices introduced previously,
(v) an estimation of the hyperparameters of the prior probability model of uncertainties if some experimental data are available.

The extension to the case of vibrations of free linear structures (presence of rigid body displacements and of elastic deformations) is straightforward, because it is sufficient to construct the ROM (which is then devoted only to the prediction of the structural deformations) in projecting the response on the elastic structural modes (without including the rigid body modes) [90].

### 13.2. Mean Computational Model in Linear Structural Dynamics

The dynamical system is a damped fixed elastic structure for which the vibrations are studied around a static equilibrium configuration considered as a natural state without prestresses, and which is subjected to an external load. For given nominal values of the parameters of the dynamical system, the finite element model [129] is called the mean computational model, which is written, in the time domain, as

$$
\begin{equation*}
[\mathbb{M}] \ddot{\boldsymbol{z}}(t)+[\mathbb{D}] \dot{\mathrm{x}}(t)+[\mathbb{K}] \mathfrak{x}(t)=\mathbb{F}(t), \tag{148}
\end{equation*}
$$

in which $火(t)$ is the vector of the $m$ degrees of freedom (DOF) (displacements and/or rotations); $\dot{<}(t)$ and $\ddot{x}(t)$ are the velocity and acceleration vectors; $\mathbb{F}(t)$ is the
external load vector of the $m$ inputs（forces and／or moments）；$[\mathbb{M}]$ ，$[\mathbb{D}]$ ，and $[\mathbb{K}]$ are the mass，damping，and stiffness matrices of the mean computational model， which belong to $\mathbb{M}_{m}^{+}(\mathbb{R})$ ．
－The solution $\{\mathfrak{k}(t), t>0\}$ of the time evolution problem is constructed in solving Eq．（148）for $t>0$ with the initial conditions $火(0)=x_{0}$ and $\dot{\kappa}(0)=\nabla_{0}$ ．
－The forced response $\{\mathfrak{x}(t), t \in \mathbb{R}\}$ is such that，for all $t$ fixed in $\mathbb{R}, \mathfrak{x}(t)$ verifies Eq．（148），and its Fourier transform $\left.\widehat{\mathbb{k}}(\omega)=\int_{\mathbb{R}} e^{-i \omega t} 火 火 \not x\right) d t$ is such that， for all $\omega$ in $\mathbb{R}$ ，

$$
\begin{equation*}
\left(-\omega^{2}[\mathbb{M}]+i \omega[\mathbb{D}]+[\mathbb{K}]\right) \widehat{\mathcal{x}}(\omega)=\widehat{\mathfrak{F}}(\omega), \tag{149}
\end{equation*}
$$

in which $\widehat{\mathbb{E}}$ is the Fourier transform of $\mathbb{G}$ ．As $[\mathbb{M}]$ ，$[\mathbb{D}]$ ，and $[\mathbb{K}]$ are positive－ definite matrices，the $\mathbb{M}_{m}(\mathbb{C})$－valued frequency response function $\omega \mapsto[\widehat{h}(\omega)]=$ $\left(-\omega^{2}[\mathbb{M}]+i \omega[\mathbb{D}]+[\mathbb{K}]\right)^{-1}$ is a bounded function on $\mathbb{R}$ ．From a point of view of the nonparametric stochastic modeling of uncertainties，it is equivalent of present－ ing the time evolution problem or the forced response problem expressed in the frequency domain．Nevertheless，for such a linear system，the analysis is mainly carried out in the frequency domain．In order to limit the developments，the forced response problem expressed in the frequency domain is presented．

## 13．3．Reduced－Order Model（ROM）of the Mean Computational Model

The ROM of the mean computational model is constructed for analyzing the response of the structure over a frequency band $\mathcal{B}$（bounded symmetric interval of pulsations in rad／s）such that

$$
\begin{equation*}
\mathcal{B}=\left[-\omega_{\max },-\omega_{\min }\right] \cup\left[\omega_{\min }, \omega_{\max }\right] \quad, \quad 0 \leq \omega_{\min }<\omega_{\max }<+\infty \tag{150}
\end{equation*}
$$

and is obtained in using the method of modal superposition（or modal analysis）［8； 88］．The generalized eigenvalue problem associated with the mass and stiffness matrices of the mean computational model is written as

$$
\begin{equation*}
[\mathbb{K}] \boldsymbol{\phi}=\lambda[\mathbb{M}] \boldsymbol{\phi}, \tag{151}
\end{equation*}
$$

for which the eigenvalues $0<\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{m}$ and the associated elastic structural modes $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{m}\right\}$ are such that

$$
\begin{align*}
&<[\mathbb{M}] \boldsymbol{\phi}_{\alpha}, \boldsymbol{\phi}_{\beta}>=\mu_{\alpha} \delta_{\alpha \beta},  \tag{152}\\
&<[\mathbb{K}] \boldsymbol{\phi}_{\alpha}, \boldsymbol{\phi}_{\beta}>=\mu_{\alpha} \omega_{\alpha}^{2} \delta_{\alpha \beta}, \tag{153}
\end{align*}
$$

in which $\omega_{\alpha}=\sqrt{\lambda_{\alpha}}$ is the eigenfrequency of elastic structural mode $\phi_{\alpha}$ whose normalization is defined by the generalized mass $\mu_{\alpha}$ ．Let $\mathbb{H}_{n}$ be the subspace of
$\mathbb{R}^{m}$ spanned by $\left\{\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{n}\right\}$ with $n \ll m$ and let $\mathbb{H}_{n}^{c}$ be its complexified (i.e. $\left.\mathbb{H}_{n}^{c}=\mathbb{H}_{n}+i \mathbb{H}_{n}\right)$. Let $[\Phi]$ be the $(m \times n)$ real matrix whose columns are vectors $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$. The ROM of the mean computational model is obtained as the projection $\mathbf{x}^{n}(\omega)$ of $\widehat{x}(\omega)$ on $\mathbb{H}_{n}^{c}$, which is written as $\mathbf{x}^{n}(\omega)=[\Phi] \mathbf{q}(\omega)$ in which $\mathbf{q}(\omega)$ is the vector in $\mathbb{C}^{n}$ of the generalized coordinates, and is written, for all $\omega$ in $\mathcal{B}$, as

$$
\begin{gather*}
\mathbf{x}^{n}(\omega)=[\Phi] \mathbf{q}(\omega)  \tag{154}\\
\left(-\omega^{2}[M]+i \omega[D]+[K]\right) \mathbf{q}(\omega)=\mathbf{f}(\omega), \tag{155}
\end{gather*}
$$

in which $[M],[D]$, and $[K]$ (generalized mass, damping, and stiffness matrices) belong to $\mathbb{M}_{n}^{+}(\mathbb{R})$, and are such that

$$
\begin{equation*}
[M]_{\alpha \beta}=\mu_{\alpha} \delta_{\alpha \beta} \quad, \quad[D]_{\alpha \beta}=<[\mathbb{D}] \boldsymbol{\phi}_{\beta}, \boldsymbol{\phi}_{\alpha}>\quad, \quad[K]_{\alpha \beta}=\mu_{\alpha} \omega_{\alpha}^{2} \delta_{\alpha \beta} \tag{156}
\end{equation*}
$$

In general, $[D]$ is a full matrix. The generalized force $\mathbf{f}(\omega)$ is a $\mathbb{C}^{n}$-vector such that $\mathbf{f}(\omega)=[\Phi]^{T} \widehat{\mathbb{E}}(\omega)$ in which $\widehat{\mathbb{F}}$ is the Fourier transform of $\mathbb{C}$, which is assumed to be a bounded function on $\mathbb{R}$.

## Convergence of the ROM with respect to $n$ over frequency band of analysis

 $\mathcal{B}$.For the given frequency band of analysis $\mathcal{B}$, and for a fixed value of the relative error $\varepsilon_{0}$ with $0<\varepsilon_{0} \ll 1$, let $n_{0}$ (depending on $\varepsilon_{0}$ ) be the smallest value of $n$ such that $1 \leq n_{0}<m$, for which, for all $\omega$ in $\mathcal{B}$, the convergence of the ROM (with respect to dimension $n$ ) is reached with relative error $\varepsilon_{0}$ (if $n_{0}$ was equal to $m$, then $\varepsilon$ would be equal to 0 ). The value of $n_{0}$ is such that,

$$
\begin{equation*}
\forall n \geq n_{0} \quad, \quad \int_{\mathcal{B}}\left\|[\widehat{h}(\omega)]-\left[\widehat{\mathfrak{h}}^{n}(\omega)\right]\right\|_{F}^{2} d \omega \leq \varepsilon_{0} \int_{\mathcal{B}}\|[\widehat{\mathfrak{h}}(\omega)]\|_{F}^{2} d \omega, \tag{157}
\end{equation*}
$$

in which $\left[\widehat{h}^{n}(\omega)\right]=[\Phi]\left(-\omega^{2}[M]+i \omega[D]+[K]\right)^{-1}[\Phi]^{T}$. In practice, for large computational model, Eq. (157) is replaced by a convergence analysis of $\mathbf{x}^{n}$ to $\mathbf{x}$ on $\mathcal{B}$ for a given subset of generalized forces $\mathbf{f}$.

### 13.4. Nonparametric stochastic model of both the model-parameter uncertainties and the model uncertainties (modeling errors)

For the given frequency band of analysis $\mathcal{B}$, and for $n$ fixed to the value $n_{0}$ such that Eq. (157) is verified, the nonparametric stochastic model of uncertainties consists in replacing in Eq. (155), the deterministic matrices $[M],[D]$ and $[K]$ by random matrices $[\mathbf{M}],[\mathbf{D}]$, and $[\mathbf{K}]$ defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$,
with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$. The deterministic ROM defined by Eqs. (154) and (155), is then replaced by the following stochastic ROM,

$$
\begin{gather*}
\mathbf{X}^{n}(\omega)=[\Phi] \mathbf{Q}(\omega),  \tag{158}\\
\left(-\omega^{2}[\mathbf{M}]+i \omega[\mathbf{D}]+[\mathbf{K}]\right) \mathbf{Q}(\omega)=\mathbf{f}(\omega), \tag{159}
\end{gather*}
$$

in which, for all $\omega$ in $\mathcal{B}, \mathbf{X}^{n}(\omega)$ and $\mathbf{Q}(\omega)$ are $\mathbb{C}^{m}$ - and $\mathbb{C}^{n}$-valued random vectors defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$.

Available information for constructing a prior probability model of $[\mathbf{M}],[\mathbf{D}]$, and $[K]$.
The available information for constructing the prior probability model of random matrices $[\mathbf{M}],[\mathbf{D}]$, and $[\mathbf{K}]$ using the MaxEnt principle are the following.
(i) Random matrices $[\mathbf{M}],[\mathbf{D}]$, and $[\mathbf{K}]$ are with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$.
(ii) The mean values of these random matrices are chosen as the corresponding matrices in the ROM of the mean computational model,

$$
\begin{equation*}
E\{[\mathbf{M}]\}=[M], E\{[\mathbf{D}]\}=[D], E\{[\mathbf{K}]\}=[K] \tag{160}
\end{equation*}
$$

(iii) The prior probability model of these random matrices must be chosen such that, for all $\omega$ in $\mathcal{B}$, the solution $\mathbf{Q}(\omega)$ of Eq. (159), is a second-order $\mathbb{C}^{n}$-valued random variable, that is to say, such that

$$
\begin{equation*}
E\left\{\left\|\left(-\omega^{2}[\mathbf{M}]+i \omega[\mathbf{D}]+[\mathbf{K}]\right)^{-1}\right\|_{F}^{2}\right\}<+\infty \quad, \quad \forall \omega \in \mathcal{B} . \tag{161}
\end{equation*}
$$

Prior probability model of $[M],[D]$, and $[K]$, hyperparameters, and generator of realizations.
The joint pdf of random matrices $[\mathbf{M}],[\mathbf{D}]$, and $[\mathbf{K}]$ is constructed using the MaxEnt principle under the constraints defined by the available information described before. Taking into account such an available information, it is proved [108] that these three random matrices are statistically independent. Taking into account Eqs. (52), (55), (160), and (161), each random matrix $[\mathbf{M}]$, $[\mathbf{D}]$, and $[\mathbf{K}]$ is then chosen in ensemble $\mathrm{SE}_{\varepsilon}^{+}$of the positive-definite random matrices with a given mean value and an arbitrary positive-definite lower bound. The level of uncertainties, for each type of forces (mass, damping, and stiffness) is controlled by the three hyperparameters $\delta_{M}, \delta_{D}$, and $\delta_{K}$ of the pdf of random matrices $[\mathbf{M}],[\mathbf{D}]$, and $[\mathbf{K}]$, which are defined by Eq. (56). The generator of realizations for ensemble $\mathrm{SE}_{\varepsilon}^{+}$has explicitly been described.

### 13.5. Case of Linear Viscoelastic Structures

The dynamical system is a fixed viscoelastic structure for which the vibrations are studied around a static equilibrium configuration considered as a natural state without prestresses, and which is subjected to an external load. Consequently, in the frequency domain, the damping and stiffness matrices depend on frequency $\omega$, instead of to be independent of the frequency as in the previous analyzed case. Consequently, two aspects must be addressed. The first one is relative to the choice of the basis for constructing the ROM, and the second one is the nonparametric stochastic modeling of the frequency dependent damping and stiffness matrices which are related by a Hilbert transform; we then use for such a nonparametric stochastic modeling, ensemble $\mathrm{SE}^{\mathrm{HT}}$ of a pair of positive-definite matrixvalued random functions related to a Hilbert transform.

## Mean computational model, ROM, and convergence

In such a case, the mean computational model defined by Eq. (149) is replaced by the following one,

$$
\begin{equation*}
\left(-\omega^{2}[\mathbb{M}]+i \omega[\mathbb{D}(\omega)]+[\mathbb{K}(\omega)]\right) \widehat{\mathfrak{x}}(\omega)=\widehat{\mathfrak{G}}(\omega), \tag{162}
\end{equation*}
$$

For constructing the ROM, the projection basis is chosen as previously in taking the stiffness matrix at zero frequency. The generalized eigenvalue problem, defined by Eq. (151), is then rewritten as $[\mathbb{K}(0)] \boldsymbol{\phi}=\lambda[\mathbb{M}] \boldsymbol{\phi}$. With such a choice of a basis, Eqs. (154) to (156) that defined the ROM for all $\omega$ belonging to the frequency band of analysis $\mathcal{B}$, are replaced by,

$$
\begin{gather*}
\mathbf{x}^{n}(\omega)=[\Phi] \mathbf{q}(\omega),  \tag{163}\\
\left(-\omega^{2}[M]+i \omega[D(\omega)]+[K(\omega)]\right) \mathbf{q}(\omega)=\mathbf{f}(\omega), \tag{164}
\end{gather*}
$$

in which $[M],[D(\omega)]$, and $[K(\omega)]$ belong to $\mathbb{M}_{n}^{+}(\mathbb{R})$, and are such that

$$
\begin{equation*}
[M]_{\alpha \beta}=\mu_{\alpha} \delta_{\alpha \beta},[D(\omega)]_{\alpha \beta}=<[\mathbb{D}(\omega)] \boldsymbol{\phi}_{\beta}, \boldsymbol{\phi}_{\alpha}>,[K(\omega)]_{\alpha \beta}=<[\mathbb{K}(\omega)] \boldsymbol{\phi}_{\beta}, \boldsymbol{\phi}_{\alpha}>. \tag{165}
\end{equation*}
$$

The matrices $[D(\omega)]$ and $[K(\omega)]$ are full matrices belonging to $\mathbb{M}_{n}^{+}(\mathbb{R})$, which verify (see $[90]$ ) all the mathematical properties introduced in the construction of ensemble $\mathrm{SE}^{\mathrm{HT}}$, and in particular, verify Eqs. (65) to (68). For $\varepsilon_{0}$ fixed, the value $n_{0}$ of the dimension $n$ of the ROM is such that Eq. (157) holds (equation in which the frequency dependence of the damping and stiffness matrices is introduced).

In practice, for large computational model, this criterion is replaced by a convergence analysis of $\mathbf{x}^{n}$ to $\mathbf{x}$ on $\mathcal{B}$ for a given subset of generalized forces $\mathbf{f}$.

## Nonparametric stochastic model of both the model-parameter uncertainties and the model uncertainties (modeling errors)

For the given frequency band of analysis $\mathcal{B}$, and for $n$ fixed to the value $n_{0}$, the nonparametric stochastic model of uncertainties consists in replacing in Eq. (164), the deterministic matrices $[M],[D(\omega)]$ and $[K(\omega)]$ by random matrices $[\mathbf{M}],[\mathbf{D}(\omega)]$, and $[\mathbf{K}(\omega)]$ defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$. The deterministic ROM defined by Eqs. (163) and (164), is then replaced by the following stochastic ROM,

$$
\begin{gather*}
\mathbf{X}^{n}(\omega)=[\Phi] \mathbf{Q}(\omega)  \tag{166}\\
\left(-\omega^{2}[\mathbf{M}]+i \omega[\mathbf{D}(\omega)]+[\mathbf{K}(\omega)]\right) \mathbf{Q}(\omega)=\mathbf{f}(\omega), \tag{167}
\end{gather*}
$$

in which, for all $\omega$ in $\mathcal{B}, \mathbf{X}^{n}(\omega)$ and $\mathbf{Q}(\omega)$ are $\mathbb{C}^{m}$ - and $\mathbb{C}^{n}$-valued random vectors defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$.

Available information for constructing a prior probability model of $[\mathbf{M}],[\mathbf{D}(\omega)]$, and $[K(\omega)]$.
The available information for constructing the prior probability model of random matrices $[\mathbf{M}],[\mathbf{D}(\omega)]$, and $[\mathbf{K}(\omega)]$ using the MaxEnt principle are, for all $\omega$ in $\mathcal{B}$ :
(i) Random matrices $[\mathbf{M}],[\mathbf{D}(\omega)]$, and $[\mathbf{K}(\omega)]$ are with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$.
(ii) The mean values of these random matrices are chosen as the corresponding matrices in the ROM of the mean computational model,

$$
\begin{equation*}
E\{[\mathbf{M}]\}=[M], E\{[\mathbf{D}(\omega)]\}=[D(\omega)], E\{[\mathbf{K}(\omega)]\}=[K(\omega)] . \tag{168}
\end{equation*}
$$

(iii) The random matrices $[\mathbf{D}(\omega)]$ and $[\mathbf{K}(\omega)]$ are such that

$$
\begin{equation*}
[\mathbf{D}(-\omega)]=[\mathbf{D}(\omega)],[\mathbf{K}(-\omega)]=[\mathbf{K}(\omega)] . \tag{169}
\end{equation*}
$$

(iv) The prior probability model of these random matrices must be chosen for that, for all $\omega$ in $\mathcal{B}$, the solution $\mathbf{Q}(\omega)$ of Eq. (167), is a second-order $\mathbb{C}^{n}$-valued random variable, that is to say, for that

$$
\begin{equation*}
E\left\{\left\|\left(-\omega^{2}[\mathbf{M}]+i \omega[\mathbf{D}(\omega)]+[\mathbf{K}(\omega)]\right)^{-1}\right\|_{F}^{2}\right\}<+\infty \quad, \quad \forall \omega \in \mathcal{B} . \tag{170}
\end{equation*}
$$

(v) The algebraic dependence between $[\mathbf{D}(\omega)]$ and $[\mathbf{K}(\omega)]$ induced by the causality must be preserved, which means that random matrix $[\mathbf{K}(\omega)]$ is given by Eq. (72) as
a function of random matrix $[\mathbf{K}(0)]$ and the family of random matrices $\{[\mathbf{D}(\omega)], \omega \geq$ $0\}$,

$$
\begin{equation*}
[\mathbf{K}(\omega)]=[\mathbf{K}(0)]+\frac{2 \omega^{2}}{\pi} \text { p.v } \int_{0}^{+\infty} \frac{1}{\omega^{2}-\omega^{\prime 2}}\left[\mathbf{D}\left(\omega^{\prime}\right)\right] d \omega^{\prime} \quad, \quad \forall \omega \geq 0 \tag{171}
\end{equation*}
$$

Prior probability model of $[\mathbf{M}],[\mathrm{D}(\omega)]$, and $[\mathrm{K}(0)]$, hyperparameters, and generator of realizations.
Taking into account the available information, the use of the MaxEnt principle yields that random matrices $[\mathbf{M}],\{[\mathbf{D}(\omega)], \omega \geq 0\}$, and $[\mathbf{K}(0)]$ are statistically independent.

- As previously, random matrix $[\mathbf{M}]$ is chosen in ensemble $\mathrm{SE}_{\varepsilon}^{+}$of the positivedefinite random matrices with a given mean value and an arbitrary positive-definite lower bound. The pdf is explicitly defined and depends on the hyperparameter $\delta_{M}$ defined by Eq. (56). The generator of realizations is the generator of the ensemble $\mathrm{SE}_{\varepsilon}^{+}$, which was explicitly defined.
- For all fixed $\omega$, random matrices $[\mathbf{D}(\omega)]$ and $[\mathbf{K}(0)]$ that are statistically independent are constructed as explained in the section devoted to ensemble $\mathrm{SE}^{\mathrm{HT}}$. The levels of uncertainties of random matrices $[\mathbf{D}(\omega)]$ and $[\mathbf{K}(0)]$ are controlled by the two frequency-independent hyperparameters $\delta_{D}$ and $\delta_{K}$ introduced in paragraphs (i) and (ii) located after Eq. (70). The generator of realizations is directly deduced from the generator of realizations of fundamental ensemble $\mathrm{SG}_{\varepsilon}^{+}$, which was explicitly defined.
- With such a nonparametric stochastic modeling, the level of uncertainties is controlled by hyperparameters $\delta_{M}, \delta_{D}$, and $\delta_{K}$, and the generators of realizations of random matrices $[\mathbf{M}],[\mathbf{D}(\omega)]$, and $[\mathbf{K}(0)]$ are explicitly described.


### 13.6. Estimation of the Hyperparameters of the Nonparametric Stochastic Model of Uncertainties

For the nonparametric stochastic model of uncertainties in computational linear structural dynamics, dimension $n$ of the ROM is fixed to the value $n_{0}$ for which the response of the ROM of the mean computational model is converged with respect to $n$. The prior probability model of uncertainties then depends on the vector-valued hyperparameter $\boldsymbol{\delta}_{\text {npar }}=\left(\delta_{M}, \delta_{D}, \delta_{K}\right)$ belonging to an admissible set $\mathcal{C}_{\text {npar }}$.

- If no experimental data are available, then $\boldsymbol{\delta}_{\text {npar }}$ must be considered as a vector-valued parameter for performing a sensitivity analysis of the stochastic solution with respect to the level of uncertainties. Such a nonparametric stochastic
model of both the model-parameter uncertainties and the model uncertainties then allows the robustness of the solution to be analyzed as a function of the level of uncertainties which is controlled by $\delta_{\text {npar }}$.
- If experimental data are available, an estimation of $\delta_{\text {npar }}$ can be carried out, for instance, using a least square method or the maximum likelihood method $[103 ; 118 ; 124]$. Let $\mathbf{W}$ be the random real vector which is observed, which is independent of $\omega$, but which depends on $\left\{\mathbf{X}^{n}(\omega), \omega \in \mathcal{B}\right\}$ where $\mathbf{X}^{n}(\omega)$ is the second-order random complex vector given by Eq. (158) or (166). For all $\delta_{\text {npar }}$ in $\mathcal{C}_{\text {npar }}$, the probability density function of $\mathbf{W}$ is denoted as $\mathbf{w} \mapsto p_{\mathbf{W}}\left(\mathbf{w} ; \boldsymbol{\delta}_{\text {npar }}\right)$. Using the maximum likelihood method, the optimal value $\boldsymbol{\delta}_{\text {npar }}^{\text {opt }}$ of $\boldsymbol{\delta}_{\text {npar }}$ is estimated by maximizing the logarithm of the likelihood function,

$$
\begin{equation*}
\boldsymbol{\delta}_{\text {npar }}^{\text {opt }}=\arg \max _{\boldsymbol{\delta}_{\text {npar }} \in \mathcal{C}_{\text {npar }}} \sum_{\ell=1}^{\nu_{\text {exp }}} \log p_{\mathbf{W}}\left(\mathbf{w}_{\ell}^{\text {exp }} ; \boldsymbol{\delta}_{\text {npar }}\right) . \tag{172}
\end{equation*}
$$

in which $\mathbf{w}_{1}^{\exp }, \ldots, \mathbf{w}_{\nu_{\text {exp }}}^{\text {exp }}$ are $\nu_{\text {exp }}$ independent experimental data corresponding to $\mathbf{W}$.

## 14. Parametric-Nonparametric Uncertainties in Computational Nonlinear Structural Dynamics

The last two presented sections have been devoted to the nonparametric stochastic model of both the model-parameter uncertainties and the model uncertainties induced by the modeling errors, without separating the contribution of each one of these two types of uncertainties. Sometimes, there is an interest of separating the uncertainties for a small number of model parameters that exhibit an important sensitivity on the responses, from uncertainties induced by the model uncertainties and the uncertainties on other model parameters.

Such an objective requires to use a parametric-nonparametric stochastic model of uncertainties, also called the generalized probabilistic approach of uncertainties in computational structural dynamics, which has been introduced in [114].

As the nonparametric stochastic model of uncertainties has been presented in the previous sections for linear dynamical systems formulated in the frequency domain, in the present section, the parametric-nonparametric stochastic model of uncertainties is presented in computational nonlinear structural dynamics formulated in the time domain.

### 14.1. Mean Nonlinear Computational Model in Structural Dynamics

The dynamical system is a damped fixed structure for which the nonlinear vibrations are studied in the time domain around a static equilibrium configuration
considered as a natural state without prestresses，and subjected to an external load． For given nominal values of the model parameters of the dynamical system，the basic finite element model is called the mean nonlinear computational model．In addition，it is assumed that a set of model parameters has been identified as sen－ sitive parameters that are uncertain．These uncertain model parameters are the components of a vector $\widetilde{\mathbf{y}}$ belonging to an admissible set $\mathcal{C}_{\text {par }}$ which is a subset of $\mathbb{R}^{N}$ ．It is assumed that a parameterization is constructed such that $\widetilde{\mathbf{y}}=\mathcal{Y}(\mathbf{y})$ in which $\mathbf{y} \mapsto \mathcal{Y}(\mathbf{y})$ is a given and known function from $\mathcal{C}_{\text {par }}$ into $\mathbb{R}^{N}$ ．For instance，if the component $\widetilde{y}_{j}$ of $\widetilde{\mathbf{y}}$ must belong to $\left[0,+\infty\left[\right.\right.$ ，then $\widetilde{y}_{j}$ could be defined as $\exp \left(y_{j}\right)$ with $y_{j} \in \mathbb{R}$ ，which yields $\mathcal{Y}_{j}(\mathbf{y})=\exp \left(y_{j}\right)$ ．Hereinafter，it is then assumed that the uncertain model parameters is represented by vector $\mathbf{y}=\left(y_{1}, \ldots, y_{N}\right)$ belong－ ing to $\mathbb{R}^{N}$ ．The nonlinear mean computational model，depending on uncertain model parameter $\mathbf{y}$ ，is written as，

$$
\begin{equation*}
\left.[\mathbb{M}(\mathbf{y})] \ddot{\varkappa}(t)+[\mathbb{D}(\mathbf{y})] \dot{\aleph}(t)+[\mathbb{K}(\mathbf{y})] \propto x(t)+\mathbb{C}_{\mathrm{NL}}(火)(t), \dot{\aleph}(t) ; \mathbf{y}\right)=\mathbb{f}(t ; \mathbf{y}), \tag{173}
\end{equation*}
$$

in which $火(t)$ is the unknown time response vector of the $m$ degrees of freedom （DOF）（displacements and／or rotations）；$\dot{\mathrm{x}}(t)$ and $\ddot{x}(t)$ are the velocity and acceler－ ation vectors respectively； $\mathbb{f}(t ; \mathbf{y})$ is the known external load vector of the $m$ inputs （forces and／or moments）；$[\mathbb{M}(\mathbf{y})],[\mathbb{D}(\mathbf{y})]$ ，and $[\mathbb{K}(\mathbf{y})]$ are the mass，damping and stiffness matrices of the linear part of the mean nonlinear computational model， which belong to $\mathbb{M}_{m}^{+}(\mathbb{R}) ;(\mathbb{x}(t), \dot{\aleph}(t)) \mapsto \mathbb{C}_{\mathrm{NL}}(\mathbb{x}(t), \dot{\aleph}(t) ; \mathbf{y})$ is the nonlinear mapping that models the local nonlinear forces（such as nonlinear elastic barriers）．

We are interested in the time evolution problem defined by Eq．（173）for $t>0$ with the initial conditions $火(0)=x_{0}$ and $\dot{\kappa}(0)=v_{0}$ ．

## 14．2．Reduced－Order Model（ROM）of the Mean Nonlinear Computational Model

For all $\mathbf{y}$ fixed in $\mathbb{R}^{N}$ ，let $\left\{\phi_{1}(\mathbf{y}), \ldots, \phi_{m}(\mathbf{y})\right\}$ be an algebraic basis of $\mathbb{R}^{m}$ constructed，for instance，either using the elastic structural modes of the linearized system，either using the elastic structural modes of the underlying linear system， or using the POD（Proper Orthogonal Decomposition）modes of the nonlinear system）．Hereinafter，it is assumed that the elastic structural modes of the un－ derlying linear system are used for constructing the ROM of the mean nonlinear computational model（such a choice is not intrusive with respect to a black－box software，but in counterpart，requires a large parallel computation induced by all the sampling values of $\mathbf{y}$ ，which are considered by the stochastic solver．

For each value of $\mathbf{y}$ given in $\mathbb{R}^{N}$ ，the generalized eigenvalue problem associ－ ated with the mean mass and stiffness matrices is written as

$$
\begin{equation*}
[\mathbb{K}(\mathbf{y})] \phi(\mathbf{y})=\lambda(\mathbf{y})[\mathbb{M}(\mathbf{y})] \boldsymbol{\phi}(\mathbf{y}) \tag{174}
\end{equation*}
$$

for which the eigenvalues $0<\lambda_{1}(\mathbf{y}) \leq \lambda_{2}(\mathbf{y}) \leq \ldots \leq \lambda_{m}(\mathbf{y})$ and the associated elastic structural modes $\left\{\boldsymbol{\phi}_{1}(\mathbf{y}), \boldsymbol{\phi}_{2}(\mathbf{y}), \ldots, \boldsymbol{\phi}_{m}(\mathbf{y})\right\}$ are such that

$$
\begin{align*}
&< {[\mathbb{M}(\mathbf{y})] \boldsymbol{\phi}_{\alpha}(\mathbf{y}), \boldsymbol{\phi}_{\beta}(\mathbf{y})>=\mu_{\alpha}(\mathbf{y}) \delta_{\alpha \beta}, }  \tag{175}\\
&<[\mathbb{K}(\mathbf{y})] \boldsymbol{\phi}_{\alpha}(\mathbf{y}), \boldsymbol{\phi}_{\beta}(\mathbf{y})>=\mu_{\alpha}(\mathbf{y}) \omega_{\alpha}(\mathbf{y})^{2} \delta_{\alpha \beta}, \tag{176}
\end{align*}
$$

in which $\omega_{\alpha}(\mathbf{y})=\sqrt{\lambda_{\alpha}(\mathbf{y})}$ is the eigenfrequency of elastic structural mode $\phi_{\alpha}(\mathbf{y})$ whose normalization is defined by the generalized mass $\mu_{\alpha}(\mathbf{y})$. Let $[\phi(\mathbf{y})]$ be the $(m \times n)$ real matrix whose columns are vectors $\left\{\boldsymbol{\phi}_{1}(\mathbf{y}), \ldots, \boldsymbol{\phi}_{n}(\mathbf{y})\right\}$. For $\mathbf{y}$ fixed in $\mathbb{R}^{N}$ and for all fixed $t>0$, the ROM is obtained as the projection $\mathbf{x}^{n}(t)$ of $火(t)$ on the subspace of $\mathbb{R}^{m}$ spanned by $\left\{\phi_{1}(\mathbf{y}), \ldots, \phi_{n}(\mathbf{y})\right\}$ with $n \ll m$, which is written as $\mathbf{x}^{n}(t)=[\phi(\mathbf{y})] \mathbf{q}(t)$ in which $\mathbf{q}(t)$ is the vector in $\mathbb{R}^{n}$ of the generalized coordinates, and is written, for all $t>0$, as

$$
\begin{gather*}
\mathbf{x}^{n}(t)=[\phi(\mathbf{y})] \mathbf{q}(t)  \tag{177}\\
{[M(\mathbf{y})] \ddot{\mathbf{q}}(t)+[D(\mathbf{y})] \dot{\mathbf{q}}(t)+[K(\mathbf{y})] \mathbf{q}(t)+\mathbf{F}_{\mathrm{NL}}(\mathbf{q}(t), \dot{\mathbf{q}}(t) ; \mathbf{y})=\mathbf{f}(t ; \mathbf{y}),} \tag{178}
\end{gather*}
$$

in which $[M(\mathbf{y})]$, $[D(\mathbf{y})]$, and $[K(\mathbf{y})]$ (generalized mass, damping, and stiffness matrices) belong to $\mathbb{M}_{n}^{+}(\mathbb{R})$, and are such that

$$
\begin{gather*}
{[M(\mathbf{y})]_{\alpha \beta}=\mu_{\alpha}(\mathbf{y}) \delta_{\alpha \beta} \quad, \quad[D(\mathbf{y})]_{\alpha \beta}=<[\mathbb{D}(\mathbf{y})] \boldsymbol{\phi}_{\beta}(\mathbf{y}), \boldsymbol{\phi}_{\alpha}(\mathbf{y})>,}  \tag{179}\\
{[K(\mathbf{y})]_{\alpha \beta}=\mu_{\alpha}(\mathbf{y}) \omega_{\alpha}(\mathbf{y})^{2} \delta_{\alpha \beta} .} \tag{180}
\end{gather*}
$$

In general, $[D(\mathbf{y})]$ is a full matrix. The generalized force $\mathbf{f}(t ; \mathbf{y})$ is a $\mathbb{R}^{n}$-vector such that $\mathbf{f} t ; \mathbf{y})=[\phi(\mathbf{y})]^{T} \mathbb{f}(t ; \mathbf{y})$. The generalized nonlinear force is such that $\mathbf{F}_{\mathrm{NL}}(\mathbf{q}(t), \dot{\mathbf{q}}(t) ; \mathbf{y})=[\phi(\mathbf{y})]^{T} \mathbb{T}_{\mathrm{NL}}([\phi(\mathbf{y})] \mathbf{q}(t),[\phi(\mathbf{y})] \dot{\mathbf{q}}(t) ; \mathbf{y})$.

Convergence of the ROM with respect to $n$. Let $n_{0}$ be the value of $n$, for which, for a given accuracy and for all $\mathbf{y}$ in $\mathbb{R}^{N}$, the response $\mathbf{x}^{n}$ is converged to $火$ for all $n>n_{0}$.

### 14.3. Parametric-Nonparametric Stochastic modeling of Uncertainties

In all this section, the value of $n$ is fixed to the value $n_{0}$ defined hereinbefore.

## Methodology

- The parametric stochastic modeling of uncertainties consists in modeling uncertain model parameter $\mathbf{y}$ by a second-order random variable $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$, defined on the probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in $\mathbb{R}^{N}$. Consequently,
deterministic matrices $[M(\mathbf{y})],[D(\mathbf{y})]$, and $[K(\mathbf{y})]$ defined by Eqs. (179)-(180), become the second-order random matrices, $[M(\mathbf{Y})],[D(\mathbf{Y})]$, and $[K(\mathbf{Y})]$, defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$, with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$. The mean values of these random matrices are the matrices in $\mathbb{M}_{n}^{+}(\mathbb{R})$ such that

$$
\begin{equation*}
[\underline{M}]=E\{[M(\mathbf{Y})]\} \quad, \quad[\underline{D}]=E\{[D(\mathbf{Y})]\} \quad, \quad[\underline{K}]=E\{[K(\mathbf{Y})]\}, \tag{181}
\end{equation*}
$$

- The nonparametric stochastic modeling of uncertainties consists, for all $\mathbf{y}$ fixed in in $\mathbb{R}^{N}$, in modeling matrices $[M(\mathbf{y})],[D(\mathbf{y})]$, and $[K(\mathbf{y})]$ defined by Eqs. (179)-(180), by the second-order random matrices $[\mathbf{M}(\mathbf{y})]=\left\{\theta^{\prime} \mapsto\left[\mathbf{M}\left(\theta^{\prime} ; \mathbf{y}\right)\right]\right\}$, $[\mathbf{D}(\mathbf{y})]=\left\{\theta^{\prime} \mapsto\left[\mathbf{D}\left(\theta^{\prime} ; \mathbf{y}\right)\right]\right\}$, and $[\mathbf{K}(\mathbf{y})]=\left\{\theta^{\prime} \mapsto\left[\mathbf{K}\left(\theta^{\prime} ; \mathbf{x}\right)\right]\right\}$, defined on another probability space $\left(\Theta^{\prime}, \mathcal{T}^{\prime}, \mathcal{P}^{\prime}\right)$ (and thus independent of $\mathbf{Y}$ ), with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$.
- The parametric-nonparametric stochastic modeling of uncertainties consists, in Eq. (178)),
(i) in modeling $[M(\mathbf{y})],[D(\mathbf{y})]$, and $[K(\mathbf{y})]$ by random matrices $[\mathbf{M}(\mathbf{y})],[\mathbf{D}(\mathbf{y})]$, and $[\mathbf{K}(\mathbf{y})]$,
(ii) in modeling uncertain model parameter $\mathbf{y}$ by the $\mathbb{R}^{N}$-valued random variable Y.

Consequently, the statistically dependent random matrices $[\mathbf{M}(\mathbf{Y})]=\left\{\left(\theta, \theta^{\prime}\right) \mapsto\right.$ $\left.\left[\mathbf{M}\left(\theta^{\prime} ; \mathbf{Y}(\theta)\right)\right]\right\},[D(\mathbf{Y})]=\left\{\left(\theta, \theta^{\prime}\right) \mapsto\left[\mathbf{D}\left(\theta^{\prime} ; \mathbf{Y}(\theta)\right)\right]\right\}$ and $[K(\mathbf{Y})]=\left\{\left(\theta, \theta^{\prime}\right) \mapsto\right.$ $\left.\left[\mathbf{K}\left(\theta^{\prime} ; \mathbf{Y}(\theta)\right)\right]\right\}$ are measurable mappings from $\Theta \times \Theta^{\prime}$ into $\mathbb{M}_{n}^{+}(\mathbb{R})$. The deterministic ROM defined by Eqs. (177)-(178), is then replaced by the following stochastic ROM,

$$
\begin{gather*}
\mathbf{X}^{n}(t)=[\phi(\mathbf{Y})] \mathbf{Q}(t)  \tag{182}\\
{[\mathbf{M}(\mathbf{Y})] \ddot{\mathbf{Q}}(t)+[\mathbf{D}(\mathbf{Y})] \dot{\mathbf{Q}}(t)+[\mathbf{K}(\mathbf{Y})] \mathbf{Q}(t)+\mathbf{F}_{\mathrm{NL}}(\mathbf{Q}(t), \dot{\mathbf{Q}}(t) ; \mathbf{Y})=\mathbf{f}(t ; \mathbf{Y}),} \tag{183}
\end{gather*}
$$

in which for all fixed $t, \mathbf{X}^{n}(t)=\left\{\left(\theta, \theta^{\prime}\right) \mapsto \mathbf{X}^{n}\left(\theta, \theta^{\prime} ; t\right)\right\}$ and $\mathbf{Q}(t)=\left\{\left(\theta, \theta^{\prime}\right) \mapsto\right.$ $\left.\mathbf{Q}\left(\theta, \theta^{\prime} ; t\right)\right\}$ are $\mathbb{R}^{m}$ - and $\mathbb{R}^{n}$-valued random vectors defined for $\left(\theta, \theta^{\prime}\right)$ in $\Theta \times \Theta^{\prime}$.

Prior probability model of $Y$, hyperparameters, and generator of realizations The prior pdf $p_{\mathbf{Y}}$ on $\mathbb{R}^{N}$ of random vector $\mathbf{Y}$ is constructed using the MaxEnt principle under the constraints defined by the available information given by Eq. (81), as explained in Section entitled: "MaxEnt for Constructing the pdf of a Random Vector", in which a generator of realizations $\{\mathbf{Y}(\theta), \theta \in \Theta\}$ has been detailed. Such a generator depends on the hyperparameters related to the available information. In general, the hyperparameters are the mean vector $\underline{\mathbf{y}}=E\{\mathbf{Y}\}$ belonging to $\mathbb{R}^{N}$ and a vector-valued hyperparameter $\delta_{\text {par }}$ that belongs to an admissible set $\mathcal{C}_{\text {par }}$, which allows the level of parametric uncertainties to be controlled.

Prior probability model of $[\mathbf{M}(\mathbf{y})],[\mathrm{D}(\mathbf{y})]$, and $[\mathrm{K}(\mathbf{y})]$, hyperparameters, and generator of realizations
Similarly to the construction given in Section entitled: 'Nonparametric Stochastic Model of Uncertainties in Computational Linear Structural Dynamics", for all y fixed in $\mathbb{R}^{N}$, random matrices $[\mathbf{M}(\mathbf{y})],[\mathbf{D}(\mathbf{y})]$, and $[\mathbf{K}(\mathbf{y})]$, are statistically independent and written as

$$
\begin{align*}
{[\mathbf{M}(\mathbf{y})] } & =\left[L_{M}(\mathbf{y})\right]^{T}\left[\mathbf{G}_{M}\right]\left[L_{M}(\mathbf{y})\right],  \tag{184}\\
{[\mathbf{D}(\mathbf{y})] } & =\left[L_{D}(\mathbf{y})\right]^{T}\left[\mathbf{G}_{D}\right]\left[L_{D}(\mathbf{y})\right],  \tag{185}\\
{[\mathbf{K}(\mathbf{y})] } & =\left[L_{K}(\mathbf{y})\right]^{T}\left[\mathbf{G}_{K}\right]\left[L_{K}(\mathbf{y})\right], \tag{186}
\end{align*}
$$

in which, for all $\mathbf{y}$ in $\mathbb{R}^{N},\left[L_{M}(\mathbf{y})\right],\left[L_{D}(\mathbf{y})\right]$, and $\left[L_{K}(\mathbf{y})\right]$ are the upper triangular matrices such that (Cholesky factorization) $[M(\mathbf{y})]=\left[L_{M}(\mathbf{y})\right]^{T}\left[L_{M}(\mathbf{y})\right]$, $[D(\mathbf{y})]=\left[L_{D}(\mathbf{y})\right]^{T}\left[L_{D}(\mathbf{y})\right]$, and $[K(\mathbf{y})]=\left[L_{K}(\mathbf{y})\right]^{T}\left[L_{K}(\mathbf{y})\right]$. In Eqs. (184) to (186), $\left[\mathbf{G}_{M}\right],\left[\mathbf{G}_{D}\right]$, and $\left[\mathbf{G}_{K}\right]$ are independent random matrices defined on probability space $\left(\Theta^{\prime}, \mathcal{T}^{\prime}, \mathcal{P}^{\prime}\right)$, with values in $\mathbb{M}_{n}^{+}(\mathbb{R})$, independent of $\mathbf{y}$, and belonging to fundamental ensemble $\mathrm{SG}_{\varepsilon}^{+}$of random matrices. The level of nonparametric uncertainties is controlled by the coefficients of variation $\delta_{G_{M}}, \delta_{G_{D}}$ and $\delta_{G_{K}}$ defined by Eq. (24), and the vector valued parameter $\delta_{\text {npar }}$ is defined as $\delta_{\text {npar }}=\left(\delta_{M}, \delta_{D}, \delta_{K}\right)$ that belongs to an admissible set $\mathcal{C}_{\text {npar }}$. The generator of realizations $\left\{\left[\mathbf{G}_{M}\left(\theta^{\prime}\right)\right],\left[\mathbf{G}_{D}\left(\theta^{\prime}\right)\right],\left[\mathbf{G}_{K}\left(\theta^{\prime}\right)\right]\right.$ for $\theta^{\prime}$ in $\Theta^{\prime}$, are explicitly described in the section devoted to the construction of ensembles $\mathrm{SG}_{\varepsilon}^{+}$and $\mathrm{SG}_{0}^{+}$.

Mean values of random matrices $[\mathbf{M}(\mathbf{Y})],[\mathbf{D}(\mathbf{Y})],[\mathbf{K}(\mathbf{Z})]$, and hyperparameters of the parametric-nonparametric stochastic model of uncertainties
Taking into account the construction presented hereinbefore, we have

$$
\begin{equation*}
E\{[\mathbf{M}(\mathbf{Y})]\}=[\underline{M}] \quad, \quad, E\{[\mathbf{D}(\mathbf{Y})]\}=[\underline{D}], E\{[\mathbf{K}(\mathbf{Y})]\}=[\underline{K}] \tag{187}
\end{equation*}
$$

in which the matrices $[\underline{M}],[\underline{D}]$ and $[\underline{K}]$ are the deterministic matrices defined by Eq. (181). The hyperparameters of the parametric-nonparametric stochastic model of uncertainties are

$$
\begin{equation*}
\underline{\mathbf{y}} \in \mathbb{R}^{N} \quad, \quad \delta_{\mathrm{par}} \in \mathcal{C}_{\mathrm{par}} \quad, \quad \delta_{\mathrm{npar}}=\left(\delta_{M}, \delta_{D}, \delta_{K}\right) \in \mathcal{C}_{\mathrm{npar}} \tag{188}
\end{equation*}
$$

### 14.4. Estimation of the Hyperparameters of the Parametric-Nonparametric Stochastic Model of Uncertainties

The value of $n$ is fixed to the value $n_{0}$ that has been defined. The parametricnonparametric stochastic model of uncertainties is controlled by the hyperparameters defined by Eq. (188).

- If no experimental data are available, then $\underline{\mathbf{y}}$ can be fixed to a nominal value $\mathbf{y}_{0}$ and, $\boldsymbol{\delta}_{\text {par }}$ and $\boldsymbol{\delta}_{\mathrm{npar}}$ must be considered as parameters to perform a sensitivity analysis of the stochastic solution. Such a parametric-nonparametric stochastic model of uncertainties allows the robustness of the solution to be analyzed as a function of the level of uncertainties controlled by $\delta_{\text {par }}$ and $\delta_{\text {npar }}$.
- If experimental data are available, an estimation of $\underline{\mathbf{y}}, \boldsymbol{\delta}_{\mathrm{par}}$, and $\boldsymbol{\delta}_{\mathrm{npar}}$ can be carried out, for instance, using a least square method or the maximum likelihood method $[103 ; 118 ; 124]$. Let $\mathbf{W}$ be the random real vector which is observed, which is independent of $t$, but which depends on $\left\{\mathbf{X}^{n}(t), t \geq 0\right\}$ where $\mathbf{X}^{n}(t)$ is the second-order stochastic solution of Eq. (182)-(183) for $t>0$ with initial conditions for $t=0$. Let $\mathbf{r}=\left(\underline{\mathbf{y}}, \boldsymbol{\delta}_{\text {par }}, \boldsymbol{\delta}_{\text {npar }}\right)$ be the vector-valued hyperparameter belonging to the admissible set $\mathcal{C}_{\mathbf{r}}=\mathbb{R}^{N} \times \mathcal{C}_{\text {par }} \times \mathcal{C}_{\text {npar }}$. For all $\mathbf{r}$ in $\mathcal{C}_{\mathbf{r}}$, the probability density function of $\mathbf{W}$ is denoted as $\mathbf{w} \mapsto p_{\mathbf{W}}(\mathbf{w} ; \mathbf{r})$. Using the maximum likelihood method, the optimal values $\mathbf{r}^{\text {opt }}$ of $\mathbf{r}$ is estimated by maximizing the logarithm of the likelihood function,

$$
\begin{equation*}
\mathbf{r}^{\mathrm{opt}}=\arg \max _{\mathbf{r} \in \mathcal{C}_{\mathbf{r}}} \sum_{\ell=1}^{\nu_{\mathrm{exp}}} \log p_{\mathbf{W}}\left(\mathbf{w}_{\ell}^{\mathrm{exp}} ; \mathbf{r}\right) . \tag{189}
\end{equation*}
$$

in which $\mathbf{w}_{1}^{\text {exp }}, \ldots, \mathbf{w}_{\nu_{\text {exp }}}^{\text {exp }}$ are $\nu_{\text {exp }}$ independent experimental data corresponding to W.

## 15. Key Research Findings, and Applications

## Propagation of uncertainties using nonparametric or parametric-nonparametric stochastic models of uncertainties.

The stochastic modeling introduces some random vectors and some random matrices in the stochastic computational models. Consequently, a stochastic solver is required. Two distinct classes of techniques can be used.

- The first one is constituted of the stochastic spectral methods, pioneered by Roger Ghanem in 1990-1991 [43; 44], consisting in performing a projection of the Galerkin type (see $[45 ; 46 ; 68 ; 70 ; 85 ; 122]$ ), and of separated representations methods [34;86]. This class of techniques allows for obtaining a great precision for the approximated solution that is constructed.
- The second class is composed of methods based on a direct simulation of which the most popular is the Monte Carlo numerical simulation method (see for instance $[41 ; 97])$. With such a method, the convergence can be controlled during the computation, and its speed of convergence is independent of the stochastic
dimension and can be improved using, either advanced Monte Carlo simulation procedures [101], or a technique of subset simulation [6], or finally, a method of local simulation domain [94]. The Monte Carlo simulation method is a stochastic solver that is particularly well adapted to the high stochastic dimension induced by the random matrices introduced by the nonparametric method of uncertainties.


## Experimental validations of the nonparametric method of uncertainties

The nonparametric stochastic modeling of uncertainties has been experimentally validated through applications in different domains of computational sciences and engineering, in particular,

- in linear dynamics, for the dynamics of complex structures in the low-frequency domain $[7 ; 12 ; 13]$, for the dynamics of structures with non homogeneous uncertainties, in the low-frequency domain [24] and in transient dynamics [35], and finally, for the dynamics of composite sandwich panels in low- and mediumfrequency domains [25];
- in nonlinear dynamics, for nonlinear structural dynamics of fuel assemblies [9], for nonlinear post-buckling static and dynamical analyzes of uncertain cylindrical shells [21], and for some nonlinear reduced-order models [82];
- in linear structural acoustics, for the vibroacoustic of complex structures in low- and medium-frequency domains [38], with sound-insulation layers [39], and for the wave propagation in multilayer live tissues in the ultrasonic domain [30];
- in continuum mechanics of solids, for the nonlinear thermomechanical analysis [98] and the heat transfer in complex composite panels [99], and for linear elasticity of composited reinforced with fibers at mesoscale [48].


## Additional ingredients for the nonparametric stochastic modeling of uncertainties

Some important ingredients have been developed for having the tools required for performing the nonparametric stochastic modeling of uncertainties in linear and nonlinear dynamics of mechanical systems, in particular,

- the dynamic substructuring with uncertain substructures which allows for the nonparametric modeling of nonhomogeneous uncertainties in different parts of a structure [117];
- the nonparametric stochastic modeling of uncertain structures with uncertain boundary conditions/coupling between substructures [79];
- the nonparametric stochastic modeling of matrices that depend on the frequency and that are related by a Hilbert transform due to the existence of causality properties, such as those encountered in the linear viscoelasticity theory [90; 116];
- the multi-body dynamics for which there are uncertain bodies (mass, center of mass, inertia tensor), for which the uncertainties in the bodies come from a lack of knowledge of the distribution of the mass inside the bodies (for instance the spatial distribution of the passengers inside a high speed train) [10];
- the nonparametric stochastic modeling in vibroacoustics of complex systems for low- and medium-frequency domains, including the stochastic modeling of the coupling matrices between the structure and the acoustic cavities $[38 ; 90 ; 111]$;
- the formulation of the nonparametric stochastic modeling of the nonlinear operators occuring in the static and the dynamics of uncertain geometrically nonlinear structures [21;78; 82].


## Applications of the nonparametric stochastic modeling of uncertainties in different fields of computational sciences and engineering

- In dynamics:

Aeronautics and aerospace engineering systems $[7 ; 20 ; 89 ; 79 ; 92]$
Biomechanics [30; 31]
Environment for well integrity for geologic CO2 sequestration [32]
Nuclear engineering [9; 13; 12; 29]
Pipe conveying fluid [95]
Rotordynamics [80; 81; 83]
Soil-structure interaction and wave propagation in soils $[4 ; 5 ; 26 ; 27]$
Vibration of turbomachines [18; 19; 22; 71]
Vibroacoustics of automotive vehicles [3; 38; 39; 40; 62]

- In continuum mechanics of heterogenous materials:

Composites reinforced with fibers [48]
Heat transfer of complex composite panels [99]
Nonlinear thermomechanics in heterogeneous materials [98]
Polycrystalline microstructures [49]
Porous materials [52]
Random elasticity tensors of materials exhibiting symmetry properties [51;53]

## 16. Conclusions

In this paper, fundamental mathematical tools have been presented concerning the random matrix theory, which are useful for many problems encountered in uncertainties quantification, in particular for the nonparametric method of the multiscale stochastic modeling of heterogeneous elastic materials, and for the nonparametric stochastic models of uncertainties in computational structural dynamics.

The explicit construction of ensembles of random matrices, but also the presentation of numerical tools for constructing general ensembles of random matrices are presented and can be used in high dimension. Many applications and validations have already been performed in many fields of computational sciences and engineering, but the methodologies and tools presented can be used and developed for many other problems for which uncertainties must be quantified.
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