# Gibbs/Metropolis algorithms on a convex polytope 

Persi Diaconis, Gilles Lebeau, Laurent Michel

## To cite this version:

Persi Diaconis, Gilles Lebeau, Laurent Michel. Gibbs/Metropolis algorithms on a convex polytope. Mathematische Zeitschrift, 2012, 272 (1), pp.109-129. 10.1007/s00209-011-0924-5 . hal-01284522

HAL Id: hal-01284522

## https://hal.science/hal-01284522

Submitted on 7 Mar 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# Gibbs/Metropolis algorithms on a convex polytope 

Persi Diaconis* Gilles Lebeau $^{\dagger \ddagger}$ Laurent Michel ${ }^{\text {§ }}$<br>Departments of Mathematics and Statistics, Stanford University<br>and<br>Département de Mathématiques, Université de Nice Sophia-Antipolis


#### Abstract

This paper gives sharp rates of convergence for natural versions of the Metropolis algorithm for sampling from the uniform distribution on a convex polytope. The singular proposal distribution, based on a walk moving locally in one of a fixed, finite set of directions, needs some new tools. We get useful bounds on the spectrum and eigenfunctions using Nash and Weyltype inequalities. The top eigenvalues of the Markov chain are closely related to the Neuman eigenvalues of the polytope for a novel Laplacian.


## 1 Introduction

### 1.1 Overview

The Metropolis algorithm and the Gibbs sampler (also known as Glauber dynamics) are often used together as one of the basic tools of scientific computation. We treat the following example: let $\Omega$ be a polyhedral convex set in $d$ dimensions. To sample from the uniform distribution on $\Omega$, from a point $x$ in $\Omega$, pick a direction $e$ from a fixed finite collection. Set $y=x+u e$ where $u$ is chosen uniformly in $[-h, h]$. If $y \in \Omega$, move to $y$. Else, stay at $x$. Under a mild generality condition on the set of directions in relation to $\Omega$, this Markov chain converges to the uniform distribution on $\Omega$. Our main result gives a sharp determination of the exponential rate of convergence of this algorithm. It is $c e^{-n g(h)}$ with $g(h)$ asymptotic to $h^{2} \nu$ for $\nu$ the first non zero eigenvalue of a novel Laplacian defined on $\Omega$ with Neumann condition on the boundary.

Sampling from a convex set is a practical problem. For example, choosing a uniformly distributed $100 \times 100$ doubly stochastic matrix [1] or a uniformly distributed $100 \times 100$ tri-diagonal doubly stochastic matrix [5]. It is also a basic problem of study in theoretical computer science [ 9,10$]$. Many algorithms have been proposed and studied. A readable textbook description of the Gibbs sampler is in Liu [8]. See [6] for a review of rigorous results for the Metropolis algorithm in finite spaces. The popular hit and run algorithm $[2,11,15]$ was introduced for this purpose.

[^0]Hit and run makes long moves and will probably be preferred in practice to the local algorithms studied here.

Spectral techniques for analysis of the Metropolis algorithm on continuous spaces are developed in $[3,4,7]$. The proposal distributions there are "ball walks" choosing from the uniform distribution on the interior of a ball. The discrete set of directions studied here is widely used in practice and necessitates new ideas. Present problems can also be studied by Harris recurrence techniques $[12,14]$ and by the path techniques of Yuen [16]. These give useful results but do not get the sharp rates on the exponents derived here.

The remainder of this section gives a careful description of the Markov chain and the geometric connection between the underlying directions and the convex set $\Omega$ required for ergodicity. Section 2 gives bounds on the spectrum and eigenvectors using Nash inequalities and Weyl-type inequalities. Section 3 uses this spectral information to get rates of convergence. Section 4 proves that our operator (suitably rescaled) converges, in the strong resolvent sense, to a novel Laplace operator on $\Omega$ with Neumann boundary conditions. A similar convergence of the ball walk Metropolis operator to the usual Neumann Laplacian is a key ingredient of $[4,7]$. The final section shows how to modify the argument to handle a continuous choice of direction.

### 1.2 Basic definitions

Let $\Omega$ be an open convex polytope in $\mathbb{R}^{d}, d \geq 2$. Thus there exists linear forms $\ell_{j}: \mathbb{R}^{d} \rightarrow \mathbb{R}, j=$ $1, \ldots, m$ and real numbers $b_{j}$ such that

$$
\begin{equation*}
\Omega=\left\{x \in \mathbb{R}^{d}, \forall j=1, \ldots, m, \ell_{j}(x)>b_{j}\right\} \tag{1.1}
\end{equation*}
$$

Assume also that $\Omega$ is bounded and non empty.
Consider $\mathfrak{E}=\left\{e_{1}, \ldots, e_{p}\right\}$ a family of vectors in $\mathbb{R}^{d}$. For any $j \in\{1, \ldots, p\}$ we introduce the operator acting on continuous functions $M_{j, h} f(x)=m_{j, h}(x) f(x)+K_{j, h} f(x)$, where

$$
\begin{equation*}
K_{j, h}(f)(x)=\frac{1}{2} \int_{t \in[-1,1]} 1_{\Omega}\left(x+h t e_{j}\right) f\left(x+h t e_{j}\right) d t \tag{1.2}
\end{equation*}
$$

and $m_{j, h}(x)=1-K_{j, h}(1)(x)$.
The local Metropolis operator associated to the family $\mathfrak{E}$ is

$$
\begin{equation*}
M_{h}(f)(x)=\frac{1}{p} \sum_{j=1}^{p}\left(K_{j, h} f(x)+m_{j, h}(x) f(x)\right) . \tag{1.3}
\end{equation*}
$$

In the sequel, denote $m_{h}=\frac{1}{p} \sum_{j=1}^{p} m_{j, h}$ and $K_{h}=\frac{1}{p} \sum_{j=1}^{p} K_{j, h}$. Let $M_{h}(x, d y)$ be the Markov kernel associated to this operator. This defines a bounded self-adjoint operator on $L^{2}(\Omega)$. Moreover, since $M_{h}(1)=1,\left\|M_{h}\right\|_{L^{2} \rightarrow L^{2}}=1$. Thus the probability measure $\frac{d x}{\operatorname{vol}(\Omega)}$ on $\Omega$ is stationary. For $n \geq 1$, denote by $M_{h}^{n}(x, d y)$ the kernel of the iterated operator $\left(M_{h}\right)^{n}$. For any $x \in \Omega, M_{h}^{n}(x, d y)$ is a probability measure on $\Omega$, and our main goal is to get some estimates on the rate of convergence, when $n \rightarrow+\infty$, of the probability $M_{h}^{n}(x, d y)$ toward the stationary probability $\frac{d y}{\operatorname{vol}(\Omega)}$.

A good example to keep in mind is the case where $\Omega=A_{N}$ is the set of $N \times N$ doubly stochastic matrices. In other words,

$$
\begin{equation*}
A_{N}=\left\{\left(a_{i, j}\right)_{1 \leq i, j \leq N}, \forall i, j, a_{i, j}>0, \sum_{k} a_{i k}=\sum_{k} a_{k j}=1\right\} \tag{1.4}
\end{equation*}
$$

The set $A_{N}$ can be viewed as convex open polytope in $A_{N}^{0}=\left\{\left(a_{i, j}\right)_{1 \leq i, j \leq N}, \sum_{k} a_{i k}=\sum_{k} a_{k j}=1\right\}$. A good way to sample from $A_{N}$ is to use the Metropolis strategy in the following manner. Starting from a matrix $A \in A_{N}$ choose two distinct rows $R_{i_{1}}, R_{i_{2}}$ and two distinct columns $C_{j_{1}}, C_{j_{2}}$ at random. Denote $\vec{i}=\left(i_{1}, i_{2}, j_{1}, j_{2}\right)$ and $F=F(\vec{i})$ the matrix such that $F_{i, j}=\delta_{i_{1} j_{1}}-\delta_{i_{1}, j_{2}}-\delta_{i_{2} j_{1}}+\delta_{i_{2} j_{2}}$. For $h>0$ given, build the family of matrices $(\tilde{A}(t)=A+t F(\vec{i}))_{t \in[-h, h]}$. For any $t \in \mathbb{R}$ the matrix $\tilde{A}(t)$ belongs to the set $A_{N}^{0}$. Taking $t \in[-h, h]$ at random and keeping the move $A \rightarrow \tilde{A}(t)$ only if it results in an element of $A_{N}$, we are exactly in the above situation with $\mathfrak{E}=\{F(\vec{i})\}$. This algorithm is used in [1] to study things like the distribution of typical entries or the eigenvalues of random doubly stochastic matrices.

Let us go back to the general problem. From the definition of $\Omega$, a point $x \in \mathbb{R}^{d}$ belongs to $\partial \Omega$ iff there exists a partition $I \cup J=\{1, \ldots, m\}$ such that $I \neq \emptyset$ and

$$
\begin{equation*}
\forall i \in I, \ell_{i}(x)=b_{i} \quad \text { and } \quad \forall j \in J, \ell_{j}(x)>b_{j} \tag{1.5}
\end{equation*}
$$

Define the following function $\mathfrak{c}: \mathbb{R}^{d} \rightarrow \mathbb{N} \cup\{+\infty\}$ by

$$
\begin{align*}
\mathfrak{c}(x) & =0 & & \text { if } x \in \Omega \\
& =+\infty & & \text { if } x \in \mathbb{R}^{d} \backslash \bar{\Omega}  \tag{1.6}\\
& =\operatorname{card}(I) & & \text { if } x \in \partial \Omega .
\end{align*}
$$

To proceed, the following geometric condition is needed; it shows how the generating set $\mathfrak{E}$ must be related to the convex set $\Omega$. Proposition 1.5 shows the condition is equivalent to $M_{h}$ having a spectral gap.

Definition 1.1. The family $\mathfrak{E}$ is weakly incoming to the set $\Omega$ if for any point $x_{0} \in \partial \Omega$ there exists $\epsilon>0, \theta \in\{ \pm 1\}$ and $e \in \mathfrak{E}$ such that, for $\mathfrak{c}$ defined in (1.6),

$$
\begin{equation*}
\left.\left.\mathfrak{c}\left(x_{0}+\theta t e\right)<\mathfrak{c}\left(x_{0}\right) \quad \forall t \in\right] 0 ; \epsilon\right] . \tag{1.7}
\end{equation*}
$$

The following observation is simple and fundamental. Suppose that $\mathfrak{E}$ is weakly incoming, then $\operatorname{span}(\mathfrak{E})=\mathbb{R}^{d}$. Indeed, otherwise there is a hyperplane $H=(\mathbb{R} \nu)^{\perp}$ of $\mathbb{R}^{d}$ such that $\operatorname{span}(\mathfrak{E}) \subset H$. Since $\bar{\Omega}$ is compact, the function $x \in \bar{\Omega} \mapsto\langle x, \nu\rangle$ would have a global minimum in some $x_{0} \in \partial \Omega$. Since $\Omega$ is open, $\Omega \subset x_{0}+H^{+}$, where $H^{+}=\left\{y \in \mathbb{R}^{d},\langle y, \nu\rangle>0\right\}$. As $\mathfrak{E}$ is weakly incoming, there is $u \in \operatorname{span}(\mathfrak{E})$ such that $\mathfrak{c}\left(x_{0}+u\right)=0$. In other words, $x_{0}+u \in \Omega \cap\left(x_{0}+H\right)$. This contradicts $\Omega \subset x_{0}+H^{+}$.

Example 1.1. Consider $\Omega$ the convex hull of on equilateral triangle (ABC) in $\mathbb{R}^{2}$ and $\mathfrak{E}=\left\{e_{1}, e_{2}\right\}$ like on Figure 1. For $\alpha \in] 0, \pi / 3]$, $\mathfrak{E}$ is weakly incoming to $\Omega$ whereas for $\alpha \in] \pi / 3, \pi[$, condition (1.7) is satisfied in every point $x_{0}$ of the boundary excepted in point $A$.

Remark 1.2. In the above case of doubly stochastic matrices, the set $\mathfrak{E}=\{F(\vec{i})\}$ is weakly incoming. Indeed, if $A$ is in the boundary of $A_{N}$, there exists $i_{1}$ and $j_{1}$ such that $A_{i_{1} j_{1}}=0$. Since $A$ is doubly stochastic, there exists $i_{2}, j_{2}$ such that $A_{i_{1} j_{2}}>0$ and $A_{i_{2} j_{1}}>0$. Let $\epsilon=\min \left(A_{i_{1} j_{2}}, A_{i_{2} j_{1}}\right) / 2$, then for all $t \in] 0, \epsilon], \mathfrak{c}\left(A+t F\left(i_{1}, i_{2}, j_{1}, j_{2}\right)\right)<\mathfrak{c}(A)$.

Denote $H_{k}=\operatorname{ker}\left(\ell_{k}\right)$ and let $\nu_{k}$ be the unit vector such that $\ell_{k}\left(\nu_{k}\right)>0$ and $H_{k}^{+}=\{y \in$ $\left.\mathbb{R}^{d}, \ell_{k}(y)>b_{k}\right\}$.


Figure 1: Weakly incoming condition in the case of an equilateral triangle.

Definition 1.2. Let $u \in \mathbb{R}^{d} \backslash\{0\}$. The vector $u$ is incoming to $H_{k}$ if $\left\langle u, \nu_{k}\right\rangle \geq 0$. Further, $u$ is strictly incoming to $H_{k}$ if $\left\langle u, \nu_{k}\right\rangle>0 ; u$ is strictly outgoing to $H_{k}$ if $\left\langle u, \nu_{k}\right\rangle<0 ; u$ is parallel to $H_{k}$ if $u \in H_{k}$.

Lemma 1.3. Suppose that $\mathfrak{E}$ is weakly incoming to $\Omega$ and let $x_{0} \in \bar{\Omega}$ and $k=\mathfrak{c}\left(x_{0}\right)$. There exists $r>0$ and $I \subset\{1, \ldots, m\}$ such that $\sharp I=k$ and for $B\left(x_{0}, r\right)$ the open ball of radius $r$ about $x_{0}$,

$$
\begin{equation*}
\Omega \cap B\left(x_{0}, r\right)=B\left(x_{0}, r\right) \cap\left(\cap_{i \in I} H_{i}^{+}\right) . \tag{1.8}
\end{equation*}
$$

Further, there exists $\beta_{1}, \ldots, \beta_{k}, \in\{1, \ldots, p\}$, a family $\left(\theta_{n}\right)_{n=1, \ldots, k}$ of numbers in $\{ \pm 1\}$ and a bijection $\{1, \ldots, k\} \ni n \mapsto i_{n} \in I$ such that for all $n \in\{1, \ldots, k\}$,

$$
\begin{gather*}
\theta_{n} e_{\beta_{n}} \text { is strictly incoming to } H_{i_{n}} ;  \tag{1.9}\\
\theta_{n} e_{\beta_{n}} \text { is incoming to } H_{i_{m}}, \quad \forall m>n .
\end{gather*}
$$

Proof. Proceed by induction on $k=\mathfrak{c}\left(x_{0}\right)$. When $k=0$, there is nothing to prove.
Suppose that the property holds true at rank $k^{\prime} \leq k-1$ and let $x_{0} \in \partial \Omega$ be such that $\mathfrak{c}\left(x_{0}\right)=k$. By definition of $\Omega$, there exists $r>0$ and $I \subset\{1, \ldots, m\}$ with $\sharp I=k$ such that

$$
\begin{equation*}
\Omega \cap B\left(x_{0}, r\right)=B\left(x_{0}, r\right) \cap\left(\cap_{i \in I} H_{i}^{+}\right) \tag{1.10}
\end{equation*}
$$

Since $\mathfrak{E}$ is weakly incoming to $\Omega$, there exists $q \in\{1, \ldots, k\}, \theta_{1}= \pm 1, \beta_{1} \in\{1, \ldots, p\}$ and $i_{1}, \ldots, i_{q} \in I$ such that $\theta_{1} e_{\beta_{1}}$ is strictly incoming to $H_{i_{n}}$ for $n=1, \ldots, q$ and $\theta_{1} e_{\beta_{1}}$ is parallel to $H_{i}$ for $i \in I^{\prime}:=I \backslash\left\{i_{1}, \ldots, i_{q}\right\}$. By definition of $\Omega$ there exists $x_{0}^{\prime}$ close to $x_{0}$ and $r^{\prime}>0$ such that $B\left(x_{0}^{\prime}, r^{\prime}\right) \cap \Omega=B\left(x_{0}^{\prime}, r^{\prime}\right) \cap\left(\cap_{i \in I^{\prime}} H_{i}^{+}\right)$. From the induction hypothesis, there exists $\beta_{q+1}, \ldots, \beta_{k} \in\{1, \ldots, p\}, \theta_{q+1}, \ldots, \theta_{k}= \pm 1$ and a bijection $\{q+1, \ldots, k\} \ni n \mapsto i_{n} \in I^{\prime}$ such that for all $n \geq q+1$,

$$
\begin{gather*}
\theta_{n} e_{\beta_{n}} \text { is strictly incoming to } H_{i_{n}} ;  \tag{1.11}\\
\theta_{n} e_{\beta_{n}} \text { is incoming to } H_{i_{m}} \quad \forall m>n .
\end{gather*}
$$

and the proof is complete.
Corollary 1.4. Suppose that $\mathfrak{E}$ is weakly incoming to $\Omega$. There exist $r>0$ and $\epsilon \in] 0,1]$, such that for all $x_{0} \in \bar{\Omega}$, there exists $q \in\{1, \ldots, p\}$ and $\theta_{q}= \pm 1$ such that

$$
\begin{equation*}
x+t \theta_{q} e_{q} \in \Omega \quad \forall x \in B\left(x_{0}, r\right) \cap \Omega, \forall t \in[0, \epsilon] . \tag{1.12}
\end{equation*}
$$

Proof. The fact that $r, \epsilon>0$ can be chosen uniformly with respect to $x_{0}$ follows easily from compactness of $\bar{\Omega}$. The statement is trivial when $x_{0} \in \Omega$. Suppose that $x_{0} \in \partial \Omega$. From Lemma 1.3, there exists $r>0$ and $I=\left\{i_{1}, \ldots, i_{k}\right\} \subset\{1, \ldots, p\}$ such that

$$
\begin{equation*}
\Omega \cap B\left(x_{0}, 2 r\right)=B\left(x_{0}, 2 r\right) \cap\left(\cap_{i \in I} H_{i}^{+}\right) \tag{1.13}
\end{equation*}
$$

and $\theta_{1}= \pm 1, \beta_{1} \in\{1, \ldots, p\}$ such that

$$
\begin{align*}
& \theta_{1} e_{\beta_{1}} \text { is strictly incoming to } H_{i_{1}} ; \\
& \theta_{1} e_{\beta_{1}} \text { is incoming to } H_{i_{q}}, \forall q>1 . \tag{1.14}
\end{align*}
$$

Let $x \in B\left(x_{0}, r\right) \cap \Omega$ and $\left.\epsilon \in\right] 0, r[$. Then

$$
\begin{equation*}
\left\langle\nu_{i}, \theta_{1} \beta_{1}\right\rangle \geq 0, \forall i \in I \Longrightarrow x+t \theta_{1} e_{\beta_{1}} \in \Omega \tag{1.15}
\end{equation*}
$$

Thanks to (1.14), the left hand side of the above property is satisfied and the proof is complete.
Proposition 1.5. The family $\mathfrak{E}$ is weakly incoming to $\Omega$ iff 1 is not in the essential spectrum of $M_{h}$.

Proof. If $\mathfrak{E}$ is weakly incoming to $\Omega, 1$ is not in the essential spectrum of $M_{h}$ thanks to Proposition 2.2 of this paper and Theorem 1.1 in [4].

Suppose now that $\mathfrak{E}$ is not weakly incoming to $\Omega$. This means that there exists $x_{0} \in \partial \Omega$ such that (1.7) does not hold. Let $k=\mathfrak{c}\left(x_{0}\right)$. There exists a neighborhood $V$ of $x_{0}$ and $I \subset\{1, \ldots, m\}$ with $\sharp I=k$ such that $V \cap \Omega=V \cap\left(\cap_{i \in I} H_{i}\right)$. Then, for any $\theta= \pm 1$ and any $j \in\{1, \ldots, p\}$, the following holds true:

If $\theta e_{j}$ is strictly incoming to one of the $\left(H_{i}\right)_{i \in I}$,
then $\theta e_{j}$ is strictly outgoing to one of the $\left(H_{i}\right)_{i \in I}$.
Otherwise, there is $j \in\{1, \ldots, p\}$ and $\theta= \pm 1$ such that $\theta e_{j}$ is strictly incoming to one of the $\left(H_{i}\right)_{i \in I}$ and incoming to the other. Then for $t>0$ small enough, $\mathfrak{c}\left(x_{0}+\theta t e_{j}\right)<\mathfrak{c}\left(x_{0}\right)$.

Hence, assume that there exists $r \geq 1$ such that

- for any $j \in\{1, \ldots, r\}, e_{j}$ and $-e_{j}$ are strictly outgoing to some of the $\left(H_{i}\right)_{i \in I}$;
- for any $j \in\{r+1, \ldots, p\}, e_{j}$ is parallel to the $\left(H_{i}\right)_{i \in I}$.

Recall that $\nu_{i}$ denotes the unit incoming orthogonal vector to $H_{i}$. Let $W=\operatorname{span}\left(\nu_{i}, i \in I\right)$ and near $x_{0}$ use the variable $x=x_{0}+\left(x^{\prime}, x^{\prime \prime}\right)$ with $x^{\prime} \in W$ and $x^{\prime \prime} \in W^{\perp}$. Let $\chi\left(x^{\prime}\right)=1_{\frac{1}{2}<\left|x^{\prime}\right|<1}$ and for $\lambda, h>0$ denote $f_{\lambda h}(x)=(\lambda h)^{-\operatorname{dim}(W) / 2} \chi\left(\frac{x^{\prime}}{\lambda h}\right)$. Since any $v \in W^{\perp}$ is parallel to the $\left(H_{i}\right)_{i \in I}$, there exists $\lambda_{0}, c_{0}>0$ such that for all $\left.\left.h \in\right] 0,1\right]$ and $\left.\left.\lambda \in\right] 0, \lambda_{0}\right],\left\|f_{\lambda h}\right\|_{L^{2}(\Omega)} \geq c_{0}$.

For any $j \in\{r+1, \ldots, p\}, e_{j}$ is parallel to the $\left(H_{i}\right)_{i \in I}$. Hence, the function $t \mapsto f_{\lambda h}\left(x+h t e_{j}\right)$ is constant and $\left(M_{j, h}-1\right) f_{\lambda h}(x)=0$.

On the other hand, for any $j \in\{1, \ldots, r\}$ there exists $i_{j}, i_{j}^{\prime} \in I$ such that $e_{j}$ is strictly outgoing to $H_{i_{j}}$ and $-e_{j}$ is strictly outgoing to $H_{i_{j}^{\prime}}$. Consequently, there exists $\gamma_{j}, \delta_{j}>0$ such that for $t>0$,

$$
\begin{align*}
& x \in \Omega \text { and } x-t e_{j} \in \Omega \Longrightarrow \operatorname{dist}\left(x-t e_{j}, H_{i_{j}^{\prime}}\right) \leq \operatorname{dist}\left(x, H_{i_{j}^{\prime}}\right)-\gamma_{j} t  \tag{1.16}\\
& x \in \Omega \text { and } x+t e_{j} \in \Omega \Longrightarrow \operatorname{dist}\left(x+t e_{j}, H_{i_{j}}\right) \leq \operatorname{dist}\left(x, H_{i_{j}}\right)-\delta_{j} t .
\end{align*}
$$

Let us compute the potential $m_{j, h}$ on the support of $f_{\lambda h}$. For $x \in \operatorname{supp}\left(f_{\lambda h}\right),\left|x_{j}\right| \leq \lambda h$ for all $j=1, \ldots, r$. In particular $\operatorname{dist}\left(x, H_{i_{j}}\right) \leq \lambda h$ and $\operatorname{dist}\left(x, H_{i_{j}^{\prime}}\right) \leq \lambda h$ and thanks to (1.16),

$$
\begin{align*}
1-m_{j, h}(x) & =\int_{0}^{1} 1_{\Omega}\left(x+h t e_{j}\right)+1_{\Omega}\left(x-h t e_{j}\right) d t \\
& \leq \int_{0 \leq t \leq \operatorname{dist}\left(x, H_{i_{j}}\right) /\left(\delta_{j} h\right)} d t+\int_{0 \leq t \leq \operatorname{dist}\left(x, H_{i_{j}^{\prime}}\right) /\left(\gamma_{j} h\right)} d t \leq \lambda\left(\frac{1}{\gamma_{j}}+\frac{1}{\delta_{j}}\right) . \tag{1.17}
\end{align*}
$$

Finally,

$$
\begin{align*}
\left\langle\left(1-M_{h}\right) f_{\lambda h}, f_{\lambda h}\right\rangle_{L^{2}(\Omega)} & =\frac{1}{p} \sum_{j=1}^{r}\left\langle\left(1-M_{j, h}\right) f_{\lambda h}, f_{\lambda h}\right\rangle_{L^{2}(\Omega)} \\
& \leq \frac{1}{p} \sum_{j=1}^{r} \int_{\Omega}\left(1-m_{j, h}(x)\right)\left|f_{\lambda h}(x)\right|^{2} d x \leq C \lambda\left\|f_{\lambda h}\right\|_{L^{2}(\Omega)}^{2} . \tag{1.18}
\end{align*}
$$

Here we used the fact that for any non-negative fonction $f$, one has $\left\langle K_{j, h} f, f\right\rangle \geq 0$. Finally, we conclude by taking $\lambda=2^{-n} \rightarrow 0$ as $n \rightarrow \infty$. Indeed, the functions $f_{2^{-n} h}$ are mutually orthogonal. Their norm is bounded uniformly from below and they satisfy $0 \leq\left\langle\left(1-M_{h}\right) f_{2^{-n} h}, f_{2^{-n} h}\right\rangle \leq$ $C 2^{-n}$.

## 2 Spectral Analysis of the Metropolis Operator

This section is devoted to the analysis of the spectral theory of the Metropolis operator. For this purpose, we introduce a Laplace operator associated to the family $\mathfrak{E}$ to be used as a model. For any $e \in \mathbb{R}^{d} \backslash\{0\}$ and any smooth function $u$, define $\partial_{e} u(x)=\frac{d}{d t}(u(x+t e))_{\mid t=0}$. Then, consider the operator $\Delta_{\mathfrak{E}}$, defined by

$$
\begin{align*}
\Delta_{\mathfrak{E}} u & =\frac{1}{6 p} \sum_{j=1}^{p} \partial_{e_{j}}^{2} u  \tag{2.1}\\
D\left(\Delta_{\mathfrak{E}}\right) & =\left\{u \in H^{1}(\Omega), \Delta_{\mathfrak{E}} u \in L^{2}, \partial_{n, \mathfrak{E}} u_{\mid \partial \Omega}=0\right\}
\end{align*}
$$

with $\partial_{n, \mathfrak{E}} u(x)=\frac{1}{p} \sum_{j=1}^{p}\left\langle n(x), e_{j}\right\rangle \partial_{e_{j}} u(x), n(x)$ denoting the outgoing normal vector to the boundary at point $x$. If the domain $\Omega$ has smooth boundary, the normal derivative is well defined. In the case where it is Lipschitz, it can be defined by duality in the following way.

Define first the gradient and divergence associated to the family $\mathfrak{E}$, by $\operatorname{div}_{\mathfrak{E}} u=\frac{1}{p} \sum_{j=1}^{p} \partial_{e_{j}} u_{j}$ for any $u=\left(u_{1}, \ldots, u_{p}\right)$ and $\nabla_{\mathfrak{E}} u=\left(\partial_{e_{1}} u, \ldots, \partial_{e_{p}} u\right)$. Then, define a trace operator $\gamma_{\mathfrak{E}}$ by

$$
\begin{equation*}
\gamma_{\mathfrak{E}}:\left\{u \in\left(L^{2}(\Omega)\right)^{p}, \operatorname{div}_{\mathfrak{E}}(u) \in L^{2}(\Omega)\right\} \rightarrow H^{-1 / 2}(\partial \Omega) \tag{2.2}
\end{equation*}
$$

and and for $v \in H^{1}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} \operatorname{div}_{\mathfrak{E}}(u)(x) v(x) d x=-\frac{1}{p} \int_{\Omega}\left\langle u(x), \nabla_{\mathfrak{E}} v(x)\right\rangle_{\mathbb{C}^{p}} d x+\left.\int_{\partial \Omega} \gamma_{\mathfrak{E}}(u) v\right|_{\partial \Omega} d \sigma(x) . \tag{2.3}
\end{equation*}
$$

In particular, for $u \in H^{1}(\Omega)$ satisfying $\Delta_{\mathfrak{E}} u=\frac{1}{6} \operatorname{div}_{\mathfrak{E}} \nabla_{\mathfrak{E} u} \in L^{2}(\Omega)$ define $\left.\partial_{n, \mathfrak{E} u} u\right|_{\partial \Omega}=\gamma_{\mathfrak{E}}\left(\nabla_{\mathfrak{E}} u\right) \in$ $H^{-1 / 2}(\partial \Omega)$ and the set $D\left(-\Delta_{\mathfrak{E}}\right)$ is well defined. The Dirichlet form associated with $-\Delta_{\mathfrak{E}}$ is

$$
\begin{equation*}
\mathcal{E}_{\mathfrak{E}}(u)=\frac{1}{6 p} \sum_{j=1}^{p} \int_{\Omega}\left|\partial_{e_{j}} u(x)\right|^{2} d x . \tag{2.4}
\end{equation*}
$$

Let $\mathfrak{E}_{0}$ be the canonical basis in $\mathbb{R}^{d}$. Then, $\Delta_{\mathfrak{E}_{0}}=\frac{1}{6 d} \Delta$ where $\Delta$ is the usual Laplace operator and $\mathcal{E}_{\mathfrak{E}_{0}}(f)=\frac{1}{6 d} \int_{\Omega}|\nabla f|^{2} d x$ is the usual Dirichlet form. Since $\mathfrak{E}=\left\{e_{1}, \ldots, e_{p}\right\}$ spans $\mathbb{R}^{d}$, a simple calculation shows that there exists a constants $C>0$ such that

$$
\begin{equation*}
C^{-1} \mathcal{E}_{\mathfrak{E}_{0}}(f) \leq \mathcal{E}_{\mathbb{E}}(f) \leq C \mathcal{E}_{\mathfrak{E}_{0}}(f) . \tag{2.5}
\end{equation*}
$$

Then, it is standard to show that $-\Delta_{\mathfrak{E}}$ is the self-adjoint realization of the Dirichlet form $\mathcal{E}_{\mathfrak{E}}$. A standard argument using Sobolev embedding shows that $-\Delta_{\mathfrak{E}}$ has compact resolvant. Denote its spectrum by $\nu_{0}=0<\nu_{1}<\nu_{2}<\ldots$ and by $m_{j}$ the associated multiplicities. Observe that $m_{0}=1$. Section 4 shows that $h^{-2}\left(1-M_{h}\right)$ converges to $-\Delta_{\mathfrak{E}}$ in the strong resolvent sense so that eigenvalues and eigenvectors converge; see [13].

The main theorem of this section follows.
Theorem 2.1. Suppose that $\mathfrak{E}$ is weakly incoming to $\Omega$, then the following hold true.
i) There exists $\left.h_{0}>0, \delta_{0} \in\right] 0, \frac{1}{2}[$ and a positive constant $C$ such that for any $\left.h \in] 0, h_{0}\right]$, the spectrum of $M_{h}$ is a subset of $\left[-1+\delta_{0}, 1\right], 1$ is a simple eigenvalue and $\operatorname{Spec}\left(M_{h}\right) \cap\left[1-\delta_{0}, 1\right]$ is discrete.
ii) For any $\left.h \in] 0, h_{0}\right]$ and $0 \leq \lambda \leq \delta_{0} h^{-2}$, the number of eigenvalues of $M_{h}$ in $\left[1-h^{2} \lambda, 1\right]$ (with multiplicity) is bounded by $C(1+\lambda)^{d / 2}$.
iii) For any $R>0$ and $\varepsilon>0$ such that $\nu_{j+1}-\nu_{j}>2 \varepsilon$ for $\nu_{j+2}<R$, there exists $h_{1}>0$ such that one has for all $\left.h \in] 0, h_{1}\right]$,

$$
\begin{equation*}
\left.\left.\operatorname{Spec}\left(\frac{1-M_{h}}{h^{2}}\right) \cap\right] 0, R\right] \subset \cup_{j \geq 1}\left[\nu_{j}-\varepsilon, \nu_{j}+\varepsilon\right], \tag{2.6}
\end{equation*}
$$

and the number of eigenvalues of $\frac{1-M_{h}}{h^{2}}$ in the interval $\left[\nu_{j}-\varepsilon, \nu_{j}+\varepsilon\right]$ is equal to $m_{j}$.

A consequence of this theorem is that $M_{h}$ has a spectral gap $g(h)=1-\sup \left(\operatorname{Spec}\left(M_{h}\right) \backslash\{1\}\right)>0$ and that $\lim _{h \rightarrow 0^{+}} h^{-2} g(h)=\nu_{1}$. This will be used in the proof of total variation estimates.

The strategy used to prove the first part of Theorem 2.1 is very close to the one given in [4]. First, show that some iterate of the Markov kernel "controls" the random walk on a ball. Next, this ball walk on the polytope is compared to the same walk on a large torus containing $\Omega$. Finally the information on the torus is transferred back to the original problem.

The proof of the last part of Theorem 2.1 is slightly different from the proof in [4]. Indeed, the starting point of the analysis in [4] is that for regular function $\varphi$ with normal derivatives vanishing on the boundary, $h^{-2}\left(1-T_{h}\right) \varphi$ is close to $-\Delta \varphi$ up to the boundary, where $T_{h}$ is the Metropolis operator associated to the kernel $\operatorname{vol}(B(0,1))^{-1} h^{-d} 1_{|x-y|<h}$. Here, this property fails to be true. Suppose for instance that $\Omega \subset \mathbb{R}^{2}$ and that its boundary is given near $(0,0)$ by $x_{1} \geq 0$. Suppose that $e_{1}=(a, b)$ and $e_{2}=(b,-a)$ for some $a, b>0$. Then

$$
\begin{align*}
h^{-2}\left(1-M_{1, h}\right) f(x) & =\frac{1}{2 h^{3}} \int_{|t|<h, x+t e_{1} \in \Omega}\left(f(x)-f\left(x+t e_{1}\right)\right) d t \\
& =-\frac{1}{2 h^{3}} \partial_{e_{1}} f(x) \int_{|t|<h, x+t e_{1} \in \Omega} t d t+O(1)  \tag{2.7}\\
& =\frac{1}{4 h^{3}} \partial_{e_{1}} f(x) 1_{] 0, a h]}\left(x_{1}\right)\left(h^{2}-\frac{x_{1}^{2}}{a^{2}}\right)+O(1) .
\end{align*}
$$

A similar expression holds for $M_{2, h}$ and summing these equalities gives

$$
\begin{align*}
h^{-2}\left(1-M_{h}\right) f(x)=\frac{1}{4 h^{3}}\left(\partial_{e_{1}} f\left(0, x_{2}\right) 1_{[0, a h]}\left(x_{1}\right)\right. & \left(h^{2}-\frac{x_{1}^{2}}{a^{2}}\right) \\
& \left.+\partial_{e_{2}} f\left(0, x_{2}\right) 1_{] 0, b h]}\left(x_{1}\right)\left(h^{2}-\frac{x_{1}^{2}}{b^{2}}\right)\right)+O(1) \tag{2.8}
\end{align*}
$$

If $a=b, \partial_{e_{1}} f+\partial_{e_{2}} f$ is proportional to the normal derivative of $f$ and hence, the above quantity is bounded.

Suppose now that $a<b$. Then the above quantity is bounded on $x_{1} \in[a h, b h]$ provided $\partial_{e_{2}} f\left(0, x_{2}\right)=0$. Then the same argument on $[0, a h]$ shows that $\partial_{e_{1}} f\left(0, x_{2}\right)=0$ also.

In order to avoid these difficulties, we work directly on the quadratic form and show that the Dirichlet form associated to the Metropolis operator converges to the Dirichlet form of the Laplace operator with Neuman boundary conditions. The end of this section is devoted to the proof of Theorem 2.1.

Proposition 2.2. There exists $N \in \mathbb{N}$ and constants $c_{1}, c_{2}>0$ such that for all $\left.\left.h \in\right] 0,1\right]$

$$
\begin{equation*}
M_{h}^{N}(x, d y)=\mu_{h}(x, d y)+c_{1} h^{-d} 1_{|x-y|<c_{2} h} d y \tag{2.9}
\end{equation*}
$$

where for all $x \in \Omega, \mu_{h}(x, d y)$ is a positive Borel measure.
Proof. The proof follows the lines of [4]. Denote $K_{h}=\frac{1}{p} \sum_{j=1}^{p} K_{j, h}$. Since for any $h_{2}>h_{1}>0$ and any non-negative function $f, h_{2} K_{h_{2}} f \geq h_{1} K_{h_{1}} f$, it is sufficient to prove the following: there exists $h_{0}>0, c_{1}, c_{2}>0$ and $N \in \mathbb{N}^{*}$ such that for all $\left.h \in\right] 0, h_{0}$ ], one has, for all non-negative continuous functions $f$,

$$
\begin{equation*}
K_{h}^{N}(f)(x) \geq c_{1} h^{-d} \int_{y \in \Omega,|x-y| \leq c_{2} h} f(y) d y \tag{2.10}
\end{equation*}
$$

First note that it is sufficient to prove the weaker version: for all $x^{0} \in \bar{\Omega}$, there exist $N\left(x^{0}\right), \alpha=$ $\alpha\left(x^{0}\right)>0, c_{1}=c_{1}\left(x_{0}\right)>0, c_{2}=c_{2}\left(x_{0}\right)>0, h_{0}=h_{0}\left(x_{0}\right)>0$ such that for all $\left.\left.h \in\right] 0, h_{0}\right]$, all $x \in \Omega$ and all non-negative functions $f$

$$
\begin{equation*}
\left|x-x^{0}\right| \leq 2 \alpha \Longrightarrow K_{h}^{N\left(x_{0}\right)}(f)(x) \geq c_{1} h^{-d} \int_{y \in \Omega,|x-y| \leq c_{2} h} f(y) d y \tag{2.11}
\end{equation*}
$$

Let us verify that (2.11) implies (2.10). Decreasing $\alpha\left(x_{0}\right)$ if necessary, it may be assumed that $2 \alpha\left(x_{0}\right)<r\left(x_{0}\right)$, where $r\left(x_{0}\right)$ is given by Lemma 1.3. Since $\bar{\Omega}$ is compact, there exists a finite set $F$ such that $\bar{\Omega} \subset \cup_{x_{0} \in F}\left\{\left|x-x_{0}\right|<\alpha\left(x_{0}\right)\right\}$. Let $N=\sup \left\{N\left(x_{0}\right), x_{0} \in F\right\}, c_{i}^{\prime}=\min _{x_{0} \in F} c_{i}\left(x_{0}\right)$ and $h_{0}^{\prime}=\min _{x_{0} \in F} h_{0}\left(x_{0}\right)$. One has to check that for any $x_{0} \in F$ and any $x$ with $\left|x-x_{0}\right| \leq \alpha\left(x_{0}\right)$, the right inequality in (2.11) holds true with $N=N\left(x_{0}\right)+n$ in place of $N\left(x_{0}\right)$ for some constants $c_{1}, c_{2}, h_{0}$. Moreover, one may assume that $h_{0} \max \left|e_{j}\right| \leq \min _{x_{0} \in F} \alpha\left(x_{0}\right) / N$.

Let $\epsilon>0, q \in\{1, \ldots, p\}$ and $\theta_{q}= \pm 1$ be given by Corollary 1.4. Then for $\left|x-x_{0}\right|<\left(2-\frac{1}{N}\right) \alpha\left(x_{0}\right)$, one has

$$
\begin{align*}
K_{h}^{N\left(x_{0}\right)+1} f(x) & \geq \frac{1}{p} K_{h, \beta_{q}} K_{h}^{N\left(x_{0}\right)} f(x) \geq \frac{1}{p} \int_{0}^{1} K_{h}^{N\left(x_{0}\right)} f\left(x+h t \theta_{q} e_{\beta_{q}}\right) d t \\
& \geq c_{1}^{\prime} \frac{h^{-d}}{p} \int_{0}^{\min \left(\epsilon, \frac{c_{2}}{2 \max _{j}\left|e_{j}\right|}\right)} \int_{y \in \Omega,\left|y-x-h t \theta_{q} e_{\beta_{q}}\right|<c_{2} h} f(y) d y d t  \tag{2.12}\\
& \geq c_{0}^{\prime} h^{-d} \int_{y \in \Omega,|y-x|<c_{2} h / 2} f(y) d y
\end{align*}
$$

since for any $t \in\left[0, \min \left(\epsilon, \frac{c_{2}}{2 \max _{j} \mid e_{j}}\right)\right],\left\{|y-x|<c_{2} h / 2\right\} \subset\left\{\left|y-x-h t \theta_{q} e_{\beta_{q}}\right|<c_{2} h\right\}$. Iterating this computation $n \leq N$ times gives (2.10).

It remains to prove (2.11). If $x_{0} \in \Omega$, the proof is obvious. Indeed, since $\mathfrak{E}$ spans $\mathbb{R}^{d}$, it is easy to see that for any $\delta>0$, there exists $c_{3}, c_{4}>0$ such that for any non-negative function $f$,

$$
\begin{equation*}
\operatorname{dist}(y, \partial \Omega) \geq \delta h \Longrightarrow K_{h}^{d}(f)(y) \geq c_{3} h^{-d} \int_{z \in \Omega,|y-z|<c_{4} h} f(z) d z \quad \forall y \in \Omega \tag{2.13}
\end{equation*}
$$

Suppose that $x_{0} \in \partial \Omega$ and denote $k=\mathfrak{c}\left(x_{0}\right)$. Let $\left(i_{j}\right)_{1 \leq j \leq k},\left(\beta_{j}\right)_{1 \leq j \leq k},\left(\theta_{j}\right)_{1 \leq j \leq k}$ be as in Lemma 1.3. Let $1=\gamma_{1}>\gamma_{2}>\cdots>\gamma_{k}>0$ and $\delta_{1}, \ldots, \delta_{k}>0$ be such that for all $j, \gamma_{j}-\delta_{j}>\gamma_{j+1}$. Let $G_{j}=\left[\gamma_{j}-\delta_{j}, \gamma_{j}\right]$ and $G=\prod_{j=1}^{k} G_{j}$. In the following computation, $c$ denotes a positive constant independant of $f$ and $h$ that may change from line to line. Since $f$ is non-negative,

$$
\begin{equation*}
K_{h}^{k}(f)(x) \geq p^{-k} K_{\beta_{1}, h} \ldots K_{\beta_{k}, h} f(x) \geq c \int_{t \in A_{h}(x)} f\left(x+h \sum_{j=1}^{k} \theta_{j} t_{j} e_{\beta_{j}}\right) d t \tag{2.14}
\end{equation*}
$$

where $A_{h}(x)=\left\{t=\left(t_{1}, \ldots, t_{k}\right) \in G, \forall l=1, \ldots, k, x+h \sum_{j=1}^{l} \theta_{j} t_{j} e_{\beta_{j}} \in \Omega\right\}$.
Since $\theta_{1} e_{\beta_{1}}$ is strictly incoming to $H_{i_{1}}$, there exists some constant $c_{5}, c_{6}>0$ such that for any $t \in I$,

$$
\begin{align*}
\operatorname{dist}\left(x+h \sum_{j=1}^{k} \theta_{j} t_{j} e_{\beta_{j}}, H_{i_{1}}\right) & \geq c_{5} h t_{1}-c_{6} h\left(t_{2}+\cdots+t_{k}\right)  \tag{2.15}\\
& \geq c_{5} h\left(\gamma_{1}-\delta_{1}\right)-c_{6} h\left(\gamma_{2}+\cdots+\gamma_{k}\right) \\
& \geq c_{5} h\left(\gamma_{1}-\delta_{1}\right) / 2
\end{align*}
$$

by taking $\gamma_{2}, \ldots, \gamma_{k}$ small with respect to $\gamma_{1}$. Similarly, by taking $\gamma_{j}$ very small with respect to $\gamma_{j+1}$ for $j=2, \ldots, k$, there is $c_{7}>0$ such that for any $j=1, \ldots, k$,

$$
\begin{equation*}
\forall\left(t_{1}, \ldots, t_{j}\right) \in G_{1} \times \cdots \times G_{j}, \text { dist }\left(x+h \sum_{i=1}^{j} \theta_{i} t_{i} e_{\beta_{i}}, \mathbb{R}^{d} \backslash \bar{\Omega}\right) \geq c_{7} h \tag{2.16}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
K_{h}^{k} f(x) \geq c \int_{t \in G} f\left(x+h \sum_{j=1}^{k} \theta_{j} t_{j} e_{\beta_{j}}\right) d t \tag{2.17}
\end{equation*}
$$

and for any $N \geq 0$

$$
\begin{equation*}
K_{h}^{k+N} f(x) \geq c \int_{t \in G} K_{h}^{N}(f)\left(x+h \sum_{j=1}^{k} \theta_{j} t_{j} e_{\beta_{j}}\right) d t \tag{2.18}
\end{equation*}
$$

Combining (2.13), (2.16) and (2.18), there is $c_{8}>0$ small enough such that any $y \in \mathbb{R}^{d}$ such that $\left|x+h \sum_{j=1}^{k} t_{j} e_{\beta_{j}}-y\right|<c_{8} h$ belongs to $\Omega$ and hence

$$
\begin{equation*}
K_{h}^{d+k} f(x) \geq c h^{-d} \int_{t \in G} \int_{\left|x+h \sum_{j=1}^{k} t_{j} e_{\beta_{j}}-y\right|<c s h} f(y) d y d t . \tag{2.19}
\end{equation*}
$$

Since, $K_{h}^{k} f(y) \geq p^{-k} K_{h, \beta_{k}} \ldots K_{h, \beta_{1}} f(y)$, then

$$
\begin{equation*}
K_{h}^{d+2 k} f(x) \geq c h^{-d} \int_{(t, s, y) \in B_{h}(x)} f\left(y-h \sum_{j=1}^{k} s_{j} e_{\beta_{j}}\right) d t d s d y \tag{2.20}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{h}(x)=\left\{(t, s, y) \in G \times G \times \mathbb{R}^{d},\left|x+h \sum_{j=1}^{k} \theta_{j} t_{j} e_{\beta_{j}}-y\right|<c_{8} h\right. \text { and } \\
& \left.\forall l=1, \ldots, k, y-h \sum_{j=l}^{k} \theta_{j} s_{j} e_{\beta_{j}} \in \Omega\right\} . \tag{2.21}
\end{align*}
$$

Using the new variable $z=y-h \sum_{j=1}^{k} \theta_{j} s_{j} e_{\beta_{j}}$,

$$
\begin{equation*}
K_{h}^{d+2 k} f(x) \geq c h^{-d} \int_{(t, s, z) \in D_{h}(x)} f(z) d t d s d z \tag{2.22}
\end{equation*}
$$

with

$$
\begin{align*}
& D_{h}(x)=\left\{(t, s, z) \in G \times G \times \Omega,\left|x+h \sum_{j=1}^{k}\left(t_{j}-s_{j}\right) \theta_{j} e_{\beta_{j}}-z\right|<c_{8} h\right. \text { and } \\
& \left.\forall l=1, \ldots, k, z+h \sum_{j=1}^{l-1} \theta_{j} s_{j} e_{\beta_{j}} \in \Omega\right\} . \tag{2.23}
\end{align*}
$$

Since in the above integral, $\left|t_{j}-s_{j}\right|<\delta_{j}$, taking the $\delta_{j}$ 's small enough gives

$$
\begin{equation*}
D_{h}(x) \supset\left\{(t, s, z) \in G \times G \times \Omega,|x-z|<c_{8} h / 2, \forall l=1, \ldots, k, z+h \sum_{j=1}^{l-1} \theta_{j} s_{j} e_{\beta_{j}} \in \Omega\right\} . \tag{2.24}
\end{equation*}
$$

Now using (2.16), it follows that

$$
\begin{equation*}
D_{h}(x) \supset\left\{(t, s, z) \in G \times G \times \Omega,|x-z|<c_{8} h / 2\right\} . \tag{2.25}
\end{equation*}
$$

Combined with (2.22), this yields the announced result.
Following the strategy of [4], introduce the Dirichlet form associated to the iterated kernel $M_{h}^{k}$ :

$$
\begin{equation*}
\mathcal{E}_{h, k}(u)=\left\langle\left(1-M_{h}^{k}\right) u, u\right\rangle_{L^{2}(\Omega)} \tag{2.26}
\end{equation*}
$$

Also, put $\Omega$ in a large box $B=]-A / 2, A / 2\left[{ }^{d}\right.$ and define an extension map $E: L^{2}(\Omega) \rightarrow L^{2}(B)$ which is continuous from $H^{1}(\Omega)$ into $H^{1}(B)$ and vanishes far from $\bar{\Omega}$. This is possible since $\partial \Omega$ has Lipschitz regularity. Finally, introduce the Dirichlet form on $B$ :

$$
\begin{equation*}
\tilde{\mathcal{E}}_{h}(u)=h^{-d} \int_{B \times B,|x-y|<h}|u(x)-u(y)|^{2} d x d y . \tag{2.27}
\end{equation*}
$$

Then Proposition 2.2 easily yields the following (see [4] for details).

Lemma 2.3. There exists $C_{0}, h_{0}>0$ such that for any $\left.\left.h \in\right] 0, h_{0}\right]$ and any $u \in L^{2}(\Omega)$,

$$
\begin{equation*}
\tilde{\mathcal{E}}_{h}(E(u)) \leq C_{0}\left(\mathcal{E}_{h, N}(u)+h^{2}\|u\|_{L^{2}(\Omega)}^{2}\right) \tag{2.28}
\end{equation*}
$$

Moreover, any function $u \in L^{2}(\Omega)$ such that

$$
\|u\|_{L^{2}(\Omega)}^{2}+h^{-2}\left\langle\left(1-M_{h}\right) u, u\right\rangle_{L^{2}(\Omega)} \leq 1
$$

admits a decomposition $u=u_{L}+u_{H}$ with $u_{L} \in H^{1}(\Omega),\left\|u_{L}\right\|_{H^{1}} \leq C_{1}$, and $\left\|u_{H}\right\|_{L^{2}} \leq C_{1} h$.
We are now in position to prove the first part of Theorem 2.1. First, assume that $M_{h} u=u$. Then, it follows from Proposition 2.2, that

$$
\begin{equation*}
c_{1} h^{-d} \int_{\Omega \times \Omega,|x-y|<c_{2} h}(u(x)-u(y))^{2} d x d y \leq \int_{\Omega \times \Omega}(u(x)-u(y))^{2} M_{h}^{N}(x, d y) d x \tag{2.29}
\end{equation*}
$$

On the other hand, the right hand side in the above inequality is equal to $\mathcal{E}_{h, N}(u)$ which is actually equal to zero. Hence, $u$ is constant and 1 is a simple eigenvalue.

Using the Markov property of $M_{h}^{N}$, positivity of $\mu_{h}$ and the fact that $\partial \Omega$ has Lipschitz regularity, easily yields

$$
\begin{equation*}
\left\|\mu_{h}\right\|_{L^{\infty} \rightarrow L^{\infty}}=\mu_{h}(\Omega) \leq 1-c_{1} h^{-d} \min _{x \in \bar{\Omega}} \int_{\Omega} 1_{|x-y|<c_{2} h} d y<1-\delta_{0}^{\prime} \tag{2.30}
\end{equation*}
$$

for some $\delta_{0}^{\prime}>0$ independent of $h$. Working as in the proof of Theorem 1 in [4] shows that there exists $\left.\delta_{0} \in\right] 0, \frac{1}{2}$ [ such that for any $u \in L^{2}(\Omega)$ and any $n \geq N$,

$$
\begin{equation*}
\left\langle M_{h}^{n} u, u\right\rangle_{L^{2}(\Omega)} \geq\left(-1+\delta_{0}\right)\|u\|_{L^{2}(\Omega)}^{2} \tag{2.31}
\end{equation*}
$$

Hence, the same holds true for $n=1$ with a possibly different $\delta_{0}$.
To show that there is $\delta_{0}>0$ sufficiently small so that the spectrum of $M_{h}$ is discrete in $\left[1-\delta_{0}, 1\right]$ it suffices to work as in the proof of Theorem 4.6 in [4], using again Proposition 2.2.

Similarly, the Weyl bound on the number of eigenvalues follows from Lemma 2.3 as in Lemma 4.8 in [4]. This proves Part $i$.

To prove the last part of the theorem, work on the Dirichlet form is needed. In the following, denote $\mathcal{E}_{h}=\mathcal{E}_{h, 1}$. Introduce the bilinear form associated with $\mathcal{E}_{h}$ :

$$
\begin{equation*}
\mathcal{B}_{h}(u, v)=\left\langle\left(1-M_{h}\right) u, v\right\rangle_{L^{2}(\Omega)}, \forall u, v \in L^{2}(\Omega) . \tag{2.32}
\end{equation*}
$$

A standard computation shows that $\mathcal{B}_{h}(u, v)=\frac{1}{p} \sum_{j=1}^{p} \mathcal{B}_{j, h}(u, v)$ with

$$
\begin{equation*}
\mathcal{B}_{j, h}(u, v)=\frac{1}{4 h} \int_{x \in \Omega, x+t e_{j} \in \Omega,|t|<h}\left(u(x)-u\left(x+t e_{j}\right)\right)\left(\bar{v}(x)-\bar{v}\left(x+t e_{j}\right)\right) d x d t \tag{2.33}
\end{equation*}
$$

Lemma 2.4. Let $\theta \in C^{\infty}(\bar{\Omega})$ be fixed and let $\left(\varphi_{h}, r_{h}\right) \in H^{1}(\Omega) \times L^{2}(\Omega)$ be such that $\left\|r_{h}\right\|_{L^{2}(\Omega)}=$ $O(h)$ and $\varphi_{h}$ converges weakly in $H^{1}(\Omega)$ to some $\varphi$. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{h}\left(r_{h}, \theta\right)=0 \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{h}\left(\varphi_{h}, \theta\right)=\frac{1}{6 p} \int_{\Omega}\left\langle\nabla_{\mathfrak{E}} \varphi(x), \overline{\nabla_{\mathfrak{E}} \theta}(x)\right\rangle_{\mathbb{C}^{p}} d x . \tag{2.35}
\end{equation*}
$$

Proof. To prove (2.34), observe that since $\theta$ is smooth,

$$
\begin{align*}
\left(1-M_{j, h}\right) \theta(x) & =\frac{h^{-1}}{2} \int_{|t|<h, x+t e_{j} \in \Omega}\left(\theta(x)-\theta\left(x+t e_{j}\right)\right) d t  \tag{2.36}\\
& =\frac{\partial_{e_{j}} \theta(x)}{2 h} \int_{|t|<h, x+t e_{j} \in \Omega} t d t+O\left(h^{2}\right) .
\end{align*}
$$

Denoting

$$
\rho_{h}(x)=\frac{\partial_{e_{j}} \theta(x)}{2 h} \int_{|t|<h, x+t e_{j} \in \Omega} t d t
$$

observe that $\operatorname{supp}\left(\rho_{h}\right) \subset\{x \in \Omega, d(x, \partial \Omega)<h\}$ and $\left\|\rho_{h}\right\|_{L^{\infty}}=O(h)$. Hence $\left\|\rho_{h}\right\|_{L^{2}}=O\left(h^{3 / 2}\right)$ and since $\left\|r_{h}\right\|_{L^{2}}=O(h)$, it follows that

$$
\begin{equation*}
h^{-2} \mathcal{B}_{j, h}\left(r_{h}, \theta\right)=h^{-2}\left\langle r_{h},\left(1-M_{j, h}\right) \theta\right\rangle_{L^{2}}=\left\langle h^{-1} r_{h}, h^{-1} \rho_{h}\right\rangle_{L^{2}}+O(h)=O\left(h^{1 / 2}\right) \tag{2.37}
\end{equation*}
$$

which goes to zero as $h$ goes to zero.
To prove (2.35) observe that

$$
\begin{align*}
\theta\left(x+t e_{j}\right)-\theta(x) & =t \psi(t, x) \\
\varphi_{h}\left(x+t e_{j}\right)-\varphi_{h}(x) & =t \int_{0}^{1} \partial_{e_{j}} \varphi_{h}\left(x+t z e_{j}\right) d z \tag{2.38}
\end{align*}
$$

with $\psi(t, x)$ smooth and $\psi(0, x)=\partial_{e_{j}} \theta(x)$. Hence

$$
\begin{align*}
h^{-2} \mathcal{B}_{j, h}\left(\varphi_{h}, \theta\right) & =\frac{1}{4 h^{3}} \int_{x \in \Omega, x+t e_{j} \in \Omega,|t|<h, z \in[0,1]} t^{2} \partial_{e_{j}} \varphi_{h}\left(x+t z e_{j}\right) \bar{\psi}(t, x) d t d z d x \\
& =\frac{1}{4} \int_{x \in \Omega, x+h u e_{j} \in \Omega,|u|<1, z \in[0,1]} u^{2} \partial_{e_{j}} \varphi_{h}\left(x+h u z e_{j}\right) \bar{\psi}(h u, x) d u d z d x  \tag{2.39}\\
& =\frac{1}{4} \int_{x-h u z e_{j} \in \Omega, x+h u(1-z) e_{j} \in \Omega,|u|<1, z \in[0,1]} u^{2} \partial_{e_{j}} \varphi_{h}(x) \bar{\psi}\left(h u, x-h u z e_{j}\right) d u d z d x .
\end{align*}
$$

Taylor expansion of $\psi$ shows that $\psi\left(h u, x-h u z e_{j}\right)=\partial_{e_{j}} \theta(x)+O(h)$. Hence, for any $\delta>0$ and any $h \in] 0,1]$,

$$
\begin{align*}
h^{-2} \mathcal{B}_{j, h}\left(\varphi_{h}, \theta\right) & =\frac{1}{4} \int_{x-h u z e_{j} \in \Omega, x+h u(1-z) e_{j} \in \Omega,|u|<1, z \in[0,1]} u^{2} \partial_{e_{j}} \varphi_{h}(x) \overline{\partial_{e_{j}} \theta}(x) d u d z d x+O(h) \\
& =I_{\delta}(h)+J_{\delta}(h)+O(h) \tag{2.40}
\end{align*}
$$

with $I_{\delta}(h)$ equal to the above integral over $d(x, \partial \Omega) \geq \delta$ and $J_{\delta}(h)$ the integral over $d(x, \partial \Omega)<\delta$. Then, by Cauchy-Schwartz, $\left|J_{\delta}(h)\right| \leq C(\theta) \delta^{1 / 2}\left\|\varphi_{h}\right\|_{H^{1}}$. On the other hand, for any $\left.h \in\right] 0, \delta[$,

$$
\begin{align*}
I_{\delta}(h) & =\frac{1}{6} \int_{x \in \Omega, d(x, \partial \Omega)>\delta} \partial_{e_{j}} \varphi_{h}(x) \overline{\partial_{e_{j}} \theta}(x) d x \\
& =\frac{1}{6} \int_{x \in \Omega} \partial_{e_{j}} \varphi_{h}(x) \overline{\partial_{e_{j}} \theta}(x) d x+O\left(\delta^{1 / 2}\left\|\varphi_{h}\right\|_{H^{1}}\right) . \tag{2.41}
\end{align*}
$$

Given $\epsilon>0$, it is easy to find $\delta>0$ small enough such that for any $h \in] 0, \delta\left[,\left|J_{\delta}(h)\right|<\epsilon\right.$ and $\left|I_{\delta}(h)-\frac{1}{6} \int_{x \in \Omega} \partial_{e_{j}} \varphi_{h}(x) \partial_{e_{j}} \theta(x) d x\right|<\epsilon$. Now make $h \rightarrow 0^{+}, \delta$ being fixed, and use the fact that $\varphi_{h}$ converges weakly in $H^{1}$ to get

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{j, h}\left(\varphi_{h}, \theta\right)=\frac{1}{6} \int_{\Omega} \partial_{e_{j}} \varphi(x) \overline{\partial_{e_{j}} \theta}(x) d x \tag{2.42}
\end{equation*}
$$

and the proof is complete.
To complete the proof of Theorem 2.1, denote $\left|\Delta_{h}\right|=h^{-2}\left(1-M_{h}\right)$. Let $R>0$ be fixed and observe that if $\nu_{h} \in[0, R]$ and $f_{h} \in L^{2}(\Omega)$ satisfy $\left|\Delta_{h}\right| f_{h}=\nu_{h} f_{h}$ and $\left\|f_{h}\right\|_{L^{2}}=1$, then, thanks to Lemma 2.3, $f_{h}$ can be decomposed as $f_{h}=\varphi_{h}+r_{h}$ with $\left\|r_{h}\right\|_{L^{2}(\Omega)}=O(h)$ and $\varphi_{h}$ bounded in $H^{1}$. Hence (extracting a subsequence if necessary) it may be assumed that $\varphi_{h}$ weakly converges in $H^{1}$ to a limit $\varphi$ and that $\nu_{h}$ converges to a limit $\nu$. It now follows from Lemma 2.4 that for any $\theta \in C^{\infty}(\bar{\Omega})$,

$$
\begin{equation*}
\frac{1}{6 p} \int_{\Omega}\left\langle\nabla_{\mathfrak{E}} f(x), \nabla_{\mathfrak{E}} \theta(x)\right\rangle_{\mathbb{C}^{p}} d x=\nu\langle\varphi, \theta\rangle_{L^{2}} . \tag{2.43}
\end{equation*}
$$

Since $\theta$ is arbitrary, it follows that $\left(-\Delta_{\mathfrak{E}}-\nu\right) \varphi=0$ and $\partial_{n, \mathfrak{E} \varphi \mid \partial \Omega}=0$. In fact, this also proves that for any $\epsilon>0$ small, there exists $h_{\epsilon}>0$ such that for $\left.\left.h \in\right] 0, h_{\epsilon}\right]$, one has

$$
\begin{equation*}
\operatorname{Spec}\left(\left|\Delta_{h}\right|\right) \cap[0, R] \subset \cup_{j}\left[\nu_{j}-\epsilon, \nu_{j}+\epsilon\right] \tag{2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\sharp \operatorname{Spec}\left(\left|\Delta_{h}\right|\right) \cap\left[\nu_{j}-\epsilon, \nu_{j}+\epsilon\right] \leq m_{j} \tag{2.45}
\end{equation*}
$$

In fact, there is equality in (2.45). The following proof is a simplification of the one in [4]. Proceed by induction on $j$ : let $\epsilon>0$, small, be given such that for $0 \leq \nu_{j} \leq M+1$, the intervals $I_{j}^{\epsilon}=\left[\nu_{j}-\epsilon, \nu_{j}+\epsilon\right]$ are disjoint. Let $\left(\mu_{j}^{h}\right)_{j \geq 0}$ be the increasing sequence of eigenvalues of $\left|\Delta_{h}\right|, \sigma_{N}=\sum_{j=1}^{N} m_{j}$ and $\left(e_{k}\right)_{k \geq 0}$ an othonormal basis of eigenfunctions of $-\Delta_{\mathfrak{E}}$ such that for all $k \in\left\{1+\sigma_{N}, \ldots, \sigma_{N+1}\right\}$, one has $\left(-\Delta_{\mathfrak{E}}-\nu_{N+1}\right) e_{k}=0$. As 0 is a simple eigenvalue of both $-\Delta_{\mathfrak{E}}$ and $\left|\Delta_{h}\right|$, clearly $\nu_{0}=\mu_{0}=0$ and $m_{0}=1=\sharp \operatorname{Spec}\left(\left|\Delta_{h}\right|\right) \cap\left[\nu_{0}-\epsilon, \nu_{0}+\epsilon\right]$.

Suppose that for all $n \leq N, m_{n}=\sharp \operatorname{Spec}\left(\left|\Delta_{h}\right|\right) \cap\left[\nu_{n}-\epsilon, \nu_{n}+\epsilon\right]$. Then by (2.44), for $h \leq h_{\varepsilon}$,

$$
\begin{equation*}
\mu_{1+\sigma_{N}}^{h} \geq \nu_{N+1}-\epsilon . \tag{2.46}
\end{equation*}
$$

By the min-max principle, if $G$ is a finite dimensional subspace of $H^{1}$ with $\operatorname{dim}(G)=1+\sigma_{N+1}$,

$$
\begin{equation*}
\mu_{\sigma_{N+1}}^{h} \leq \sup _{\psi \in G,\|\psi\|=1}\langle | \Delta_{h}|\psi, \psi\rangle_{L^{2}(\Omega)} . \tag{2.47}
\end{equation*}
$$

Let $G$ be the vector space spanned by the $e_{k}, 0 \leq k \leq \sigma_{N+1}$. Then, $\operatorname{dim}(G)=1+\sigma_{N+1}$ and it follows from Lemma 2.4, for any $k, k^{\prime} \leq 1+\sigma_{N+1}$,

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{h}\left(e_{k}, e_{k^{\prime}}\right)=\frac{1}{6 p} \int_{\Omega}\left\langle\nabla_{\mathfrak{E}} e_{k}(x), \nabla_{\mathfrak{E}} e_{k^{\prime}}(x)\right\rangle_{\mathbb{C}^{p}} d x . \tag{2.48}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left.\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{h}(\psi, \psi)=\frac{1}{6 p} \int_{\Omega} \right\rvert\, \nabla_{\mathfrak{E}} \psi\left(\left.x\right|^{2} d x \leq \nu_{N+1}\right. \tag{2.49}
\end{equation*}
$$

for any $\psi \in G$ with $\|\psi\|_{L^{2}}=1$. Since $G$ has finite dimension, a standard compactness argument shows that there exists $h_{\epsilon}>0$ such that for any $\left.\left.h \in\right] 0, h_{\epsilon}\right]$ and any $\psi \in G$ with $\|\psi\|_{L^{2}} \leq 1$,

$$
\begin{equation*}
h^{-2} \mathcal{B}_{h}(\psi, \psi) \leq \nu_{N+1}+\epsilon \tag{2.50}
\end{equation*}
$$

Therefore $\mu_{\sigma_{N+1}} \leq \nu_{N+1}+\epsilon$. Combining this with (2.46) and (2.45) gives $m_{N+1}=\sharp \operatorname{Spec}\left(\left|\Delta_{h}\right|\right) \cap$ $\left[\nu_{N+1}-\epsilon, \nu_{N+1}+\epsilon\right]$. The proof of Theorem 2.1 is complete.

## 3 Total Variation Estimates

This section gives estimates on the convergence speed of the iterated kernel $M_{h}^{n}(x, d y)$ towards its stationary measure $\frac{d y}{V o l(\Omega)}$. Recall that the total variation $\|\mu-\nu\|_{T V}$ between two probability measures $\mu$ and $\nu$ on $\Omega$ is defined by

$$
\begin{equation*}
\|\mu-\nu\|_{T V}=\sup |\mu(A)-\nu(A)| \tag{3.1}
\end{equation*}
$$

where the sup is taken over all measurable sets $A$. Equivalently,

$$
\begin{equation*}
\|\mu-\nu\|_{T V}=\frac{1}{2} \sup _{f \in L^{\infty},\|f\|_{L^{\infty}}=1}|\mu(f)-\nu(f)| . \tag{3.2}
\end{equation*}
$$

Theorem 3.1. Assume that $\mathfrak{E}$ is weakly incoming. Then there exists $C>0$ and $h_{0}>0$ such that for all $\left.h \in] 0, h_{0}\right]$ and all $n \in \mathbb{N}$, the following estimate holds true, with $g(h)$ the spectral gap studied in Section 2:

$$
\begin{equation*}
\sup _{x \in \Omega}\left\|M_{h}^{n}(x, d y)-\frac{d y}{\operatorname{vol}(\Omega)}\right\|_{T V} \leq C e^{-n g(h)} . \tag{3.3}
\end{equation*}
$$

Proof. The proof is very close to the proof of Theorem 4.6 in [4] and is just sketched for the reader's convenience. Observe first that $n \geq h^{-2}$ can be assumed, since otherwise the estimate is trivial thanks to the lower bound on the spectral gap.

Let $\Pi_{0}$ be the othogonal projector in $L^{2}(\Omega)$ on the constant functions. Observe that

$$
\begin{equation*}
2 \sup _{x \in \Omega}\left\|M_{h}^{n}(x, d y)-\frac{d y}{\operatorname{vol}(\Omega)}\right\|_{T V}=\left\|M_{h}^{n}-\Pi_{0}\right\|_{L^{\infty} \rightarrow L^{\infty}} . \tag{3.4}
\end{equation*}
$$

Using the spectral decomposition of $M_{h}$, let $0<\lambda_{1, h} \leq \cdots \leq \lambda_{j, h} \leq \cdots \leq h^{-2} \delta_{0}$ be such that the eigenvalues of $M_{h}$ in the interval $\left[1-\delta_{0}, 1\right]$ are the $1-h^{2} \lambda_{j, h}$ with associated orthonormalized eigenfunctions $M_{h}\left(e_{j, h}\right)=\left(1-h^{2} \lambda_{j, h}\right) e_{j, h}$.

Then write $M_{h}-\Pi_{0}=M_{h, 1}+M_{h, 2}+M_{h, 3}$, so that the operators $M_{h, 1}, M_{h, 2}$ have kernels

$$
\begin{align*}
& M_{h, 1}(x, y)=\sum_{\lambda_{1, h} \leq \lambda_{j, h} \leq h^{-\alpha}}\left(1-h^{2} \lambda_{j, h}\right) e_{j, h}(x) e_{j, h}(y)  \tag{3.5}\\
& M_{h, 2}(x, y)=\sum_{h^{-\alpha} \leq \lambda_{j, h} \leq h^{-2} \delta_{0}}\left(1-h^{2} \lambda_{j, h}\right) e_{j, h}(x) e_{j, h}(y) \tag{3.6}
\end{align*}
$$

where $\alpha \in] 0,2]$ is a small constant that will be chosen later. Then

$$
\begin{equation*}
2 \sup _{x \in \Omega}\left\|M_{h}^{n}(x, d y)-\frac{d y}{\operatorname{vol}(\Omega)}\right\|_{T V} \leq \sum_{j=1}^{3}\left\|M_{h, j}^{n}\right\|_{L^{\infty} \rightarrow L^{\infty}} \tag{3.7}
\end{equation*}
$$

and terms on the right hand side must be estimated.
From (2.30), it is easy to prove that any eigenfunction $M_{h}(u)=\lambda u$ with $\left.\left.\lambda \in\right] 1-\delta_{0}, 1\right]$ satisfies

$$
\begin{equation*}
\|u\|_{L^{\infty}} \leq C h^{-d / 2}\|u\|_{L^{2}} . \tag{3.8}
\end{equation*}
$$

As in [4], using in particular the bound on the number of eigenvalues, we show that for $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|M_{h, 2}^{n}\right\|_{L^{\infty} \rightarrow L^{\infty}}+\left\|M_{h, 3}^{n}\right\|_{L^{\infty} \rightarrow L^{\infty}} \leq C\left(\left(1-h^{2-\alpha}\right)^{n}+\left(1-\delta_{0}\right)^{n}\right) h^{-3 d / 2} \tag{3.9}
\end{equation*}
$$

For $n \geq h^{-2}$, this implies that

$$
\begin{equation*}
\left\|M_{h, 2}^{n}\right\|_{L^{\infty} \rightarrow L^{\infty}}+\left\|M_{h, 3}^{n}\right\|_{L^{\infty} \rightarrow L^{\infty}} \leq C_{\alpha} e^{-n h^{2-\alpha}} . \tag{3.10}
\end{equation*}
$$

It remains to estimate $M_{h, 1}^{n}$. Let $E_{\alpha}$ denote the space spanned by the eigenvectors $e_{j, h}$ such that $\lambda_{j, h} \leq h^{-\alpha}$. Then, thanks to Part $i i$ of Theorem 2.1, $\operatorname{dim}\left(E_{\alpha}\right) \leq h^{-d \alpha / 2}$. As in [4], Lemma 2.3 shows that there exists $\alpha>0$ and $p>2$ such that for any $u \in E_{\alpha}$,

$$
\begin{equation*}
\|u\|_{L^{p}}^{2} \leq C h^{-2}\left(\mathcal{E}_{h, N}(u)+h^{2}\|u\|_{L^{2}}^{2}\right) . \tag{3.11}
\end{equation*}
$$

This gives the following Nash estimate, with $\frac{1}{D}=2-\frac{4}{p}>0$ :

$$
\begin{equation*}
\|u\|_{L^{2}}^{2+\frac{1}{D}} \leq C h^{-2}\left(\mathcal{E}_{h, N}(u)+h^{2}\|u\|_{L^{2}}^{2}\right)\|u\|_{L^{1}}^{\frac{1}{D}} \quad \forall u \in E_{\alpha} . \tag{3.12}
\end{equation*}
$$

This inequality allows an estimate of $M_{h, 1}$ from $L^{1}$ into $L^{2}$ and this leads to $\left\|M_{h, 1}^{k N}\right\|_{L^{\infty} \rightarrow L^{\infty}} \leq$ $C e^{-k N g(h)}$ for $k \geq h^{-2}$. As $M_{h}$ is bounded by 1 on $L^{\infty}$ it follows that $k N$ can be replaced by $n \geq h^{-2}$ in this estimate, and the proof of Theorem 3.1 is complete.

## 4 Convergence of the Resolvants

Let us denote $\left|\Delta_{h}\right|=h^{-2}\left(1-M_{h}\right)$. Recall $\Delta_{\mathfrak{E}}$ from (2.1). This section proves strong resolvent convergence of $\left|\Delta_{h}\right|$ to $\Delta_{\mathfrak{E}}$. For background and consequences, see [13].
Theorem 4.1. Let $z \in \mathbb{C} \backslash\left[0,+\infty\left[\right.\right.$ and $g \in L^{2}(\Omega)$. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}}\left\|\left(\left|\Delta_{h}\right|-z\right)^{-1} g-\left(-\Delta_{\mathfrak{E}}-z\right)^{-1} g\right\|_{L^{2}(\Omega)}=0 . \tag{4.1}
\end{equation*}
$$

Proof. Let $z \in \mathbb{C} \backslash\left[0,+\infty\left[\right.\right.$ and $g \in L^{2}(\Omega)$ be fixed. For any $h>0$ let $f_{h} \in L^{2}(\Omega)$ be the solution of $\left(\left|\Delta_{h}\right|-z\right) f_{h}=g$. Hence

$$
\begin{equation*}
-z\left\langle f_{h}, f_{h}\right\rangle_{L^{2}}+\left\langle\frac{1-M_{h}}{h^{2}} f_{h}, f_{h}\right\rangle_{L^{2}}=\left\langle g, f_{h}\right\rangle_{L^{2}} . \tag{4.2}
\end{equation*}
$$

Since $z \notin\left[0, \infty\left[\right.\right.$ and $\left|\Delta_{h}\right|$ is a positive operator, it follows that $\left\|f_{h}\right\|_{L^{2}} \leq \operatorname{dist}\left(z,\left[0, \infty[)^{-1}\|g\|_{L^{2}}\right.\right.$ is bounded uniformly with respect to $h$. It follows from the above equation that there exists $C_{0}>0$ such that

$$
\begin{equation*}
\left\|f_{h}\right\|_{L^{2}}^{2}+h^{-2} \mathcal{E}_{h}\left(f_{h}\right) \leq C_{0}\|g\|_{L^{2}}^{2} . \tag{4.3}
\end{equation*}
$$

It now follows from Lemma 2.4 that there exists $C>0$ depending on $z$ and $\|g\|_{L^{2}}$ such that for any $h \in] 0,1]$, we can write $f_{h}=\varphi_{h}+r_{h}$ with $\left\|\varphi_{h}\right\|_{H^{1}} \leq C$ and $\left\|r_{h}\right\|_{L^{2}} \leq C h$. Let $f \in H^{1}(\Omega)$ and $\left(h_{k}\right)_{k \in \mathbb{N}}$ be a sequence of positive numbers such that $\left(\varphi_{h_{k}}\right)_{k}$ converges weakly to $f$ in $H^{1}$. Let $\theta \in C^{\infty}(\bar{\Omega})$ be fixed. Then

$$
\begin{equation*}
-z\left\langle f_{h_{k}}, \theta\right\rangle_{L^{2}}+h_{k}^{-2} \mathcal{B}_{h_{k}}\left(f_{h_{k}}, \theta\right)=\langle g, \theta\rangle_{L^{2}} \tag{4.4}
\end{equation*}
$$

and taking the limit $k \rightarrow \infty$ it follows from Lemma 2.4 that

$$
\begin{equation*}
-z\langle f, \theta\rangle_{L^{2}}+\frac{1}{6 p} \int_{\Omega} \nabla_{\mathfrak{E}} f(x) \overline{\nabla_{\mathfrak{E}} \theta(x)} d x=\int_{\Omega} g(x) \overline{\theta(x)} d x . \tag{4.5}
\end{equation*}
$$

Since $\theta$ is arbitrary, this implies $\left(-\Delta_{\mathfrak{E}}-z\right) f=g$ and $\partial_{n, \mathfrak{E}} f_{\mid \partial \Omega}=0$. Since, this is true for any subsequence ( $h_{k}$ ), this shows that $\left\|f_{h}-f\right\|_{L^{2}} \rightarrow 0$ when $h \rightarrow 0$, which is exactly (4.1).

## 5 Some Generalizations

Here we present a possible generalization of the previous results. It is still assumed that $\Omega$ is a convex polytope in $\mathbb{R}^{d}$. Suppose that $E \subset \mathbb{R}^{d}$ is endowed with a Borel probability measure $\mu$. For any $e \in E$, define

$$
\begin{equation*}
K_{e, h} f(x)=\frac{1}{2} \int_{t \in[-1,1], x+h t e \in \Omega} f(x+h t e) d t \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{h} f(x)=\int_{e \in E} K_{e, h} f(x) d \mu(e) . \tag{5.2}
\end{equation*}
$$

The associated Metropolis operator is defined by $M_{h} f(x)=m_{h}(x) f(x)+K_{h} f(x)$ with $m_{h}(x)=$ $1-K_{h}(1)$.

Definition 5.1. Say that $(E, \mu)$ is weakly incoming to $\Omega$ if for any $x_{0} \in \partial \Omega$ there exists $\epsilon>0$, $\theta \in\{ \pm 1\}$ and a measurable subset $F \subset E$ such that $\mu(F)>0$ and

$$
\begin{equation*}
\left.\left.\mathfrak{c}\left(x_{0}+\theta t e\right)<\mathfrak{c}\left(x_{0}\right) \quad \forall t \in\right] 0, \epsilon\right], \forall e \in F . \tag{5.3}
\end{equation*}
$$

Lemma 5.1. There exists some measurable subsets $F_{1}, \ldots, F_{d} \subset E$ such that $\mu\left(F_{j}\right)>0$ for all $j$ and any $\left(f_{1}, \ldots, f_{d}\right) \in \Pi_{j=1}^{d} F_{j}$ spans $\mathbb{R}^{d}$. Moreover the sets $F_{j}$ can be chosen with arbitrary small diameters.

Proof. From the same argument as in remark following Definition 1.1, we can easily see that $\mu$ can not be supported in an hyperplane of $\mathbb{R}^{d}$. Let us prove by induction that for $k=1, \ldots, d$, there exists $F_{1}, \ldots F_{k} \subset E$ such that $\mu\left(F_{j}\right)>0$ for all $j$ and for any $\left(f_{1}, \ldots, f_{k}\right) \in \Pi_{j=1}^{k} F_{j}, \operatorname{rank}\left(f_{1}, \ldots, f_{k}\right)=k$.

If $k=1$, it suffices to take $F_{1} \subset F \backslash\{0\}$ with $\mu\left(F_{1}\right)>0$, which is possible thanks to the fact that $F$ is weakly incoming to $\Omega$.

Assume that the property holds true at rank $k-1<d$. There exists $F_{1}, \ldots F_{k-1} \subset E$ such that $\mu\left(F_{j}\right)>0$ for all $j$ and any $\left(f_{1}, \ldots, f_{k-1}\right) \in \Pi_{j=1}^{k-1} F_{j}, H=\operatorname{span}\left(f_{1}, \ldots, f_{k-1}\right)$ has dimension $k-1$. Since $\operatorname{supp}(\mu)$ is not contained in $H$, there exists $F_{k} \subset F \backslash H$ with $\mu\left(F_{k}\right)>0$. Then $F_{1}, \ldots, F_{k}$ satisfy the property at rank $k$.

The fact that we can take $\operatorname{diam}\left(F_{j}\right)$ arbitrary small can be shown as follows. Let $\epsilon>0$ and assume by contradiction that there exists $j_{0}$ such that for any $f \in F_{j_{0}}, \mu\left(B(f, \epsilon) \cap F_{j_{0}}\right)=0$. Then any compact subset of $F_{j_{0}}$ would have measure zero, which is impossible since $\mu\left(F_{j_{0}}\right)>0$.

Introduce the following differential operators associated to the set $E$ :

$$
\begin{equation*}
\nabla_{E}: H^{1}(\Omega) \rightarrow L^{\infty}\left(E, L^{2}(\Omega)\right) \tag{5.4}
\end{equation*}
$$

defined by $\nabla_{E} u(e, x)=\langle\nabla u(x), e\rangle_{\mathbb{C}^{d}}$ for any $(e, x) \in E \times \Omega$;

$$
\begin{equation*}
\operatorname{div}_{E}: L^{\infty}\left(E, H^{1}(\Omega)\right) \rightarrow L^{2}(\Omega) \tag{5.5}
\end{equation*}
$$

defined by $\operatorname{div}_{E} f(x)=\int_{E}\left\langle\nabla_{x} f(e, x), e\right\rangle_{\mathbb{C}^{d}} d \mu(e)$ for any $x \in \Omega$; and

$$
\begin{equation*}
\Delta_{E}: H^{2}(\Omega) \rightarrow L^{2}(\Omega) \tag{5.6}
\end{equation*}
$$

given by $\Delta_{E}=\frac{1}{6} \operatorname{div}_{E} \nabla_{E}$.

Define also the following trace operator:

$$
\begin{equation*}
\gamma_{E}^{0}:\left\{f \in L^{\infty}\left(E, H^{1}(\Omega)\right), \operatorname{div}_{E} f \in L^{2}(\Omega)\right\} \rightarrow H^{-\frac{1}{2}}(\partial \Omega) \tag{5.7}
\end{equation*}
$$

by

$$
\begin{equation*}
\int_{\partial \Omega} \gamma_{E}^{0} f(x) v_{\mid \partial \Omega}(x) d \sigma(x)=\int_{\Omega} \operatorname{div}_{E} f(x) v(x) d x+\int_{E} \int_{\Omega} f(e, x) \nabla_{E} v(e, x) d x d \mu(e) \tag{5.8}
\end{equation*}
$$

for any $v \in H^{1}(\Omega)$. Observe that if $f \in L^{\infty}\left(E, C^{1}(\bar{\Omega})\right)$, then

$$
\begin{equation*}
\gamma_{E}^{0} f(x)=\int_{E}\langle e, n(x)\rangle_{\mathbb{C}^{d}} f(x, e) d \mu(e) \tag{5.9}
\end{equation*}
$$

where $n(x)$ denotes the unit outgoing normal vector to the boundary $\partial \Omega$ at point $x$.
For $u \in H^{1}(\Omega)$ such that $\Delta_{E} u \in L^{2}(\Omega)$, the function $f=\nabla_{E} u$ satisfies $\operatorname{div}_{E} f \in L^{2}(\Omega)$. Hence, the operator

$$
\begin{equation*}
\gamma_{E}^{1}:\left\{u \in H^{1}(\Omega), \Delta_{E} u \in L^{2}(\Omega)\right\} \rightarrow H^{-\frac{1}{2}}(\partial \Omega) \tag{5.10}
\end{equation*}
$$

defined by $\gamma_{E}^{1} u(x)=\gamma_{E}^{0} \nabla_{E} u(x)$ is continuous.
Finally, introduce the following quadratic form on $H^{1}(\Omega)$ :

$$
\begin{equation*}
\mathcal{E}_{E}(u)=\frac{1}{6} \int_{E} \int_{\Omega}\left|\nabla_{E} u(e, x)\right|^{2} d x d \mu(e) \quad \forall u \in H^{1}(\Omega) . \tag{5.11}
\end{equation*}
$$

From Lemma 5.1 it follows that, since $E$ is weakly incoming to $\Omega$, there exists some subsets $F_{1}, \ldots, F_{d}$ with arbitrary small diameters and $\mu\left(F_{j}\right)>0$ such that any $\left(f_{1}, \ldots, f_{d}\right) \in F_{1} \times \cdots \times F_{d}$ spans $\mathbb{R}^{d}$. Taking the diameter of the $F_{j}$ sufficiently small, it is easy to show that there exists $C>0$ such that for any $u \in H^{1}(\Omega)$,

$$
\begin{equation*}
\frac{1}{C}\|\nabla u\|_{L^{2}(\Omega)}^{2} \leq \mathcal{E}_{E}(u) \leq C\|\nabla u\|_{L^{2}(\Omega)}^{2} \tag{5.12}
\end{equation*}
$$

Then, the operator $-\Delta_{E}=-\frac{1}{6} \operatorname{div}_{E} \nabla_{E}$ with domain $D\left(-\Delta_{E}\right)=\left\{u \in H^{1}(\Omega), \Delta_{E} u \in\right.$ $\left.L^{2}(\Omega), \gamma_{E}^{1} u=0\right\}$ is the self-adjoint realization of the Dirichlet form $\mathcal{E}_{E}$. Moreover, it follows from (5.12) that $-\Delta_{E}$ has compact resolvant. Denote its spectrum by $\nu_{0}=0<\nu_{1}<\nu_{2}<\ldots$ and by $m_{j}$ the multiplicity associated to $\nu_{j}$. Observe that $m_{0}=1$.
Theorem 5.2. Suppose that $(E, \mu)$ is weakly incoming to $\Omega$, then the following hold true.
i) There exists $\left.h_{0}>0, \delta_{0} \in\right] 0, \frac{1}{2}[$ and a positive constant $C$ such that for any $\left.h \in] 0, h_{0}\right]$, the spectrum of $M_{h}$ is a subset of $\left[-1+\delta_{0}, 1\right]$, 1 is a simple eigenvalue and $\operatorname{Spec}\left(M_{h}\right) \cap\left[1-\delta_{0}, 1\right]$ is discrete.
ii) For any $\left.h \in] 0, h_{0}\right]$ and $0 \leq \lambda \leq \delta_{0} h^{-2}$, the number of eigenvalues of $M_{h}$ in $\left[1-h^{2} \lambda, 1\right]$ (with multiplicity) is bounded by $C(1+\lambda)^{d / 2}$.
iii) For any $R>0$ and $\varepsilon>0$ such that $\nu_{j+1}-\nu_{j}>2 \varepsilon$ for $\nu_{j+2}<R$, there exists $h_{1}>0$ such that one has for all $\left.h \in] 0, h_{1}\right]$,

$$
\begin{equation*}
\left.\left.\operatorname{Spec}\left(\frac{1-M_{h}}{h^{2}}\right) \cap\right] 0, R\right] \subset \cup_{j \geq 1}\left[\nu_{j}-\varepsilon, \nu_{j}+\varepsilon\right] \tag{5.13}
\end{equation*}
$$

and the number of eigenvalues of $\frac{1-M_{h}}{h^{2}}$ in the interval $\left[\nu_{j}-\varepsilon, \nu_{j}+\varepsilon\right]$ is equal to $m_{j}$.

Here are two examples of $(E, \mu)$ which are weakly incoming to $\Omega$. The first is the case where $E=\left\{e_{1}, \ldots, e_{p}\right\}$ is discrete and $\mu$ is simply the measure $\frac{1}{p} \sum_{j=1}^{p} \delta_{e=e_{j}}$. Then it suffices to assume that $E$ is weakly incoming to $\Omega$ in the sense of Definition 1.1. Moreover, in that case the conclusion of Theorem 5.2 are exactly those of Theorem 2.1.

A second example is the following. Let $E$ be equal to the sphere $S^{d-1}$ and $\mu=d \sigma_{d}$ be the surface measure. Assume that $\rho: S^{d-1} \rightarrow \mathbb{R}^{+}$is a continuous function such that $\int_{S^{d-1}} \rho(\omega) d \sigma_{d}(\omega)=1$ and let $\mu=\rho(\omega) d \sigma_{d}(\omega)$. Then $(E, \mu)$ will be weakly incoming to $\Omega$ iff there exists a family of vectors $e_{1}, \ldots, e_{p} \in \operatorname{supp}(\rho)$ such that $\left(e_{1}, \ldots, e_{p}\right)$ is weakly incoming in the sense of Definition 1.1. For instance, if $\rho$ is strictly positive on $S^{d-1}$ then these assumptions are automatically satisfied.

The proof of Theorem 5.2 is very close to that of Theorem 2.1 and only the main steps are given. The following proposition is a version of Lemma 1.3 adapted to the present setting.
Proposition 5.3. Assume that $(E, \mu)$ is weakly incoming to $\Omega$, let $x_{0} \in \bar{\Omega}$ and denote $k=\mathfrak{c}\left(x_{0}\right)$. There exists $\epsilon>0$ and some subsets $F_{1}, \ldots, F_{k} \subset E$ such that $\mu\left(F_{i}\right)>0$ for all $i=1, \ldots, k$ and

- there exists $r_{0}>0$ and $I \subset\{1, \ldots, m\}$ with $\sharp I=k$ such that

$$
\begin{equation*}
\Omega \cap B\left(x_{0}, r_{0}\right)=\left(\cap_{i \in I}^{k} H_{i}^{+}\right) \cap B\left(x_{0}, r_{0}\right) ; \tag{5.14}
\end{equation*}
$$

- there exists $\theta_{1}, \ldots, \theta_{k} \in\{ \pm 1\}$ and a bijection $\{1, \ldots, k\} \ni n \mapsto i_{n} \in I$ such that for any $n=1, \ldots, k$ and any $f_{n} \in F_{n}$,

$$
\begin{equation*}
\theta_{n} f_{n} \text { is strictly incoming to } H_{i_{n}} \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{n} f_{n} \text { is incoming to } H_{i_{m}} \quad \forall m>n . \tag{5.16}
\end{equation*}
$$

Moreover the sets $F_{1}, \ldots, F_{k}$ can be chosen with arbitrary small diameter.
Proof. First, it is clear that (5.14) holds true. We prove (5.15) and (5.16) by induction on $k=\mathfrak{c}\left(x_{0}\right)$. For $k=0$ there is nothing to prove.

Assume now that the property holds true for all $x_{0}^{\prime}$ such that $\mathfrak{c}\left(x_{0}^{\prime}\right) \leq k-1$ and suppose that $\mathfrak{c}\left(x_{0}\right)=k$. Since $(E, \mu)$ is weakly incoming to $\Omega$, there exists $F \subset E, \theta_{1} \in\{ \pm 1\}$ and $\epsilon>0$ such that $\mathfrak{c}\left(x_{0}+t \theta_{1} f\right)<\mathfrak{c}\left(x_{0}\right)$ for all $\left.\left.t \in\right] 0, \epsilon\right]$. Assume without loss of generality that $\theta_{1}=1$. Since $\mu(F)>0$, there exists $f^{0} \in F$ such that for all $\rho>0, \mu\left(B\left(f^{0}, \rho\right) \cap F\right)>0$ and

$$
\begin{equation*}
\left.\left.\mathfrak{c}\left(x_{0}+t f\right)<\mathfrak{c}\left(x_{0}\right) \quad \forall f \in B\left(f^{0}, \rho\right) \cap F, \forall t \in\right] 0, \epsilon\right] . \tag{5.17}
\end{equation*}
$$

In particular, there exists $q_{1} \in\{1, \ldots, k\}$ and $i_{1}, \ldots, i_{q_{1}} \in I$ such that

$$
\begin{equation*}
f^{0} \text { is strictly incoming to } H_{i_{q}} \quad \forall q=1, \ldots, q_{1} \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{0} \text { is parallel to } H_{i_{q}} \quad \forall q \geq q_{1}+1 . \tag{5.19}
\end{equation*}
$$

Let $F_{q}=B\left(f_{0}, \rho\right) \cap F$ with $\rho>0$ for $q=1, \ldots, q_{1}$. Then $\mu\left(F_{q}\right)>0$ and it follows from (5.18) that for $\rho$ small enough, any $f \in F_{q}$ is strictly incoming to $H_{i_{q}}$. Moreover, thanks to (5.17), any $f \in F_{q}$ is incoming to $H_{i}$ for $i \in I \backslash\left\{i_{1}, \ldots, i_{q_{1}}\right\}$. Then we can use the induction hypothesis with $x_{0}^{\prime}=x_{0}+\epsilon f_{0}$ close to $x_{0}$ such that $\mathfrak{c}\left(x_{0}^{\prime}\right)=k-q_{1}<k$ to build $F_{q_{1}+1}, \ldots, F_{k}$. The statement concerning the diameter of the $F_{j}$ is a trivial consequence of the construction.

Corollary 5.4. Assume that $(E, \mu)$ is weakly incoming to $\Omega$ and let $x_{0} \in \bar{\Omega}$. Then there exists $r_{0}>0, \epsilon>0, F \subset E$ with $\mu(F)>0$ and $\theta \in\{ \pm 1\}$ such that

$$
\begin{equation*}
\forall f \in F, \forall x \in B\left(x_{0}, r_{0}\right) \cap \Omega, \forall t \in[0, \epsilon], x+t \theta f \in \Omega \tag{5.20}
\end{equation*}
$$

Using these results and working as in Section 2 easily proves the following.
Proposition 5.5. There exists $N \in \mathbb{N}$ and $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
M_{h}^{N}(x, d y)=\mu_{h}(x, d y)+c_{1} h^{-d} 1_{|x-y|<c_{2} h} d y \tag{5.21}
\end{equation*}
$$

where for all $x \in \Omega, \mu_{h}(x, d y)$ is a positive Borel measure.
Proof. The starting point of the proof is to observe that for any $k \in \mathbb{N}$ and any non-negative function $f$,

$$
\begin{equation*}
K_{h}^{k} f(x) \geq \int_{e_{1} \in F_{1}} \ldots \int_{e_{k} \in F_{k}} K_{h, e_{1}} \ldots K_{h, e_{k}} f(x) d \mu\left(e_{k}\right) \ldots d \mu\left(e_{1}\right) \tag{5.22}
\end{equation*}
$$

for any $F_{1}, \ldots, F_{k} \subset E$. Then the proof is the same as the proof of Proposition 2.2. In fact, (2.13) remains valid thanks to Lemma 5.1. Then we can mimick the end of the proof, using the fact that in Proposition 5.3 the set $F_{j}$ can be chosen with arbitrary small diameter. Details are left to the reader.

Proposition 5.5 implies a lemma analogous to Lemma 2.3 for the operator $M_{h}$ considered in this section. In particular, any function $u \in L^{2}(\Omega)$ satisfying

$$
\begin{equation*}
\|u\|_{L^{2}}^{2}+\left\langle\left(1-M_{h}\right) u, u\right\rangle_{L^{2}} \leq 1 \tag{5.23}
\end{equation*}
$$

admits a decomposition $u=u_{L}+u_{H}$ with $\left\|u_{L}\right\|_{H^{1}} \leq 1$ and $\left\|u_{H}\right\|_{L^{2}}=O(h)$. Using Proposition 5.3 and the generalization of Lemma 2.3 gives Parts $i$ and $i i$ of Theorem 5.2.

Part $i$ ii is implied by the following lemma (where $\mathcal{B}_{h}$ still denotes the Dirichet form associated to $M_{h}$ ).

Lemma 5.6. Let $\theta \in C^{\infty}(\bar{\Omega})$ be fixed and let $\left(\varphi_{h}, r_{h}\right) \in H^{1}(\Omega) \times L^{2}(\Omega)$ be such that $\left\|r_{h}\right\|_{L^{2}(\Omega)}=$ $O(h)$ and $\varphi_{h}$ converges weakly in $H^{1}(\Omega)$ to some $\varphi$. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{h}\left(r_{h}, \theta\right)=0 \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} h^{-2} \mathcal{B}_{h}\left(\varphi_{h}, \theta\right)=\frac{1}{6} \int_{E} \int_{\Omega} \nabla_{E} \varphi(e, x) \overline{\nabla_{E} \theta}(e, x) d x d \mu(e) . \tag{5.25}
\end{equation*}
$$

Proof. The proof is the same as that of Lemma 2.4.
Total variation estimates for rates of convergence now follow as in Section 3.
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