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Abstract

+ Context The quality of acoustic tomographic images in
standing trees is mainly function of the accuracy of the acous-
tic velocity computation. Improving the acoustic velocity
determination is, furthermore, of great interest because acous-
tic tools are widely used in nondestructive testing of wood.

« Aims Four different signal processing algorithms were used
(1) to study the effect of the signal dynamic on the velocity
determination, (2) to determine the validity range of each
computation method, and (3) to compare the behavior be-
tween a homogeneous material and wood.

« Methods The experiments were performed using the con-
ventional experimental protocol for the ultrasonic characteri-
zation of materials in a tank (normal incidence transmission at
500 kHz). A polyurethane resin (homogeneous material) and
two wood species (Bagassa guianensis Aubl., Milicia excelsa
(Welw.) C.C. Berg) were used for the experiments.

+ Results Computed velocity increased as the noise level
increased. The Hinkley method appeared to be the most exact
when the noise level exceeded 10 dB. The Fisher method was
that most suitable for very noisy signals. No difference was
found between the resin and the wood samples.
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+ Conclusion A combination of the Fisher and Hinkley
methods in the same algorithm would yield the most accurate
acoustic velocity determinations in the tomography of stand-
ing trees.

Key message Wood acoustic velocity determination is affect-
ed by the wavelength and the detection algorithm used. The
Fisher algorithm is optimal with high signal attenuation; oth-
erwise, the Hinkley algorithm should be used.

Keywords Wave velocity - Ultrasonic testing -
Tomography

1 Introduction

Wood is an inhomogeneous material with anisotropic proper-
ties and a high degree of variability. Studying wood quality
and intraspecific variability yields information that is useful
for clonal selection, classification of wood material, and tree
risk management in urban areas. Nondestructive testing
(NDT) methods are used to assess the quality of wood
(Pellerin and Ross 2002; Bucur 2003) and include acoustic
and ultrasonic testing. The latter technique, mainly based on
wave velocity determination, is widely used in the wood
industry for mechanical grading of lumber, timber structure
inspection, and property assessment of standing trees.
Formerly, the wave velocity was determined between two
sensors leading to a one-dimensional characterization. More
recently, bi-dimensional characterization has been developed
using acoustic tomography. The main acoustic tomographs
currently available on the market consist of the following:
Picus® (Argus Electronic), ARBOTOM® (Rinntech), and
ArborSonic (Fakopp). These are the devices used in most
published studies (Rust 2000; Gilbert and Smiley 2004;
Rabe et al. 2004; Rinn 2004; Divos and Divos 2005; Wang
et al. 2007; Deflorio et al. 2008; Li et al. 2012). Other studies

=INRA 2 springer




686

A. Arciniegas et al.

(Nicolotti et al. 2003; Martinis et al. 2004; Socco et al. 2004)
conducted ultrasonic experiments with the PUNDIT device
(Portable Ultrasonic Non-destructive Digital Indicating Tester,
C.N.S. Electronics, London, UK), operating at 33 kHz. The
results obtained demonstrated the feasibility of ultrasonic
tomography and were confirmed by numerical and experi-
mental studies (Maurer et al. 2006; Schubert 2007; Schubert
et al. 2009). Various parameters affect the quality of tomo-
graphic images: wavelength, signal-to-noise ratio, number of
sensors, and the inversion algorithm used. Signal attenuation
correlates closely with the frequency employed, trunk mois-
ture content, orthotropic direction (Beall 2002; Bucur 2006),
and the presence of internal decay. In the specific case of
ultrasonic tomography, attenuation is also due to the acoustic
impedance mismatch between transducers and the wood
(Nicolotti et al. 2003; Socco et al. 2004). The received signals
are thus mixed with noise and the tomographic images can be
biased by unusual propagation time values (low signal-to-
noise ratio). In this context, little information has been report-
ed concerning time of flight (TOF) measurements in the
acoustic and ultrasonic tomography of wood. TOF in the
ultrasonic NDT of wood is usually determined from a user-
fixed threshold (Kanda et al. 1998; Beall 2002; Bucur 2006;
Yanagida et al. 2007). However, statistical techniques such as
the Akaike information criterion have also been used as a
travel time picker in acoustic tomography (Maurer et al.
2006; Schubert 2007; Schubert et al. 2009). No information
was, however, available concerning the accuracy of TOF
determination techniques and the comparison between tech-
niques in relation to wood material characterization. The main
research questions of this study were thus the following: (1)
What is the effect of the signal dynamic on the velocity
determination? (2) What is the validity range of the main
algorithms considering their systematic and random bias? (3)
Is there a difference between a homogeneous material and
wood in terms of the velocity determination? Signals used for
the TOF computation were analyzed using four different
algorithms. One isotropic material and two wood species were
tested (parallelepiped samples). The amount of noise added
was strictly controlled by conducting the experiments using
the conventional experimental protocol for the ultrasonic
characterization of materials in a tank.

2 Material and methods
2.1 Experimental protocol
TOF was determined using four different algorithms and three
different samples (1 isotropic material and 2 wood species).
Signals were generated with a given signal-to-noise ratio

(SNR) ranging from —3.6 dB to +28 dB (SNR range divided
into 20 steps). In all, 100 signals, obtained under the same
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experimental condition (SNR value), were used to compute
TOF values and ultrasonic wave velocities. Mean and stan-
dard deviation values were then computed for each experi-
mental condition (20 steps, each with 100 values) to study to
what extent the algorithms were able to determine wave
velocity.

2.2 Material

A sample of polyurethane resin (RP6406) was used as isotro-
pic material (density value=1,165 kg/m®, compressional wave
velocity=2,070 m/s; Peirlinckx et al. 1993). The sample di-
mensions were 18x110x170 mm and the ultrasonic beam
was collinear to the depth direction (18 mm). Two species of
the same genus (Moraceae) were added to the experiments:
Bagassa guianensis Aubl. (Tatajuba, longitudinal modulus=
21,500 MPa and density=800 kg/m® at a moisture content of
12 %; source: Tropix database — Cirad, http:/tropix.cirad.ft/
en) and Milicia excelsa (Welw.) C.C. Berg (Iroko, longitudinal
modulus=12,800 MPa and density=640 kg/m’ at a moisture
content of 12 %; source: Tropix database — Cirad, http://tropix.
cirad.fr/en). The compression wave velocity is mainly
governed by the specific modulus. For tropical woody
species, this material property is in the range of 6-34 with
an average of 17 (measured on 2,864 samples; Tropix
database — Cirad). Tatajuba and Iroko were selected for the
experiments because their specific modulus was close to the
average value for Iroko and close to the maximum value for
Tatajuba. The samples were tested in the ultrasonic
experiments at moisture content above 30 %. The sample
dimensions were 10 mm (R axis)>*60 mm (7 axis)* 130 mm
(L axis). The ultrasonic beam was collinear to the R direction.

2.3 Ultrasonic experiments

The conventional experimental protocol (Fig. 1) was used to
measure ultrasonic velocity in the different materials (Henry

Fig. 1 Experimental setup to measure ultrasonic velocity in transmission
mode with normal incidence (wood samples placed in a water tank and
tested in the radial direction)
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et al. 2010). Each sample was placed in a tank filled with
water. The measurements were taken in transmission (normal
incidence) with two transducers set at 500 kHz. This frequen-
cy was chosen such that the wavelength was shorter than
sample thickness. The signal-to-noise ratio (SNR) was varied
by changing generator gain. SNR was computed as mean
signal power divided by mean noise power. Figure 2 shows
two extreme examples of the experimental signals obtained
(sampling frequency set at 20 MHz and acquisition duration
51.2 us).

Two measurements were taken, one without the sample
(reference measurement), the other with the sample. Velocity
C in the material was determined by Eq. (1) where C is the
velocity of the ultrasound wave in water, At is the time
difference between the two signals, and L is the thickness of
the material.

Co
C=——1—+ (1)
1+C0Al‘

L
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Fig. 2 Experimental signals recorded in transmission mode with a nor-
mal incidence obtained with Tatajuba (radial direction). With a very high
noise level, SNR=-3.6 dB (a) and a very low noise level, SNR=26 dB
(b). Variation of noise level obtained by changing the generator gain

2.4 Determination of propagation time

The time difference At corresponded to the difference be-
tween the two first arrival times (At=t,—t,) where {, is the
TOF for the reference signal and #; is the TOF for the test
sample. 7, was computed by cross-correlation (reference sig-
nal processing method) on the 100 reference signals obtained
with the optimal SNR value (28 dB). The ¢, value used was the
average, which thereafter was considered to be a constant
value. The #, values associated with the test samples were
determined using the four methods described below:

» The threshold criterion is the method most commonly
used in the nondestructive testing of wood. Here, TOF is
determined at the point where the instantaneous power of
the signal (or its envelope obtained by the Hilbert trans-
form) exceeds the power of the noise (Beall 2002; Bucur
2006). The determination is commonly carried out by (1) a
threshold that depends on the statistical properties of the
noise or (2) a threshold proportional to the maximum
value of the temporal amplitude of the signal (Kanda
et al. 1998; Yanagida et al. 2007). In the study reported
herein, the threshold was set at five times the standard
deviation of the noise.

*  The Akaike information criterion (AIC) method has been
used since the 1980s in geophysics. Based on the assump-
tion that a time series (e.g., discrete signals) can be divided
into locally stationary segments (each modeled as an
autoregressive process), the AIC is used to determine both
the order of the autoregressive models and the TOF of the
longitudinal and transverse waves (Sleeman and van Eck
1999). The point at which the AIC is minimized deter-
mines the optimal separation between the two time series
(noise and signal). The AIC method has already been
reported by Maurer et al. (2006) and Schubert (2007 and
2009). TOF is determined by computing the AIC function
using Eq. (2) (Maeda 1985; Zhang et al. 2003), where x/k/
is the signal at index &, NV is the length of the signal, and var
is the variance.

AIC[k] = k-log(var(x[1, ..., k]))
+ (N—k)-log(var(x[k + 1,...,N])) (2)

» The Hinkley criterion is a TOF determination method that
has been used in the nondestructive testing of concrete
(Hinkley 1971; Grosse and Reinhardt 1999; Kurz et al.
2005). It is based on the modified partial energy of the
signal (Eq. 3). A factor « is introduced to adjust the global
minimum position of the modified partial energy of the
signal (Kurz et al. 2005). The value chosen for « signif-
icantly affects the results and adaptive selection can be
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used to avoid dispersion in a group of similar propagation
times. For a=1, the Hinkley criterion is reduced to a
comparison between the instantaneous power of the signal
at point k, and the mean power of the signal. TOF is
therefore associated with the index k& (instant at which
instantaneous power is greater than the mean power of
the signal).

B k ok LA
S[k] Zl(xp) Oé'NZI (%?) (3)

» The short-term Fisher variance criterion was developed
for this study (two tailed F test). This criterion is therefore
based on a comparison of the variance over two continu-
ous segments of the same size (Eq. 4). In our case, size n
was set at 30 and the risk level at 1/1,000.

var(x[k, ...,k + n—1])
var(x[k +n,....k + 2-n—1])

Flk] = (4)

3 Results

Figure 3 shows velocities computed from average propagation
times for each SNR level. The SNR ranges were slightly
different for the various materials tested because of differences
in signal attenuation (given that resin attenuates less than
wood, the minimum SNR for resin was found to be higher
than that for wood). The trends illustrated in Fig. 3 were
nevertheless similar for resin, Tatajuba, and Iroko. When the
SNR reached 28 dB, the velocity values obtained by the
different methods corresponded to about 2,100+150 m/s for
resin, 1,600+150 m/s for Tatajuba, and 1,400+150 m/s for
Iroko. The variation (150 m/s) was virtually identical for all
the test materials. Also, the different methods consistently
yielded results in the same order, and this for all the materials:
Fisher gave the highest velocity value, followed by Threshold,
AIC, then Hinkley. AIC was the most sensitive to noise level
(substantial velocity overestimation for SNR values below
5 dB). Average velocity decreased as SNR increased to
10 dB. It then reached a minimum before gradually increasing
to a limit value at 28 dB. Hinkley showed a similar trend to
AIC, but variations were less pronounced as the curve was
virtually flat after approximately 5 dB. The results of the
Fisher and Threshold methods tended to increase with SNR.
The two curves were very similar but Fisher showed the
greatest variation range (300 m/s in the SNR range).

Figure 4 shows the velocity variation range for each SNR
level. This variation range was computed from the standard
deviation of the propagation times. It corresponded to the
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Fig.3 Velocity computed from average propagation times for each noise
level (SNR). Average on 100 determinations of propagation times ac-
cording to four signal processing techniques (Threshold, Fisher, Hinkley,
AIC). a Resin, b Tatajuba, ¢ Iroko

difference between velocity at time t;, plus a standard devia-
tion, and velocity at time t;, minus a standard deviation. In
what follows, this velocity variation range is referred to as the
measurement error. This measurement error decreased as SNR
increased, and this for all the methods used. Measurement
error was found to be higher for the wood samples than for the
resin sample (for example, average measurement error for the
Threshold method was 400 m/s for resin and 800 m/s for
wood). The methods could once again be arranged in the same
order, and this once again for all the test materials (SNR=
28 dB): Threshold had the highest error followed by Fisher,
AIC, then Hinkley. Marked differences were also noted be-
tween the methods. Measurement error for the AIC and
Hinkley methods was greatly impacted by noise level when
SNR was below 10 dB. It exceeded 1,200 m/s in Tatajuba,
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Fig. 4 Velocity variation range computed from the standard deviation of
propagation times for each noise level (SNR). Standard deviation on 100
determinations of propagation times according to four signal processing
techniques (Threshold, Fisher, Hinkley, AIC). Variation range defined as
the difference between velocity at the average propagation time plus a
standard deviation and velocity at the average propagation time minus a
standard deviation. a Resin, b Tatajuba, ¢ Iroko

associated for example (SNR=0 dB) with an average velocity
of 1,500 m/s (Hinkley) and 2,000 m/s (AIC). In this case, the
relative error then exceeded approximately 40 %. Conversely,
when SNR exceeded 10 dB, these two methods gave the
lowest measurement error (less than 50 m/s at 26 dB for
Tatajuba, with a relative error of less than 2 %). The Fisher
method had a relatively low measurement error that decreased
with the SNR (between 200 and 50 m/s for resin, between 400
and 200 m/s for wood). The worst performance was seen with
the Threshold method: similar trend to the Fisher method but
with twice the error levels.

4 Discussion

The average velocity value of 2,100 m/s obtained for the resin
(average for all signal processing methods at a SNR of 28 dB)
was found to be consistent with manufacturer data (resin
manufactured by CNRS-LMA, Peirlinckx et al. 1993).
Specific moduli computed for Tatajuba and Iroko were 27
and 20, respectively (Cirad database). It was deduced from
these values that the transverse velocity of Tatajuba was
greater than that of Iroko. This hypothesis was confirmed
experimentally with an average velocity of 1,600 m/s for
Tatajuba and 1,400 m/s for Iroko (average for all signal
processing methods at a SNR of 26 and 28 dB, respectively).
The ultrasonic wave propagation was collinear to the radial
direction of the wood samples. This propagation direction was
chosen because ultrasonic tomography is done in the trans-
verse cross-section of trees. The wood samples were cut in the
material axes (radial, tangential, and longitudinal). However,
due to annual ring curvature, wood mechanical property gra-
dients exist in the tested direction and, in addition to experi-
mental reproducibility errors, could explain some of the result
dispersions.

The trends depicted in Fig. 3 are explained by the diagram
in Fig. 5. The explanation given below was true for Hinkley
and AIC when SNR was greater than 10 dB. The demarcation
between the left part (noise) and the right part (deterministic
signal) shifted toward positive times as the noise level in-
creased. Therefore, propagation time tends to increase as
SNR decreases, especially when the frequency of the higher
energy wave is low (curvature at the start of the signal). This
phenomenon will be pronounced for waves generated by
hitting the trunk with a hammer since the highest energy wave
corresponds to the first resonance frequency of the trunk (a
few kilohertz). Computed velocity in our study was seen to
decrease as propagation time increased, as observed in Fig. 3
(velocity decreased as SNR decreased).

The Threshold method is governed by the multiplier pa-
rameter of the standard deviation. If this parameter is low,
systematic bias will also be low, but random bias will be very
high because the probability of belonging to the noise area
will be high. Our experimental measurements not only in the
laboratory on small samples (in a tank or in contact) but also in

Signal

Noise levels

Amplitude

Biased arrival
points

True arrival point

Time
Fig. 5 Schematic drawing of the effect of noise level on the determina-
tion of the first arrival point of the traveling waves (propagation time) by
the signal processing techniques
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tomography helped us determine an acceptable compromise
by setting this parameter to 5 (i.e., the value set in this study).
The Fisher method was found to be well suited when SNR is
low. It continued to give accurate values even when the signal
was almost drowned in the noise (Fig. 2). This method is
governed by the size of the segments for analysis. The seg-
ment must be smaller than the lifetime of the signal (the
deterministic part of the signal). Segment size in our study
was set at 30 points for an acceptable estimate of the variance.
The disadvantage here is that the size of a segment delocalizes
the arrival point in time: this method determines whether two
consecutive segments are different, but the arrival point can be
anywhere in the second segment. It was set here in the middle
of'the second segment. The trends associated with the Hinkley
and AIC methods (Figs. 3 and 4) showed that these algorithms
gave inaccurate velocity values when SNR was very low
(SNR <10 dB). This has already been reported by Zhang
et al. (2003). If the SNR is too low, the power of the signal
is equal to the power of the noise and it is thus impossible to
determine the arrival point with a Hinkley criterion. The same
remark can be made for the AIC method where the variance of
the left part of the signal is successively compared with the
variance of the right part. If signal lifetime is short compared
to the total duration of the acquisition, and if the noise level is
high, the variances are equal and it is impossible to determine
the arrival point.

The results presented in Figs. 3 and 4 are associated with
the systematic error (Fig. 3) and the random error (Fig. 4),
respectively. The systematic bias is the difference between the
true value and the average of the experimental values. In our
study, the true value was unknown and we thus chose to focus
on the average of the experimental values. The random error is
the dispersion of the experimental values around the average
of these values. We chose in our study to use the width of the
confidence interval with 1 standard deviation rather than the
more conventionally computed half-interval. In the tomogra-
phy of standing trees, the SNR variation depends not only on
the distance between probes but also on the presence of
defects. The computed velocities follow the trends presented
in Figs. 3 and 4. In the particular case of a variable SNR, the
appropriate method is therefore that which provides the most
constant average velocity (Fig. 3) and the lowest possible
measurement error (Fig. 4). The Hinkley method appears to
be that most suited when the SNR exceeds 10 dB. The Fisher
method is suitable for very noisy signals (minimum random
error) but systematic bias here is not constant. It would be
useful to combine these two methods into a single algorithm:
Fisher to identify a specific part of the signal; Hinkley applied
to this part to identify arrival time point more precisely.
Another method of investigation would be to use the Chirp
analysis (based on the correlation methods between a refer-
ence Chirp signal and the experimental output signal; Gan
et al. 2005), but this should be used directly under field
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conditions (tree tomography) in order to take account of the
distortion of this specific wave shape due to attenuation and
dispersion.

5 Conclusion

Ultrasonic velocities of one homogeneous material and two
wood species were computed according to signal-to-noise
ratio (SNR) in order to determine the most accurate signal
processing technique. The experimental protocol was de-
signed (1) to study the effect of the signal dynamic on the
velocity computation, (2) to determine the validity range of
the signal processing techniques, and (3) to observe the dif-
ference between the tested materials.

It was demonstrated from the experiments that the velocity
values increased with the SNR level, i.e., when the signal
dynamic increased (this was particularly true for the Fisher
and Threshold methods). This phenomenon was due to the
shift of the wave arrival detection toward the positive times
when the noise level increased.

The Akaike and Hinkley methods were strongly influenced
by the SNR level below 5 dB for the velocity value and below
10 dB for the determination error. The validity range of these
methods was thus between 10 and 30 dB. The Hinkley meth-
od had the lowest determination error. The Fisher and
Threshold methods tended to a quasi-constant velocity value
between 20 and 30 dB. The determination error of the Fisher
method was, however, lower by a factor two compared with
the Threshold method. Furthermore, it was noticed that the
error of the Fisher method remained low and stable for a SNR
below 10 dB.

No difference was found between the resin and the wood
samples concerning the variation of the computed velocity
according to the noise level. However, the determination error
was found to be higher for the wood samples than for the
resin. The signal attenuation was also higher for the wood
samples.

The authors recommend using the Fisher method when the
SNR is below 10 dB (strong wave attenuation). The Hinkley
method should be used in the case of a SNR above 10 dB. A
combination of these two methods could also be employed
regardless of the noise level.
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