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# HERMITIAN APPROXIMATION OF THE SPHERICAL DIVERGENCE ON THE CUBED-SPHERE 

JEAN-PIERRE CROISILLE $\dagger \ddagger$


#### Abstract

Previous work [7] showed that the Cubed-Sphere grid offers a suitable discrete framework for extending Hermitian compact operators [6] to the spherical setup. In this paper we further investigate the design of high-order accurate approximations of spherical differential operators on the Cubed-Sphere with an emphasis on the spherical divergence of a tangent vector field. The basic principle of this approximation relies on evaluating pointwise Hermitian derivatives along a series of great circles covering the sphere. Several test-cases demonstrate the very good accuracy of the approximate spherical divergence calculated with the new scheme.
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## 1. Introduction

Recently accurate approximations of partial differential equations on the sphere have become increasingly demanded. Many fields in physics beyond Global Climatology Modeling, where calculations on the rotating earth is a core practice, now require a significant use of the spherical context. These include

- Medical imaging: The inverse Radon transform consists in approximating spectral data on the sphere in a fast and accurate manner [20].
- Gravitational field analysis: Specialized satellite data (from the COBE satellite) must be thoroughly worked out by interpolation and approximation [14].
- Celestial data analysis: Data given on the celestial sphere also require an accurate treatment [25].
In this work the principle behind approximating spherical differential operators [7] is further applied to the spherical divergence. Our compact approximation is performed on The Cubed-Sphere $[16,5$, 11]. It uses a methodology based on the following steps [7]:
- Interpolation of data on a series of great circles using the fact that coordinate lines are great circles sections.
- Calculation of Hermitian finite-difference derivatives along these great circles. This step is purely one-dimensional and periodic, only requiring tridiagonal (periodic) linear systems to be solved.
- Reconstruction of spherical differential operator on each panel of the Cubed-Sphere using a suitable change of variables.
The expected fourth-order accuracy inherited from Hermitian approximations was observed. This is particularly important for calculations where second order accuracy is not sufficient. It is the case for example for calculating complex fluid flow patterns, such as turbulent flows, or quasi incompressible

[^0]

Figure 1. The points of the Cubed Sphere are obtained as intersections of two families of great circles. The circles in vertical (South-North) position are labeled $C_{i}^{(1)},-N / 2 \leq i \leq N / 2$. The circles in horizontal (East-West) position are labeled $C_{j}^{(2)},-N / 2 \leq j \leq N / 2$. The isovalues circles $\alpha=0$ and $\beta=0$ are indicated. The point $P$ serves as the center of each family of great circles.
flows. Other important examples can be found in Global Climatology Modeling, where several series of test-cases have been suggested $[21,13,12]$. These tests offer an excellent platform for assessing the efficiency of numerical schemes for PDE's approximations on the sphere.

The outline of the paper is as follows. In Section 2 the fundamental principle for Hermitian approximation is recalled. In Section 3 the calculation of the spherical gradient [7] is recalled. Section 4 is devoted to calculating the spherical divergence of a tangential vector field. In Section 5 several results showing numerical evidence of the fourth-order accuracy are presented. After the conclusion (Section 6), standard geometric notation used throughout the paper is recalled in Section 7.

## 2. The Cubed-Sphere grid

2.1. Panels and geodesic coordinate lines. In this section we present the Cubed-Sphere grid described in [23]. This grid is commonly used for simulation of the dynamics of the atmosphere. Refer to $[28,18]$ and the references therein. In the sequel we emphasize why this grid is well adapted to calculate high order discrete differential operators in the Hermitian fashion. Note moreover that all our calculations are done on the sphere itself and not on the faces of the cube in which the sphere is embedded.

The design of the Cubed-Sphere is based on great circles, i.e. geodesic lines of the sphere $\mathbb{S}^{2}$ equipped with the standard metric. Consider the two sets of great circles called $C_{i}^{(1)}$ and $C_{j}^{(2)}$ shown in Fig.1. These two sets are constructed as follows. The set $C_{i}^{(1)}$ consists of a collection of great circles in South-North (meridional) position, passing through the South and North poles. A point $P$ is selected on one of these great circles and will serve as the center of the grid described in what follows.


Figure 2. The points of a typical panel of the Cubed-Sphere are classified in three categories: (i) Circles correspond to internal points; (ii) Squares correspond to edge points ; (iii) Pentagons correspond to corner points


Figure 3. The Cubed-Sphere grid with a grid parameter of $N=16$. The total number of points is $6 \times 16^{2}+2=1538$ in this case.


Figure 4. Topology and spherical periodicity of the six panels of the Cubed-Sphere. The Latin numbers $(I),(I I),(I I I),(I V),(V)$ and $(V I)$ designate the panels Front, East, Back, West, North and South.


Figure 5. The grid of Panel (I) in both $(\xi, \eta)$ coordinates and in physical coordinates. Left: regular Cartesian grid with coordinates $(\xi, \eta)$. Right: $x=1$ cube face with gnomonic coordinates $(Y, Z)=(\tan (\xi), \tan (\eta))$.

Let the set $C^{(1)}$ rotate by $90^{\circ}$ around $P$ : one obtains a second set of circles called $C_{j}^{(2)}$. The circles $C_{j}^{(2)}$ are orthogonal to the circle labeled $C_{0}^{(1)}$ (see Fig. 1). The points $\boldsymbol{s}_{i, j}=C_{i}^{(1)} \cap C_{j}^{(2)}$ form a spherical section centered at $P$. Such a section will be called a panel.

Along each circle $C_{j}^{(2)}$ the geodesic angle with origin along $C_{0}^{(1)}$ is called $\alpha$. Similarly the geodesic angle along each circle $C_{i}^{(1)}$ with origin along $C_{0}^{(2)}$ is called $\beta$. A canonical tangent vector basis at point $s_{i, j}$ is $\left(e_{\alpha}\left(s_{i, j}\right), e_{\beta}\left(s_{i, j}\right)\right)$ where $e_{\alpha}\left(s_{i, j}\right)$, (resp. $e_{\beta}\left(s_{i, j}\right)$ is the tangent unit vector to the circle $C_{j}^{(2)}$ (resp. $C_{i}^{(1)}$ ) at $\boldsymbol{s}_{i, j}$. The basis $\left(\boldsymbol{e}_{\alpha}\left(\boldsymbol{s}_{i, j}\right), \boldsymbol{e}_{\beta}\left(\boldsymbol{s}_{i, j}\right)\right)$ is in general non-orthogonal, unless $\boldsymbol{s}_{i, j}$ is located on the circles $\alpha=0$ or $\beta=0$, see Fig. 1 .

Let $\left(\boldsymbol{e}^{\alpha}\left(\boldsymbol{s}_{i, j}\right), \boldsymbol{e}^{\beta}\left(\boldsymbol{s}_{i, j}\right)\right)$ be the dual basis defined by the relations

$$
\left\{\begin{array} { l } 
{ \boldsymbol { e } ^ { \alpha } ( s _ { i , j } ) \cdot \boldsymbol { e } _ { \alpha } ( s _ { i , j } ) = 1 , }  \tag{1}\\
{ e ^ { \alpha } ( s _ { i , j } ) \cdot \boldsymbol { e } _ { \beta } ( s _ { i , j } ) = 0 , }
\end{array} \quad \text { and } \left\{\begin{array}{l}
\boldsymbol{e}^{\beta}\left(\boldsymbol{s}_{i, j}\right) \cdot \boldsymbol{e}_{\alpha}\left(\boldsymbol{s}_{i, j}\right)=0 \\
\boldsymbol{e}^{\beta}\left(\boldsymbol{s}_{i, j}\right) \cdot \boldsymbol{e}_{\beta}\left(\boldsymbol{s}_{i, j}\right)=1 .
\end{array}\right.\right.
$$

For any regular function $\boldsymbol{s} \in \mathbb{S}^{2} \mapsto u(\boldsymbol{s})$, let $\boldsymbol{\nabla}_{T} u(\boldsymbol{s})$ be the tangential gradient. It is expressed at $\boldsymbol{s}_{i, j}$ by

$$
\begin{equation*}
\boldsymbol{\nabla}_{T} u\left(s_{i, j}\right)=\frac{\partial u}{\partial \alpha}\left(s_{i, j}\right) e^{\alpha}\left(s_{i, j}\right)+\frac{\partial u}{\partial \beta}\left(s_{i, j}\right) e^{\beta}\left(s_{i, j}\right) \tag{2}
\end{equation*}
$$

In (2) the partial derivatives $\frac{\partial u}{\partial \alpha}\left(\boldsymbol{s}_{i, j}\right)$ (resp. $\left.\frac{\partial u}{\partial \beta}\left(\boldsymbol{s}_{i, j}\right)\right)$ stands for the derivation operators along $C_{j}^{(2)}$ (resp. $C_{i}^{(1)}$ ).

In the sequel, we assume that either one of the two sets of circles is symmetric respectively to the great circle marked with a thick line in Fig. 1, so that the point $P$ is actually the center of the panel. In the next section we show how the right-hand-side of (2) can be evaluated with 4 th order accuracy.
2.2. Definition of the Cubed-Sphere. Based on Section 2.1, the specific design of the CubedSphere is obtained as follows. First we need to introduce the $(\xi, \eta)$ coordinate system associated to the central circles in the panel. It is defined as follows.

- The $\xi=0$ and $\eta=0$ curves are orthogonal great circles (shown with a thick lines in Fig. $1)$. They are referred to as the $\eta-$ and the $\xi-$ equators respectively. They correspond to the circles $C_{0}^{(1)}$ and $C_{0}^{(2)}$ respectively.
- The angles $\xi$ is the geodesic angle $\alpha$ along the circle $C_{0}^{(2)}$ and the angle $\eta$ is the geodesic angle $\beta$ along the circle $C_{0}^{(1)}$.
- The coordinate value $(\xi, \eta)$ of a given point $s$ in a panel is therefore obtained by taking the two great circles at $s$ intersecting orthogonally the $\eta-$ and $\xi$ - equators respectively. Therefore $\xi$ and $\eta$ correspond to angular measures along the $\xi-$ and $\eta$ - equators.
- The full panel $\mathcal{P}$ is defined by the two inequalities

$$
\begin{equation*}
-\frac{\pi}{4} \leq \xi, \eta \leq \frac{\pi}{4} \tag{3}
\end{equation*}
$$

- The grid points $\boldsymbol{s}_{i, j}$ on panel $\mathcal{P}$ are defined as the points with coordinates $\left(\xi_{i}, \eta_{j}\right)$ given by

$$
\begin{equation*}
\xi_{i}=i \Delta \xi, \quad \eta_{j}=j \Delta \eta, \quad-N / 2 \leq i, j \leq N / 2, \quad(N \text { is supposed even }) \tag{4}
\end{equation*}
$$

In the sequel $M$ is the integer defined by $M:=N / 2$.

- Equal spacing $\Delta \xi$ and $\Delta \eta$ expresses equal geodesic distance along the $\xi-$ and $\eta$ - equators of the panel, see Fig. 5 (Left).
Due to the fact that the length of a great circle is $2 \pi$ in, say, the $\xi$ - direction, there is exactly space to insert four non-intersecting panels along the East-West direction. These four panels are called $\mathcal{P}_{I, \xi}, \mathcal{P}_{I I, \xi}, \mathcal{P}_{I I I, \xi}$ and $\mathcal{P}_{I V, \xi}$. Similarly in the $\eta$ direction (South-North) the four panels are called $\mathcal{P}_{I, \eta}, \mathcal{P}_{I I, \eta}, \mathcal{P}_{I I I, \eta}, \mathcal{P}_{I V, \eta}$. These two series of four panels clearly overlap: a simple geometric analysis shows that we have the identities

$$
\begin{equation*}
\mathcal{P}_{I, \xi}=\mathcal{P}_{I, \eta}, \quad \mathcal{P}_{I I I, \xi}=\mathcal{P}_{I I I, \eta} \tag{5}
\end{equation*}
$$

This allows to define the Cubed-Sphere grid:
Definition 2.1 (Cubed-Sphere grid). The Cubed Sphere is the grid of the sphere $\mathbb{S}^{2}$ defined as follows: it consists of the partitionning of $\mathbb{S}^{2}$ into six identical panels referred as Front (I), East (II),

Back (III), West (IV), North (V) and South (VI). Each panel is equipped with its own coordinate system

$$
\begin{equation*}
\left(\xi^{(k)}, \eta^{(k)}\right),-\frac{\pi}{4} \leq \xi^{(k)}, \eta^{(k)} \leq \frac{\pi}{4}, \quad(I) \leq(k) \leq(V I) \tag{6}
\end{equation*}
$$

The points of the Cubed-Sphere are called $s_{i, j}^{(k)}$. They have coordinates $\left(\xi_{i}^{(k)}, \eta_{j}^{(k)}\right)$ with

$$
\begin{equation*}
\xi_{i}^{(k)}=i \Delta \xi, \eta_{j}=j \Delta \eta, \quad-M=\leq i, j \leq M, \quad,(I) \leq(k) \leq(V I) \tag{7}
\end{equation*}
$$

where the step sizes are

$$
\begin{equation*}
\Delta \xi=\frac{\pi}{2 N}, \quad \Delta \eta=\frac{\pi}{2 N} \tag{8}
\end{equation*}
$$

On Panel $(k)$, the points $\boldsymbol{s}_{i, j}^{(k)}$ are classified in three categories:
(1) Internal points: The $(N-1)^{2}$ internal points $\boldsymbol{s}_{i, j}^{(k)}$ correspond to the indices

$$
-M+1 \leq i, j \leq M-1,(\text { circles on Fig } 2)
$$

(2) Edge points: The $4(N-1)$ edge points $\boldsymbol{s}_{i, j}^{(k)}$ correspond to $j= \pm M,-M+1 \leq i \leq M-1$, and $i= \pm M,-M+1 \leq j \leq M-1,($ squares on Fig. 2).
(3) Corner points: The four corner points $\boldsymbol{s}_{i, j}^{(k)}$ correspond to

$$
i= \pm M, j= \pm M, \text { (pentagons on Fig. 2). }
$$

Summing up the number of points $\boldsymbol{s}_{i, j}^{(k)}$ of each panels shows that the size of a gridfunction is $6 N^{2}+2$.
Remark 2.2. The step size is the same on each of the six panels. The six panels are thus fully isometric and the only discrete parameter is the integer $N$, which stands for the number of intervals in the $\xi$ (or $\eta$ ) direction of a panel.

Remark 2.3. Considering $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ as the subset of points $(x, y, z)$ such that $x^{2}+y^{2}+z^{2}=1$. The relation between the coordinate $(x, y, z)$ and the panel coordinate $(\xi, \eta)$ is facilitated by the so-called gnomonic coordinates $(53,54)$. Consider for example Panel (I). The gnomonic coordinate $(Y, Z)$ is shown in the right picture in Fig.5: they are the projection on the cube face at $x=1$ of the coordinate $\left(\xi^{(1)}, \eta^{(1)}\right)$. Observe that the grid of the face of the cube is not equally spaced in the $(Y, Z)$ system. (We are not in any way using this grid in the sequel for calculating approximate differential operators).

## 3. Hermitian derivative on the Cubed Sphere

In this section we briefly recall the method for approximating the tangential gradient to the sphere $\mathbb{S}^{2}$ as introduced in [7]. According to (2) the gradient at point $\boldsymbol{s}_{i, j}^{(k)}$ is expressed in intrinsic form as

$$
\begin{equation*}
\boldsymbol{\nabla}_{T} u\left(s_{i, j}^{(k)}\right)=\frac{\partial u}{\partial \alpha}\left(s_{i, j}^{(k)}\right) e^{\alpha}\left(s_{i, j}^{(k)}\right)+\frac{\partial u}{\partial \beta}\left(s_{i, j}^{(k)}\right) e^{\beta}\left(s_{i, j}^{(k)}\right) \tag{9}
\end{equation*}
$$

The great circle $C_{i}^{(1)}$ (resp. $C_{j}^{(2)}$ ) corresponds to an iso- $\xi$ line (resp. iso- $\eta$ line). The main idea is now to approximate the two partial derivatives $\frac{\partial u}{\partial \alpha}$ and $\frac{\partial u}{\partial \beta}$ by discrete Hermitian derivatives as

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial \alpha} \simeq u_{\alpha, i, j}^{(k)}  \tag{10}\\
\frac{\partial u}{\partial \beta} \simeq u_{\beta, i, j}^{(k)}
\end{array}\right.
$$

This approximation follows along the lines of Hermitian discrete derivative on irregular periodic grid, as recalled in Section 7.3. The approximate tangential gradient at point $s_{i, j}^{(k)}$ is given by

$$
\begin{equation*}
\boldsymbol{\nabla}_{T, h} u_{i, j}^{(k)}=u_{\alpha, i, j}^{(k)} \boldsymbol{e}^{\alpha}\left(\boldsymbol{s}_{i, j}^{(k)}\right)+u_{\beta, i, j}^{(k)} \boldsymbol{e}^{\beta}\left(\boldsymbol{s}_{i, j}^{(k)}\right) \tag{11}
\end{equation*}
$$

Consider now the $\left(\xi^{(k)}, \eta^{(k)}\right)$ coordinate system. The basis $\left(\boldsymbol{g}_{\xi, i, j}^{(k)}, \boldsymbol{g}_{\eta, i, j}^{(k)}\right)$, is defined by (see (59)),

$$
\begin{equation*}
\boldsymbol{g}_{\xi, i, j}^{(k)}=\boldsymbol{g}_{\xi}\left(\boldsymbol{x}_{i, j}^{(k)}\right), \quad \boldsymbol{g}_{\eta, i, j}^{(k)}=\boldsymbol{g}_{\eta}\left(\boldsymbol{x}_{i, j}^{(k)}\right) \tag{12}
\end{equation*}
$$

This basis is related to $\left(\boldsymbol{e}_{\alpha}\left(s_{i, j}^{(k)}\right), \boldsymbol{e}_{\beta}\left(s_{i, j}^{(k)}\right)\right)$ by the relations:

$$
\left\{\begin{array}{l}
\left.\boldsymbol{g}_{\xi, i, j}^{(k)}=\boldsymbol{e}_{\alpha}\left(\boldsymbol{s}_{i, j}^{(k)}\right) \frac{\partial \alpha}{\partial \xi} \right\rvert\, \eta\left(\boldsymbol{s}_{i, j}^{(k)}\right)  \tag{13}\\
\left.\boldsymbol{g}_{\eta, i, j}^{(k)}=\boldsymbol{e}_{\beta}\left(\boldsymbol{s}_{i, j}^{(k)}\right) \frac{\partial \beta}{\partial \eta} \right\rvert\, \xi\left(\boldsymbol{s}_{i, j}^{(k)}\right)
\end{array} \quad-M \leq i, j \leq M, \quad(I) \leq(k) \leq(V I)\right.
$$

In (13) the functions $\xi \mapsto \alpha(\xi)$ and $\eta \mapsto \beta(\eta)$ are given in (56-58). The dual basis $\left(\boldsymbol{g}^{\xi}, \boldsymbol{g}^{\eta}\right)$ associated to the basis $\left(\boldsymbol{g}_{\xi}, \boldsymbol{g}_{\eta}\right)$ satisfies

$$
\left\{\begin{array}{l}
\boldsymbol{e}^{\alpha}\left(\boldsymbol{s}_{i, j}^{(k)}\right)=\frac{\partial \alpha}{\partial \xi}\left(\boldsymbol{s}_{i, j}^{(k)}\right) \boldsymbol{g}_{i, j}^{\xi,(k)}  \tag{14}\\
\boldsymbol{e}^{\beta}\left(\boldsymbol{s}_{i, j}^{(k)}\right)=\frac{\partial \beta}{\partial \eta}\left(\boldsymbol{s}_{i, j}^{(k)}\right) \boldsymbol{g}_{i,(, j}^{\eta,(k)}
\end{array} \quad-M \leq i, j \leq M, \quad(I) \leq(k) \leq(V I) .\right.
$$

The approximated tangential gradient is therefore expressed in the basis $\left(\boldsymbol{g}_{i, j}^{\xi,(k)}, \boldsymbol{g}_{i, j}^{\eta,(k)}\right)$ by

$$
\begin{align*}
\boldsymbol{\nabla}_{T, h} u_{i, j}^{(k)} & =u_{\alpha, i, j}^{(k)}\left(\cos \eta_{j} \frac{1+\tan ^{2} \xi_{i}}{1+\cos ^{2} \eta_{j} \tan ^{2} \xi_{i}}\right) \boldsymbol{g}_{i, j}^{\xi,(k)} \\
& +u_{\beta, i, j}^{(k)}\left(\cos \xi_{i} \frac{1+\tan ^{2} \eta_{j}}{1+\cos ^{2} \xi_{i} \tan ^{2} \eta_{j}}\right) \boldsymbol{g}_{i, j}^{\eta,(k)} \tag{15}
\end{align*}
$$

Refered to [7] for more details and for numerical results showing evidence of fourth-order accuracy of the approximation (15).

## 4. Spherical divergence

4.1. Principle of calculation. Let $\boldsymbol{F}$ be a vector field tangent to the sphere $\mathbb{S}^{2}$. The spherical divergence is expressed in the $(\xi, \eta)$ coordinate system as (see Section 7.2):

$$
\begin{equation*}
\operatorname{div}_{T} \boldsymbol{F}=\frac{1}{\sqrt{\bar{G}}}[\underbrace{\frac{\partial}{\partial \xi}\left(\sqrt{\bar{G}} \boldsymbol{F} \cdot \boldsymbol{g}^{\xi}\right)}_{(A)}+\underbrace{\frac{\partial}{\partial \eta}\left(\sqrt{\bar{G}} \boldsymbol{F} \cdot \boldsymbol{g}^{\eta}\right)}_{(B)}] \tag{16}
\end{equation*}
$$

First consider the term $(A)$ at a gridpoint $\left(\xi_{i_{0}}, \eta_{j_{0}}\right)$ of, say, Panel (I). According to Section 2.2, we know that the iso-coordinate line $\eta=\eta_{j_{0}}$ is a section the circle $C_{j_{0}}^{(2)}$. The geodesic angle along this great circle is called $\alpha \in[0,2 \pi[$. The term $(A)$ is calculated using the change of variable

$$
\begin{equation*}
\xi \in[-\pi / 4, \pi / 4] \mapsto \alpha\left(\xi, \eta_{j_{0}}\right) \tag{17}
\end{equation*}
$$

where $\xi$ is the geodesic angle along the $\xi-$ equator (called $C_{0}^{(2)}$ on Fig. 1). According to the chain rule, the term $(A)$ can be expressed as

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left(\sqrt{\bar{G}} \boldsymbol{F} \cdot \boldsymbol{g}^{\xi}\right)\left(\xi, \eta_{j_{0}}\right)=\underbrace{\frac{\partial}{\partial \alpha}\left(\sqrt{\bar{G}} \boldsymbol{F} \cdot \boldsymbol{g}^{\xi}\right)_{\mid \eta=\eta_{j_{0}}}}_{\left(A_{1}\right)} \underbrace{\frac{\partial \alpha}{\partial \xi}\left(\xi, \eta_{j_{0}}\right)}_{\left(A_{2}\right)} \tag{18}
\end{equation*}
$$

The term $\left(A_{2}\right)$ is a metric quantity at point $s\left(\xi, \eta_{j_{0}}\right)$ calculated once and for all (see Appendix 7).
Next we calculate an approximation of the term $\left(A_{1}\right)$ using the periodic Hermitian formula (72). For that, we begin with extending the function $\xi \mapsto f^{I_{\alpha}}(\xi)$ :

$$
\begin{equation*}
f^{I_{\alpha}}: \xi \in[-\pi / 4, \pi / 4] \mapsto\left(\sqrt{\bar{G}} \boldsymbol{F} \cdot \boldsymbol{g}^{\xi}\right)\left(\xi, \eta_{j_{0}}\right) \tag{19}
\end{equation*}
$$

to the full great circle as follows. The vector $\boldsymbol{g}^{\xi}$ at point $\boldsymbol{s}$ is analytically given on Panels (I) and (III) in terms of the Cartesian coordinate $\boldsymbol{x}(x, y, z)$ of $\boldsymbol{s}$ by, (see (61),

$$
\boldsymbol{g}^{\xi}(\boldsymbol{x})=\frac{1}{1+\frac{y^{2}}{|x|^{2}}}\left[\begin{array}{c}
-\frac{y}{x^{2}}  \tag{20}\\
\frac{1}{x} \\
0
\end{array}\right]
$$

Therefore the function $f^{I_{\alpha}}$ is well defined on the two sections of great circle located on Panels (I) and (III). However due to the term $1 / x$ the function $\boldsymbol{x} \mapsto \boldsymbol{g}^{\xi}(\boldsymbol{x})$ becomes singular on Panels (II) and (IV). In order to extend the function $\boldsymbol{x} \mapsto \boldsymbol{g}^{\xi}(\boldsymbol{x})$ to Panels (II) and (IV), the following vector function $\boldsymbol{x} \mapsto \tilde{\boldsymbol{g}}^{\xi}(\boldsymbol{x})$ is introduced:

$$
\tilde{\boldsymbol{g}}^{\xi}(\boldsymbol{x})=\frac{1}{1+(y \psi(x))^{2}}\left[\begin{array}{c}
-y \varphi(x)^{2}  \tag{21}\\
\varphi(x) \\
0
\end{array}\right]
$$

In (21) the function $x \in[-1,1] \mapsto \varphi(x)$, (resp. $x \in[-1,1] \mapsto \psi(x)$ ) are regular extensions to $[-1,1]$ of the functions $x \mapsto 1 / x$ (resp. $x \mapsto 1 /|x|$ ). Examples of $C^{2}$ extensions using polynomials include

$$
\begin{align*}
& \varphi(x)=\left\{\begin{array}{c}
\frac{1}{x},|x| \geq \frac{1}{2}, \\
12 x-48 x^{2}+64 x^{4}, \quad|x| \leq \frac{1}{2} .
\end{array}\right.  \tag{22}\\
& \psi(x)=\left\{\begin{array}{c}
\frac{1}{|x|},|x| \geq \frac{1}{2}, \\
\frac{15}{4}-|x|^{2}+12|x|^{4}, \quad|x| \leq \frac{1}{2} .
\end{array}\right. \tag{23}
\end{align*}
$$

In a similar fashion the metric term $\sqrt{\bar{G}}($ see $(60))$ is

$$
\begin{equation*}
\sqrt{\bar{G}}=r^{2} \frac{\left(1+X^{2}\right)\left(1+Y^{2}\right)}{\left(1+X^{2}+Y^{2}\right)^{3 / 2}}, \quad(r \text { is the radius of the sphere }) \tag{24}
\end{equation*}
$$

It is expressed in terms of the values $X$ and $Y$ given on Panels (I) and (III) by

$$
\begin{equation*}
X=\frac{y}{x}, \quad Y=\frac{z}{|x|} \tag{25}
\end{equation*}
$$

A smooth extension to Panels (II) and (IV) is given by

$$
\begin{equation*}
\tilde{X}=y \varphi(x), \quad \tilde{Y}=z \psi(x) \tag{26}
\end{equation*}
$$

This results in the following extension of $\sqrt{\bar{G}}$ :

$$
\begin{equation*}
\sqrt{\tilde{G}}=r^{2} \frac{\left(1+\tilde{X}^{2}\right)\left(1+\tilde{Y}^{2}\right)}{\left(1+\tilde{X}^{2}+\tilde{Y}^{2}\right)^{3 / 2}} \tag{27}
\end{equation*}
$$

The extended function $\alpha \in\left[0,2 \pi\left[\mapsto \tilde{f}^{I_{\alpha}}(\alpha)\right.\right.$ is now defined on the full great circle:

$$
\begin{equation*}
\tilde{f}^{I_{\alpha}}(\alpha): \alpha \in\left[0,2 \pi\left[\mapsto \sqrt{\tilde{G}} \boldsymbol{F} \cdot \tilde{\boldsymbol{g}}^{\xi} .\right.\right. \tag{28}
\end{equation*}
$$

This function is regular on Panels (I), (II), (III) and (IV), and matches with $C^{2}$ regularity the function $f^{I_{\alpha}}$ which is defined only on Panels (I) and (III). Therefore we have

$$
\begin{align*}
& \frac{\partial}{\partial \xi} f^{\left(I_{\alpha}\right)\left(\xi, \eta_{j_{0}}\right)}\left.=\frac{\partial}{\partial \xi} \tilde{f}^{\left(I_{\alpha}\right.}\right)\left(\xi, \eta_{j_{0}}\right)  \tag{29}\\
&=\frac{\partial}{\partial \alpha} \tilde{f}^{\left(I_{\alpha}\right)}\left(\xi, \eta_{j_{0}}\right) \frac{\partial \alpha}{\partial \xi}  \tag{30}\\
& \mid \eta=\eta_{j_{0}}
\end{align*}
$$

We can thus apply the periodic Hermitian compact operator given in (72) which provides the approximation

$$
\begin{equation*}
\frac{\partial f^{I_{\alpha}}}{\partial \alpha}\left(\xi_{i_{0}}, \eta_{j_{0}}\right) \simeq \tilde{f}_{\alpha, i_{0}, j_{0}}^{I_{\alpha}} \tag{31}
\end{equation*}
$$

The analog procedure in the direction $\eta$ of Panel (I) gives

$$
\begin{equation*}
\frac{\partial}{\partial \eta}\left(\sqrt{\tilde{G}} \boldsymbol{F} \cdot \tilde{\boldsymbol{g}}^{\eta}\right)_{\mid \xi=\xi_{i_{0}}}=\frac{\partial}{\partial \beta}\left(\sqrt{\tilde{G}} \boldsymbol{F} \cdot \tilde{\boldsymbol{g}}^{\eta}\right)_{\mid \xi=\xi_{i_{0}}} \frac{\partial \beta}{\partial \eta}{ }_{\mid \xi=\xi_{i_{0}}} \tag{32}
\end{equation*}
$$

The final discrete formula for the spherical divergence at all point $\boldsymbol{x}_{i, j}$ in Panel (I) is:

$$
\begin{equation*}
\operatorname{div}_{T, h} \boldsymbol{F}_{i, j}^{(I)}:=\frac{1}{\sqrt{\tilde{G}_{i, j}}}\left(\tilde{f}_{\alpha, i, j}^{I_{\alpha}} \frac{\partial \alpha}{\partial \xi}{ }_{\mid \eta}\left(\xi_{i}, \eta_{j}\right)+\tilde{f}_{\beta, i, j}^{I_{\beta}} \frac{\partial \beta}{\partial \eta_{\mid \xi}}\left(\xi_{i}, \eta_{j}\right)\right), \quad-M \leq i, j \leq M \tag{33}
\end{equation*}
$$

with the metric terms $\frac{\partial \alpha}{\partial \xi}(\xi, \eta)$ and $\frac{\partial \beta}{\partial \eta}(\xi, \eta)$ given in (58). Importantly, Formula (33) also holds for Panel (III) and therefore the approximate divergence on Panel (III) is an output of the same calculation as the one for Panel (I). An analogous procedure is performed for the two other couples of panels: (II) $/(\mathrm{IV})$ (East-West panels) and (V)/(VI) (North-South panels).

### 4.2. Further comments.

4.2.1. Interpolation procedure. The calculation (33) requires a grid along the great circle on which the function $\tilde{f}^{I_{\alpha}}$ is considered. This grid is shown on Fig. 6. It consists of four sections. First the two sections on Panels (I) and (III), where the points coincide with the gridpoints having coordinates $\left(\xi_{i}, \eta_{j_{0}}\right)$. Second on Panels (II) and (IV) the points are the intercepts of the circle $C_{j_{0}}^{(2)}$ with the iso- $\xi$ lines on these panels (the meridional segments, which are vertical on Fig. 6). An interpolation is performed along each of these lines to assign values to these points. Numerical evidence has shown that a cubic spline interpolation along each of these lines provides sufficient accuracy. Recall that only Hermitian derivative components in Panels (I) and (III) are finally retained. Refered to [7] for more details.
4.2.2. Computational cost. The extension of the function $f^{I_{\alpha}}$ to a regular function defined on the full great circle serves to apply the Hermitian derivative operator (72) in the periodic setting. This results in solving a tridiaginal (periodic) system of size $4 N(71)$. The total cost of these resolutions is $O\left(N^{2}\right)$.
4.2.3. Redundancy. After solving the tridiagonal systems (72), only half of the components of the vector $f_{\alpha}^{I_{\alpha}} \in \mathbb{R}^{4 N}$ is kept, namely the components located in Panels (I) and (III). The second half of the components, located in Panels (II) and (IV), is discarded. This procedure may appear costly since it has to be repeated six times (see Section 7.3 where the same principle is applied for calculating the spherical gradient) but its goal is to avoid any specific inter-panel artificial boundary treatment with e.g. ghostpoints [23]. As a consequence any alternative Hermitian (or spectral) differential approximations can be easily implemented: the periodic setting remains the same and there is no need to consider any specific interpanel treatment. It seems however possible to introduce a more clever periodic interpolation method resulting in tridiagonal linear systems of size smaller than $4 N$ and retaining the same accuracy.

Further algorithmic and mathematical analysis of this interpolation procedure is postponed to future studies.


Figure 6. A typical coordinate great circle used in (19). The data on the great circle consist of four parts: they are simply transfered from the gridfunction data on Panels Front(I) and Back(III). On Panels East(II) and West(IV) they are deduced from the gridfunction data using cubic spline interpolation performed along the iso- $\xi$ lines (meridian like) lines. Hermitian derivative formula (72) is then applied to these data
4.2.4. Alternative fomulas. Many formulas of differential geometry can be considered to calculate the spherical divergence. Instead of (16), we could have considered for example, [24]

$$
\begin{equation*}
\operatorname{div}_{T} \boldsymbol{F}=\boldsymbol{g}^{\xi} \cdot \frac{\partial \boldsymbol{F}}{\partial \xi}+\boldsymbol{g}^{\eta} \cdot \frac{\partial \boldsymbol{F}}{\partial \eta} . \tag{34}
\end{equation*}
$$

To select a suitable formula, computational effort and efficiency have to be balanced. Formula (34) clearly requires twice more computational efforts than (33) since four Hermitian derivatives must be evaluated (two derivatives for $\frac{\partial \boldsymbol{F}}{\partial \xi}$ and two again for $\frac{\partial \boldsymbol{F}}{\partial \eta}$.)

## 5. Numerical results

5.1. Accuracy of the approximate spherical divergence. The numerical accuracy of our approximate divergence (33) is evaluated using the calculated divergence of several tangential vector fields $\boldsymbol{x} \in \mathbb{S}^{2} \mapsto \boldsymbol{F}(\boldsymbol{x}) \in \mathbb{R}^{3}$ of the form:

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{x})=\boldsymbol{n}(\boldsymbol{x}) \times \boldsymbol{\varphi}(\boldsymbol{x}) \tag{35}
\end{equation*}
$$

where $\boldsymbol{n}(\boldsymbol{x})$ is the normal to the sphere and $\boldsymbol{\varphi}(\boldsymbol{x})$ is some vector function. In Tables 1 and 2 we report accuracy results on some examples of the so-called geometry compatible [2] vector fields $\boldsymbol{F}$ (i.e. such that $\operatorname{div}_{T} \boldsymbol{F}(\boldsymbol{x})=0$ ) of the form (35). A specific example of such a vector field is given by

$$
\begin{equation*}
\boldsymbol{\varphi}(\boldsymbol{x})=\boldsymbol{\nabla}_{T} h(\boldsymbol{x}) \tag{36}
\end{equation*}
$$

where $\boldsymbol{x} \in \mathbb{R}^{3} \mapsto h(\boldsymbol{x})$ is a scalar funtion. Table 1 considers the case of a slowly varying function $h(\boldsymbol{x})=\exp \left(x_{1}\right)+\exp \left(x_{2}\right)+\exp \left(x_{3}\right)$ with corresponding vector field

$$
\boldsymbol{F}(\boldsymbol{x})=\boldsymbol{n}(\boldsymbol{x}) \times\left[\begin{array}{c}
\exp \left(x_{1}\right)  \tag{37}\\
\exp \left(x_{2}\right) \\
\exp \left(x_{3}\right)
\end{array}\right]
$$

In Table 2 the same results for the oscillating function $h(\boldsymbol{x})=\sin \left(2 \pi x_{1}\right)+\sin \left(6 \pi x_{2}\right)+\sin \left(10 \pi x_{3}\right)$ are reported. In this case, the vector field $\boldsymbol{F}(\boldsymbol{x})$ in (37) is

$$
\boldsymbol{F}(\boldsymbol{x})=\boldsymbol{n}(\boldsymbol{x}) \times\left[\begin{array}{c}
2 \cos \left(2 \pi x_{1}\right)  \tag{38}\\
6 \cos \left(6 \pi x_{2}\right) \\
10 \cos \left(10 \pi x_{3}\right)
\end{array}\right]
$$

The numerical results show fourth-order accuracy between the calculated and the exact divergence (which is 0 in this case). Note that $N=16$ corresponds to an underresolved grid.

|  | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate | $\mathrm{N}=128$ | rate | $\mathrm{N}=256$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{\infty}$ | $9.9693(-4)$ | 5.53 | $2.1537(-5)$ | 4.79 | $7.7587(-7)$ | 3.89 | $5.2191(-8)$ | 3.94 | $3.3952(-9)$ |
| $\Delta \xi$ in km | 625 |  | 312.5 |  | 156.25 |  | 78.12 |  | 39.06 |
| Nb of grid points | 1538 |  | 6146 |  | 24578 |  | 93306 |  | 393218 |

TABLE 1. Maximum error between the calculated and the spherical divergence for the vector field $\boldsymbol{F}(\boldsymbol{x})=\boldsymbol{n}(x) \times \boldsymbol{\nabla}_{T} h(\boldsymbol{x})$ with $h(\boldsymbol{x})=\exp \left(x_{1}\right)+\exp \left(x_{2}\right)+\exp \left(x_{3}\right)$, where $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$. The exact divergence is 0 . The reported error is $e_{\infty}=\max _{(I) \leq k \leq(V I),-M \leq i, j \leq M,}\left|\operatorname{miv}_{h, s} \boldsymbol{F}\left(\boldsymbol{x}_{i, j}^{k}\right)\right|$. The values of $\Delta \xi$ along the terrestrial equator and the total number of points are also given.

|  | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate | $\mathrm{N}=128$ | rate | $\mathrm{N}=256$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{\infty}$ | $1.1565(2)$ | 4.46 | $5.2249(0)$ | 4.13 | $2.9693(-1)$ | 4.01 | $1.8465(-2)$ | 4.00 | $1.1558(-3)$ |
| $\Delta \xi$ in km | 625 |  | 312.5 |  | 156.25 |  | 78.12 |  | 39.06 |
| Nb of grid points | 1538 |  | 6146 |  | 24578 |  | 93306 |  | 393218 |

TABLE 2. Maximum error between the calculated and the spherical divergence for the vector field $\left.\boldsymbol{F}(\boldsymbol{x})=\boldsymbol{n}(x) \times \boldsymbol{\nabla}_{T} h(\boldsymbol{x})\right)$ with $h(\boldsymbol{x})=\sin \left(2 \pi x_{1}\right)+\sin \left(6 \pi x_{2}\right)+\sin \left(10 \pi x_{3}\right)$, where $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$. The exact divergence is 0 . The reported error is $e_{\infty}=\max _{(I) \leq k \leq(V I),-M \leq i, j \leq M,}\left|\operatorname{div}_{T, h} \boldsymbol{F}\left(\boldsymbol{x}_{i, j}^{k}\right)\right|$. The values of $\Delta \xi$ along the terrestrial equator and the total number of points are also given.

In the third test we consider $\boldsymbol{\varphi}(\boldsymbol{x})=c(\boldsymbol{x}) \boldsymbol{\psi}$ in (35) where $\boldsymbol{\psi} \in \mathbb{R}^{3}$ is a constant vector. Table 3 reports results for $c(\boldsymbol{x})=\exp \left(x_{1}\right)+\exp \left(x_{2}\right)+\exp \left(x_{3}\right)$ and Table 4 for the oscillating function $c(\boldsymbol{x})=\sin (2 \pi x)+\sin (6 \pi y)+\sin (10 \pi z)$. In both cases we take $\boldsymbol{\psi}=[1,1,1]^{T}$. The vector field is

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{x})=c(\boldsymbol{x})(\boldsymbol{n}(x) \times \boldsymbol{\psi}), \tag{39}
\end{equation*}
$$

with spherical divergence

$$
\begin{equation*}
\operatorname{div}_{T} \boldsymbol{F}(\boldsymbol{x})=\boldsymbol{\nabla}_{T} c(\boldsymbol{x}) \cdot(\boldsymbol{n}(\boldsymbol{x}) \times \boldsymbol{\psi}) \tag{40}
\end{equation*}
$$

Again a fourth-order accuracy can be observed in both cases.

|  | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate | $\mathrm{N}=128$ | rate | $\mathrm{N}=256$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{\infty}$ | $3.2393(-3)$ | 5.42 | $7.5365(-5)$ | 4.71 | $2.8732(-6)$ | 3.78 | $2.0855(-7)$ | 3.94 | $1.3516(-8)$ |
| $\Delta \xi$ in km | 625 |  | 312.5 |  | 156.25 |  | 78.12 |  | 39.06 |
| Nb of grid points | 1538 |  | 6146 |  | 24578 |  | 93306 |  | 393218 |

TABLE 3. Error between the calculated and the exact spherical divergence of $\boldsymbol{F}(\boldsymbol{x})=c(\boldsymbol{x})(\boldsymbol{n}(x) \times$ $\boldsymbol{\psi}$ ), with $c(\boldsymbol{x})=\exp \left(x_{1}\right)+\exp \left(x_{2}\right)+\exp \left(x_{3}\right), \boldsymbol{\psi}=[1,1,1]^{T}$. The exact divergence is $\operatorname{div}_{T} \boldsymbol{F}(\boldsymbol{x})=$ $\boldsymbol{\nabla}_{T} c(\boldsymbol{x}) \cdot(\boldsymbol{n}(\boldsymbol{x}) \times \boldsymbol{\psi})$. The reported error is $e_{\infty}=\max _{(I) \leq k \leq(V I)-M \leq i, j \leq M,} \mid \operatorname{div}_{T} \boldsymbol{F}\left(\boldsymbol{x}_{i, j}^{k}\right)-$ $\operatorname{div}_{T, h} \boldsymbol{F}\left(\boldsymbol{x}_{i, j}^{k}\right) \mid$. The values of $\Delta \xi$ along the terrestrial equator and the total number of points are also given.

|  | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate | $\mathrm{N}=128$ | rate | $\mathrm{N}=256$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{\infty}$ | $3.3626(1)$ | 4.45 | $1.5372(0)$ | 4.29 | $7.8539(-2)$ | 4.07 | $4.6704(-3)$ | 4.02 | $2.8817(-4)$ |
| $\Delta \xi$ in km | 625 |  | 312.5 |  | 156.25 |  | 78.12 |  | 39.06 |
| Nb of grid points | 1538 |  | 6146 |  | 24578 |  | 93306 |  | 393218 |

TABLE 4. Error between the calculated and the exact spherical divergence of $\boldsymbol{F}(\boldsymbol{x})=c(\boldsymbol{x})(\boldsymbol{n}(x) \times$ $\boldsymbol{\psi})$ with the oscillating function $c(\boldsymbol{x})=\sin \left(2 \pi x_{1}\right)+\sin \left(6 \pi x_{2}\right)+\sin \left(10 \pi x_{3}\right), \boldsymbol{\psi}=[1,1,1]^{T}$. The exact divergence is $\operatorname{div}_{T}(\boldsymbol{F}(\boldsymbol{x}))=\boldsymbol{\nabla}_{T} c(\boldsymbol{x}) \cdot(\boldsymbol{n}(\boldsymbol{x}) \times \boldsymbol{\psi})$. The reported error is $e_{\infty}=$ $\max _{(I) \leq k \leq(V I)-M \leq i, j \leq M,} \max \left|\operatorname{div}_{T} \boldsymbol{F}\left(\boldsymbol{x}_{i, j}^{k}\right)-\operatorname{div}_{T, h} \boldsymbol{F}\left(\boldsymbol{x}_{i, j}^{k}\right)\right|$. The values of $\Delta \xi$ along the terrestrial equator and the total number of points are also given.
5.2. Laplacian of spherical harmonics. In this section the accuracy of the approximate divergence operator in (33) was measured using a numerical test on spherical harmonics. The spherical Laplacian is expressed in terms of the spherical divergence and spherical gradient as, [4]:

$$
\begin{equation*}
\Delta_{T} u=\operatorname{div}_{T}\left(\nabla_{T} u\right) \tag{41}
\end{equation*}
$$

Approximating (41) by composition of the discrete operators $\boldsymbol{\nabla}_{T, h}$ (15) and $\operatorname{div}_{T, h}$ (33) gives (see also [7]):

$$
\begin{equation*}
\Delta_{T, h} u(\boldsymbol{x})=\operatorname{div}_{T, h}\left(\boldsymbol{\nabla}_{T, h} u_{i, j}^{k}\right) \tag{42}
\end{equation*}
$$

The spherical harmonic with index $(n, m),-n \leq m \leq n, \quad 0 \leq n$, is the function [15] defined in the standard spherical coordinates $(\theta, \lambda)$ :

$$
\begin{equation*}
f_{n}^{m}(\boldsymbol{x})=\bar{P}_{n}^{|m|}(\sin \theta) e^{i m \lambda}, \quad-\pi / 2 \leq \theta \leq \theta / 2, \quad 0 \leq \lambda<2 \pi \tag{43}
\end{equation*}
$$

where the function $\bar{P}_{n}^{|m|}(z)$ is the associated Legendre polynomial of order $n, m$. The standard normalization is [22]:

$$
\begin{equation*}
\int_{-1}^{1} \bar{P}_{n}^{|m|}(x)^{2} d x=1 \tag{44}
\end{equation*}
$$

Recall that the spherical harmonic $f_{n}^{m}(\boldsymbol{x})$ is an eigenfunction of the operator $\Delta_{T}$ with eigenvalue

$$
\begin{equation*}
\lambda_{n}=-n(n+1) \tag{45}
\end{equation*}
$$

Thus at the continuous level we have

$$
\begin{equation*}
\Delta_{T} f_{n}^{m}-\lambda_{n} f_{n}^{m}=0 \tag{46}
\end{equation*}
$$

which can be easily assessed at the discrete level for evaluating the accuracy of the approximate Laplacian $\Delta_{T, h}$. Table 5 shows the maximum value of the error

$$
\begin{equation*}
e\left(f_{n}^{m}\right)=\max _{(I) \leq k \leq(V I),-M \leq i, j \leq M}\left|\left(\Delta_{T, h} f_{n}^{m}\right)_{i, j}^{k}-\lambda_{n}\left(f_{n}^{m}\right)_{i, j}^{k}\right| \tag{47}
\end{equation*}
$$

for several spherical harmonics with increasing number of oscillations. The results are observed to

|  | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate | $\mathrm{N}=128$ | rate | $\mathrm{N}=256$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e\left(f_{1}^{1}\right)$ | $5.5934(-4)$ | 5.93 | $9.1505(-6)$ | 4.00 | $5.7031(-7)$ | 2.85 | $7.900(-8)$ | 2.92 | $1.0370(-8)$ |
| $e\left(f_{3}^{2}\right)$ | $1.9318(-2)$ | 3.50 | $1.7162(-4)$ | 2.92 | $2.2650(-5)$ | 3.04 | $2.7450(-6)$ | 2.57 | $4.6066(-7)$ |
| $e\left(f_{8}^{4}\right)$ | $2.5902(-1)$ | 3.93 | $1.6950(-2)$ | 3.21 | $1.8362(-3)$ | 3.10 | $2.1321(-4)$ | 3.06 | $2.5631(-5)$ |
| $e\left(f_{14}^{9}\right)$ | $7.9143(0)$ | 4.10 | $4.6076(-1)$ | 4.00 | $2.8678(-2)$ | 3.43 | $2.6665(-3)$ | 2.88 | $3.6298(-4)$ |
| $e\left(f_{25}^{18}\right)$ | $2.5510(2)$ | 4.16 | $1.4236(1)$ | 3.96 | $9.1320(-1)$ | 3.95 | $5.9231(-2)$ | 3.93 | $3.8755(-3)$ |

TABLE 5. Convergence rate of the Laplacian of several spherical harmonics. The reported errors are the max norm, $e\left(f_{n}^{m}\right)=\max _{(I) \leq k \leq(V I),-M \leq i, j \leq M}\left|\Delta_{h, s} f_{n}^{m}-\lambda_{n} f_{n}^{m}\right|$.
be an order of magnitude better than the ones reported in [7] where a different discrete Laplacian operator was used. The order of accuracy is around four (as long as the computer accuracy is not reached).
5.3. Duality between divergence and gradient. An approximate Hermitian gradient which is recalled in (15) was introduced in [7]. In this section we assess the compatibility of the gradient (15) with the approximate divergence (33) in the sense of an approximate version of the identity

$$
\begin{equation*}
\int_{\mathbb{S}^{2}}\left(\operatorname{div}_{T} \boldsymbol{F}(\boldsymbol{x})\right) v(\boldsymbol{x}) d \sigma(\boldsymbol{x})+\int_{\mathbb{S}^{2}} \boldsymbol{F}(\boldsymbol{x}) \cdot \boldsymbol{\nabla}_{T} v(\boldsymbol{x}) d \sigma=0 . \tag{48}
\end{equation*}
$$

First a suitable discrete quadrature formula on the Cubed-Sphere is required. The design of accurate discrete quadrature formulas on the sphere is in itself a difficult numerical challenge. On this topic, we refer to the study [10] and the references therein.

Let $\boldsymbol{x} \in \mathbb{S}_{r}^{2} \mapsto w(\boldsymbol{x})$ is a scalar function on the sphere of radius $r$. Let's consider the approximation of the integral

$$
\begin{equation*}
I=\int_{\mathbb{S}^{2}} w(\boldsymbol{x}) d \sigma(\boldsymbol{x}) \simeq \tilde{\mathcal{I}} \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathcal{I}}=\sum_{k=(I)}^{(V I)} \tilde{\mathcal{I}}^{k} \tag{50}
\end{equation*}
$$

The approximate integral on each Panel $k,(I) \leq k \leq(V I)$ is

$$
\begin{equation*}
\tilde{\mathcal{I}}^{k}=r^{2} \Delta \xi \Delta \eta \sum_{i, j=-M}^{M} \sqrt{\left|\bar{G}_{i, j}^{k}\right|} w_{i, j}^{k}, \quad \bar{G}_{i, j}^{k}=\bar{G}^{k}\left(\xi_{i}, \eta_{j}\right) . \tag{51}
\end{equation*}
$$

In (50) the prime ( 1 ) indicates that

- the terms corresponding to the $4(N-1)$ interface points $(9)$ are multiplied by $1 / 2$.
- the terms corresponding to the four corner indices (9) are multiplied by $1 / 3$.

Formula (50) was found to be fourth-order accurate. (This formula is the subject of ongoing research). In Table 6 and Table 7 we observe as expected that (48) is exact up to order 4. Note in Table 6 that a superconvergence for $\int F . \nabla_{T} v$ occurs.

## 6. Conclusion

The present study demonstrates that it is possible to calculate with a high-order uniform accuracy the approximate divergence of any regular tangential vector field on the Cubed-Sphere. It is observed to be fourth-order accurate. Futhermore a discrete integration by part formula is numerically proved to be valid. This ensures the consistency between the approximate spherical gradient introduced in [7] and the approximate spherical divergence (33). In addition a preliminary test-case shows that a

|  | $\mathrm{N}=8$ | rate | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\int \operatorname{div}_{T} F v$ | $2.9844(-3)$ |  | $1.6108(-5)$ |  | $2.3363(-8)$ |  | $-1.0036(-11)$ | $\mathrm{N}=128$ |
| $\int F . \nabla_{T} v$ | $-1.9984(-15)$ |  | $-3.3861(-15)$ |  | $-1.0089(-14)$ |  | $-1.8332(-14)$ |  |
| $\int \operatorname{div}_{T} F v+\int F . \boldsymbol{\nabla}_{T} v$ | $2.9844(-3)$ | 7.53 | $1.6108(-5)$ | 9.43 | $2.3363(-8)$ | 11.18 | $-1.0054(-11)$ | 7.43 |

TABLE 6. Convergence rate for the value (48) applied to the functions $\boldsymbol{F}(\boldsymbol{x})=c(\boldsymbol{x})(\boldsymbol{n}(x) \times \boldsymbol{\psi})$, with $c(\boldsymbol{x})=\sin \left(\pi x_{1}\right)+\sin \left(2 \pi x_{2}\right)+\sin \left(3 \pi x_{3}\right), \boldsymbol{\psi}=[1,1,1]^{T}$ and $v(\boldsymbol{x})=\exp \left(x_{1}\right)+\exp \left(x_{2}\right)+\exp \left(x_{3}\right)$. A superconvergence of $\int \operatorname{div}_{T} F v$ is observed: the computer acurracy is reached with a relatively coarse grid.

|  | $\mathrm{N}=8$ | rate | $\mathrm{N}=16$ | rate | $\mathrm{N}=32$ | rate | $\mathrm{N}=64$ | rate | $\mathrm{N}=128$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\int \operatorname{div}_{T} F v$ | 10.1069 |  | 10.1303 |  | 10.1326 |  | 10.1328 |  | 10.1328 |
| $\int F . \boldsymbol{\nabla}_{T} v$ | -10.1336 |  | -10.1329 |  | -10.1328 |  | -10.1328 |  | -10.1328 |
| $\int \operatorname{div}_{T} F v+\int F \cdot \boldsymbol{\nabla}_{T} v$ | $-2.6651(-2)$ | 3.41 | $-2.5067(-3)$ | 3.89 | $-1.6896(-4)$ | 4.00 | $-1.0054(-5)$ | 4.00 | $-6.5581(-7)$ |

TABLE 7. Convergence rate for the value (48) applied to the functions $\boldsymbol{F}(\boldsymbol{x})=c(\boldsymbol{x})(\boldsymbol{n}(x) \times \boldsymbol{\psi})$, with $c(\boldsymbol{x})=\sin \left(\pi x_{1}\right)+\sin \left(2 \pi x_{2}\right)+\sin \left(3 \pi x_{3}\right), \boldsymbol{\psi}=[1,2,3]^{T}$ and $v(\boldsymbol{x})=\exp \left(x_{1}\right)+\exp \left(x_{2}\right)+\exp \left(x_{3}\right)$. Fourth-order accuracy is clearly observed.
discrete version of the Laplacian is obtained from the composition of the discrete divergence and of the discrete gradient. Further studies would be required to mathematically analyse the new method. Applying it to systems of PDEs on the sphere including the Shallow Water equations of climatology would be a natural sequel of this work.

## 7. Appendix: Background on the Cubed-Sphere

### 7.1. Coordinate systems on the Cubed-Sphere.

- Cartesian coordinate system

The cartesian reference frame is denoted by $(O, \boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k})$, with origin $O$ at the center of the sphere. The cartesian coordinate system is denoted $\boldsymbol{x}(x, y, z)$. The centers of the Panels $(I),(I I),(I I I),(I V),(V),(V I)$ are located at points

$$
\begin{equation*}
F(1,0,0), B(-1,0,0), E(0,1,0), W(0,-1,0), N(0,0,1), S(0,0-1) \tag{52}
\end{equation*}
$$

respectively.

- $(\xi, \eta)$ coordinate system

The coordinate system $(\xi, \eta)$ on each Panel $(k),(I) \leq(k) \leq(V I)$, is denoted by $\left(\xi^{(k)}, \eta^{(k)}\right)$, $\xi$ and $\eta$ being the equatorial and meridional angles, respectively. Refer to Section 2.2 for a description.

- The gnomonic coordinate system

The gnomonic coordinates are defined by

$$
\left\{\begin{array}{l}
X=\tan \xi  \tag{53}\\
Y=\tan \eta
\end{array}\right.
$$

Using $(X, Y)$ facilitates the practical coding of any calculation on the Cubed-Sphere. For example, the cartesian coordinates of a grid point $\boldsymbol{x}(x, y, z)$ of, say, Panel Front $(I)$, are given in terms of the equiangular angles $(\xi, \eta)$ [23]:

$$
\left\{\begin{array}{l}
X=\frac{y}{x}  \tag{54}\\
Y=\frac{z}{x} \\
x^{2}+y^{2}+z^{2}=1
\end{array}\right.
$$

- Hybrid coordinate system

The coordinate systems $(\alpha, \eta)$ and $(\xi, \beta)$ were used on each panel in Section 5. For example, on Panel Front (I), the two systems are related by expressing the cartesian coordinates in terms of either $(\alpha, \eta)$ or $(\xi, \beta)$ :

$$
\left\{\begin{array}{l}
x=\cos \alpha \cos \eta=\cos \beta \cos (-\xi)  \tag{55}\\
y=\sin \alpha=-\cos (\beta) \sin (-\xi) \\
z=\cos \alpha \sin \eta=\sin \beta
\end{array}\right.
$$

Suppose given $\bar{\eta} \in[-\pi / 4, \pi / 4]$ fixed and the corresponding iso- $\eta$ line $\eta=\bar{\eta}$ on any of the six panels of the Cubed-Sphere. The angle $\alpha(\xi)$ corresponding to the point of equiangular coordinates $(\xi, \bar{\eta})$ is

$$
\alpha(\xi)=\operatorname{atan}\left(\frac{\tan \xi}{\left(1+\tan ^{2} \bar{\eta}\right)^{1 / 2}}\right)
$$

Similarly the angle $\beta(\eta)$ corresponding to a point on any iso $\xi$ line $\xi=\bar{\xi}$ is

$$
\begin{equation*}
\beta(\eta)=\operatorname{atan}\left(\frac{\tan \eta}{\left(1+\tan ^{2} \bar{\xi}\right)^{1 / 2}}\right) \tag{57}
\end{equation*}
$$

Identities (56) and (57) give the two coordinate transforms $(\xi, \eta) \mapsto(\alpha, \eta)$ and $(\xi, \eta) \mapsto(\xi, \beta)$ on any panel. Using the chain rule again, it is readily verified that

$$
\left\{\begin{array}{l}
\frac{\partial \alpha}{\partial \xi}=\cos \eta \frac{1+\tan ^{2} \xi}{1+\cos ^{2} \eta \tan ^{2} \xi} \\
\frac{\partial \beta}{\partial \eta_{\mid \xi}}=\cos \xi \frac{1+\tan ^{2} \eta}{1+\cos ^{2} \xi \tan ^{2} \eta}
\end{array}\right.
$$

These relations are used in (33).
7.2. Metric tensor on the Cubed-Sphere. Let us mention some remarks, useful to derive the metric elements on the Cubed-Sphere. If $s$ denotes a point on the sphere with Cartesian coordinate $\boldsymbol{x}(x, y, z)$, the basis $\left(g_{\xi}(\boldsymbol{x}), g_{\eta}(\boldsymbol{x})\right)$ is given by [19, 27]:

$$
\begin{equation*}
\boldsymbol{g}_{\xi}(\boldsymbol{x})=\frac{\partial \boldsymbol{x}}{\partial \xi}(\boldsymbol{x}), \boldsymbol{g}_{\eta}(\boldsymbol{x})=\frac{\partial \boldsymbol{x}}{\partial \eta}(\boldsymbol{x}) . \tag{59}
\end{equation*}
$$

The metric tensor is

$$
G=\left[\begin{array}{ll}
\boldsymbol{g}_{\xi} \cdot \boldsymbol{g}_{\xi} & \boldsymbol{g}_{\xi} \cdot \boldsymbol{g}_{\eta}  \tag{60}\\
\boldsymbol{g}_{\eta} \cdot \boldsymbol{g}_{\xi} & \boldsymbol{g}_{\eta} \cdot \boldsymbol{g}_{\eta}
\end{array}\right], \quad \bar{G}=|\operatorname{det} G| .
$$

The associated dual basis $\left(\boldsymbol{g}^{\xi}, \boldsymbol{g}^{\eta}\right)$ is deduced by

$$
\left\{\begin{array}{l}
\boldsymbol{g}^{\xi}=G^{11} \boldsymbol{g}_{\xi}+G^{12} \boldsymbol{g}_{\eta}  \tag{61}\\
\boldsymbol{g}^{\eta}=G^{21} \boldsymbol{g}_{\xi}+G^{22} \boldsymbol{g}_{\eta}
\end{array}\right.
$$

where

$$
G^{-1}=\left[\begin{array}{ll}
G^{11} & G^{12}  \tag{62}\\
G^{21} & G^{22}
\end{array}\right]
$$

The metric tensor is expressed in gnomonic coordinates $(X, Y),(53)$, as

$$
G=\frac{r^{2}}{\delta^{4}}\left(1+X^{2}\right)\left(1+Y^{2}\right)\left[\begin{array}{ll}
1+X^{2} & -X Y  \tag{63}\\
-X Y & 1+Y^{2}
\end{array}\right]
$$

where $\delta=\sqrt{1+X^{2}+Y^{2}}$. The dual basis $\left(\boldsymbol{g}^{\xi}, \boldsymbol{g}^{\eta}\right)$ is easily calculated in terms of $\boldsymbol{x}(x, y, z)$. For example on Panel Front (I) we have

$$
\boldsymbol{g}^{\xi}=\frac{1}{x\left(1+X^{2}\right)}\left[\begin{array}{c}
-X  \tag{64}\\
1 \\
0
\end{array}\right], \quad \boldsymbol{g}^{\eta}=\frac{1}{x\left(1+Y^{2}\right)}\left[\begin{array}{c}
-Y \\
0 \\
1
\end{array}\right]
$$

Similar formulas are obtained for the five other panels.
7.3. Periodic Hermitian derivative. In the sequel we make intensive use of the so-called three point Hermitian derivative. For data $u_{j}$ located on the grid $x_{j}=j \Delta x$, the approximation $u_{x, j} \simeq$ $u^{\prime}\left(x_{j}\right)$ is implicitely defined by the relation

$$
\begin{equation*}
\frac{1}{6} u_{x, j-1}+\frac{2}{3} u_{x, j}+\frac{1}{6} u_{x, j+1}=\frac{u_{j+1}-u_{j-1}}{2 h}, \quad j \in \mathbb{Z} \tag{65}
\end{equation*}
$$

This approximation is fourth-order accurate and has a small truncation error: the leading term is given by

$$
\begin{equation*}
u_{t, j}=u^{\prime}\left(t_{j}\right)-\frac{h^{4}}{180} u^{(5)}\left(t_{j}\right)+O\left(h^{6}\right), \quad 0 \leq j \leq N-1 \tag{66}
\end{equation*}
$$

Compact approximations of this kind were introduced earlier [6, 17]. Typical applications include wave propagation $[26,8,9]$ and incompressible flow simulations $[1,3]$.

Here we use the approximate derivative (65) in the following context: suppose given a great circle $C_{j}^{(2)}$ (see Section 2.1) with curvilinear abscissa $\alpha \in\left[0,2 \pi\left[\right.\right.$. Let $\alpha_{i}$ be a periodic grid on $C_{j}^{(2)}$, with $0 \leq i \leq 4 N$, (the size is $4 N$, only to conform with the notation in the Section 2.2). The value $\alpha_{i}$ is defined by $\alpha_{i}=\varphi\left(t_{i}\right)$, where $t \in[0,1] \mapsto \varphi(t)$, an increasing function (the parameter $t$ stands for a dummy argument). The grid $t_{i}$ is regular with $t_{i}=i \Delta t, 0 \leq i \leq 4 N$. Using the chain rule:

$$
\begin{equation*}
u^{\prime}(\varphi(t))=\frac{(u \circ \varphi)^{\prime}(t)}{\varphi^{\prime}(t)}, \quad 0<t<1 \tag{67}
\end{equation*}
$$

Therefore the fourth-order approximation of $u^{\prime}\left(\alpha_{i}\right)$ is

$$
\begin{equation*}
u^{\prime}\left(\alpha_{i}\right) \simeq u_{\alpha, i}=\frac{(u \circ \varphi)_{t, i}}{\varphi_{t, i}}, \quad 1 \leq i \leq 4 N \tag{68}
\end{equation*}
$$

where $(u \circ \varphi)_{t, i}$ and $\varphi_{t, i}$ stand for the Hermitian derivatives (65) at point $t_{i}$ of $t \mapsto u \circ \varphi(t)$ and of $t \mapsto \varphi(t)$, respectively. Moving towards the practical calculation, we consider the periodic matrices $P, K \in \mathbb{M}_{4 N}(\mathbb{R})$,

$$
P=\left[\begin{array}{ccccc}
4 & 1 & 0 & \ldots & 1  \tag{69}\\
1 & 4 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
0 & \ldots & 1 & 4 & 1 \\
1 & \ldots & 0 & 1 & 4
\end{array}\right]
$$

and

$$
K=\left[\begin{array}{ccccc}
0 & 1 & 0 & \ldots & -1  \tag{70}\\
-1 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
0 & \ldots & -1 & 0 & 1 \\
1 & \ldots & 0 & -1 & 0
\end{array}\right]
$$

Let $[\boldsymbol{u}],[\boldsymbol{x}] \in \mathbb{R}^{N}$ be the vector data corresponding to $\left(u_{i}\right)_{1 \leq i \leq 4 N}$ and $\left(x_{i}\right)_{1 \leq i \leq 4 N}$, respectively. Then the vectors $\left[\boldsymbol{u}_{x}\right],\left[\boldsymbol{x}_{t}\right] \in \mathbb{R}^{N}$ are solutions of the two linear systems

$$
\begin{equation*}
P\left[\boldsymbol{u}_{t}\right]=3 K[\boldsymbol{u}], \quad P\left[\boldsymbol{x}_{t}\right]=3 K[\boldsymbol{x}] . \tag{71}
\end{equation*}
$$

The components of the vector $\left[u_{\alpha}\right] \in \mathbb{R}^{4 N}$ in (68) are given by

$$
\begin{equation*}
\bar{u}_{\alpha, i}=\frac{u_{t, i}}{x_{t, i}}, \quad 0 \leq i \leq 4 N, \quad \bar{u}_{\alpha, i}=u^{\prime}\left(\alpha_{i}\right)+O\left(h^{4}\right) . \tag{72}
\end{equation*}
$$
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