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#### Abstract

In this paper, we prove an adaptation of the classical compactness Aubin-Simon lemma to sequences of functions obtained through a sequence of discretizations of a parabolic problem. The main difficulty tackled here is to generalize the classical proof to handle the dependency of the norms controlling each function $u^{(n)}$ of the sequence with respect to $n$. This compactness result is then used to prove the convergence of a numerical scheme combining finite volumes and finite elements for the solution of a reduced turbulence problem.


1. Introduction. Let us suppose given a sequence of approximations of a parabolic problem $(\mathcal{P})$, which, for instance, may be though of as discretizations of $(\mathcal{P})$ by a numerical scheme, or resulting from the combination of a Faedo-Galerkin technique with a time discretization. In both cases, we are in presence of a family of finitedimensional systems, and their solution, let us say $\left(u^{(n)}\right)_{n \in \mathbb{N}}$, may be considered as a sequence of functions of time, taking their values in a finite dimensional subspace, let us say $B^{(n)}$ of a Banach space (usually a Lebesgue $L^{q}$ space, $q \geq 1$ ). To show the convergence of such a process, a common path is to follow the following steps:
2. first, for each approximate problem, prove the existence of a solution, and derive estimates satisfied by any solution,
3. then use compactness arguments to show (possibly up to the extraction of a subsequence) the existence of a limit,
4. and, finally, prove that this limit satisfies the initial problem ( $\mathcal{P}$ ).

Let us now focus on item 2, which is the issue addressed in this paper. The problem here is to prove a compactness result for a sequence of functions of time taking their value in a sequence of discrete spaces and controlled (themselves and their discrete time-derivative) in discrete norms; in the general case, both $B^{(n)}$ and the space part of the norms depend on $n$. The compactness result given in this paper relies on this particular structure, and consists in a generalization of the classical Aubin-Simon lemma to this specific case.

[^0]This paper is organized as follows. First, we recall some classical compactness lemmas (Section 2). Then, in the next section (Section 3), we state and prove the main result of this paper. Finally, the way to use this result is illustrated (Section 4), by proving the convergence of a scheme combining finite element and finite volume techniques to solve a reduced turbulence model.
2. A classical compactness lemma. A classical way to obtain compactness of a sequence of approximate solutions of an evolution problem is given by the wellknown Aubin-Simon Theorem [14], which is a consequence of a compactness criterium due to Kolmogorov. We begin by recalling these results.

Theorem 2.1. Let $B$ be a Banach space, $1 \leq q<+\infty$ and $\mathcal{F} \subset \mathrm{L}^{q}((0, T), B)$. If $\mathcal{F}$ satisfies the following conditions:

1. For all $f \in \mathcal{F}$, there exists $P f \in \mathrm{~L}^{q}(\mathbb{R}, B)$ such that $P f=f$ a.e. in $(0, T)$ and $\|P f\|_{L^{q}(\mathbb{R}, B)} \leq C$, where $C$ depends only on $\mathcal{F}$.
2. For all $\varphi \in \mathrm{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$, the family $\left\{\int_{\mathbb{R}}(P f) \varphi \mathrm{d} t, f \in \mathcal{F}\right\}$ is relatively compact in $B$.
3. $\|P f(\cdot+h)-P f\|_{\mathrm{L}^{q}(\mathbb{R}, B)} \rightarrow 0$, as $h \rightarrow 0$, uniformly with respect to $f \in \mathcal{F}$, then the subset $\mathcal{F}$ is relatively compact in $\mathrm{L}^{q}((0, T), B)$.

Remark 1. Note that the conditions given in Theorem 2.1 are in fact necessary: if the subset $\mathcal{F}$ is relatively compact in $\mathrm{L}^{q}((0, T), B)$, then items $1-3$ hold. In addition, it is even possible to define $P f$ by extending $f$ by zero outside $(0, T)$. The proof of this implication is quite simple and omitted here because the useful part (at least for the present work) of this equivalence is the one stated in Theorem 2.1.

Proof. Let $\left(\rho^{(n)}\right)_{n \in \mathbb{N}^{\star}}$ be a sequence of mollifiers, that is:

$$
\begin{align*}
\rho \in \mathrm{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R}), \int_{\mathbb{R}} \rho \mathrm{d} \boldsymbol{x}=1, & \rho \geq 0 \text { in } \mathbb{R}, \rho=0 \text { for } x \notin(-1,1)  \tag{1}\\
& \text { and, for } n \in \mathbb{N}^{\star}, \boldsymbol{x} \in \mathbb{R}, \rho^{(n)}(\boldsymbol{x})=n \rho(n \boldsymbol{x}) .
\end{align*}
$$

We set $K=[0, T]$ and, for $n \in \mathbb{N}^{\star}, \mathcal{F}^{(n)}=\left\{\left(P f \star \rho^{(n)}\right)_{\left.\right|_{K}}, f \in \mathcal{F}\right\}$. The proof is divided in two steps. In Step 1 we prove, using the Ascoli theorem and Assumption 2 of Theorem 2.1, that, for $n \in \mathbb{N}^{\star}$, the set $\mathcal{F}^{(n)}$ is relatively compact in $\mathrm{C}(K, B)$ endowed with its usual topology. Then, we deduce that $\mathcal{F}^{(n)}$ is also relatively compact in $\mathrm{L}^{q}((0, T), B)$. In Step 2, we show that the first and third hypotheses of Theorem 2.1 give that $P f \star \rho^{(n)} \rightarrow P f$ in $\mathrm{L}^{q}(\mathbb{R}, B)$, as $n \rightarrow+\infty$, uniformly with respect to $f \in \mathcal{F}$. This allows to conclude that the family $\mathcal{F}$ is relatively compact in $\mathrm{L}^{q}((0, T), B)$.

Step 1. Let $n \in \mathbb{N}^{\star}$. In order to prove that $\mathcal{F}^{(n)}$ is relatively compact in $\mathrm{C}(K, B)$, we have only to prove, thanks to the Ascoli theorem, the following properties:

1. For all $t \in K$, the set $\left\{P f \star \rho^{(n)}(t), f \in \mathcal{F}\right\}$ is relatively compact in $B$,
2. the sequence $\left\{P f \star \rho^{(n)}, f \in \mathcal{F}\right\}$ is equicontinuous from $K$ to $B$ (that is to say that the continuity is uniform with respect to $f \in \mathcal{F})$.
We first prove Property 1. Let $t \in K$. We set, for $s \in \mathbb{R}, \varphi(s)=\rho^{(n)}(t-s)$. We have $\varphi \in \mathrm{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$ and for all $f \in \mathcal{F}$,

$$
P f \star \rho^{(n)}(t)=\int_{\mathbb{R}} P f(s) \rho^{(n)}(t-s) \mathrm{d} s=\int_{\mathbb{R}} P f(s) \varphi(s) \mathrm{d} s
$$

Then, the second hypothesis of Theorem 2.1 gives Property 1, i.e. $\left\{P f \star \rho^{(n)}(t), f \in\right.$ $\mathcal{F}\}$ is relatively compact in $B$.
We now turn to Property 2. Let $t_{1}, t_{2} \in K$. One has, with $r=q /(q-1)$ and using Hölder's Inequality,

$$
\begin{aligned}
\left\|P f \star \rho^{(n)}\left(t_{2}\right)-P f \star \rho^{(n)}\left(t_{1}\right)\right\|_{B} & \leq \int_{\mathbb{R}}\|P f(s)\|_{B}\left|\rho^{(n)}\left(t_{2}-s\right)-\rho^{(n)}\left(t_{1}-s\right)\right| \mathrm{d} s \\
\leq & \|P f\|_{\mathrm{L}^{q}(\mathbb{R}, B)}\left\|\rho^{(n)}\left(t_{2}-\cdot\right)-\rho^{(n)}\left(t_{1}-\cdot\right)\right\|_{\mathrm{L}^{r}(\mathbb{R})}
\end{aligned}
$$

Since $\rho^{(n)}$ is uniformly continuous with compact support, we easily deduce from this inequality (and with Hypothesis 1 of Theorem 2.1) that the family $\mathcal{F}^{(n)}$ is uniformly equicontinuous from $K$ to $B$. This gives Property 2 and proves that $\mathcal{F}^{(n)}$ is relatively compact in $\mathrm{C}(K, B)$. This relative compactness is equivalent to say that for all $\epsilon>0$, there exists a finite number of balls of radius $\epsilon$ (for the natural norm of $\mathrm{C}(K, B))$ covering the whole set $\mathcal{F}^{(n)}$. Then, since $\|\cdot\|_{\mathrm{L}^{q}((0, T), B)} \leq T^{1 / q}\|\cdot\|_{\mathrm{C}(K, B)}$, we also obtain the relative compactness of $\mathcal{F}^{(n)}$ in $\mathrm{L}^{q}((0, T), B)$.

Step 2. For $t \in \mathbb{R}$, we have, using $\int_{\mathbb{R}} \rho^{(n)}(s) \mathrm{d} s=1$ and with $\bar{s}=n s$,

$$
\begin{aligned}
P f \star \rho^{(n)}(t)-P f(t)= & \int_{\mathbb{R}}(P f(t-s)-P f(t)) \rho^{(n)}(s) \mathrm{d} s= \\
& \int_{-1}^{1}\left(P f\left(t-\frac{\bar{s}}{n}\right)-P f(t)\right) \rho(\bar{s}) \mathrm{d} \bar{s}
\end{aligned}
$$

Then, with Hölder's Inequality and $r=q /(q-1)$,

$$
\left\|P f \star \rho^{(n)}(t)-P f(t)\right\|_{B}^{q} \leq\left(\int_{-1}^{1}\left\|P f\left(t-\frac{s}{n}\right)-P f(t)\right\|_{B}^{q} \mathrm{~d} s\right)\|\rho\|_{L^{r}(\mathbb{R})}^{q}
$$

Integrating with respect to $t \in \mathbb{R}$ and using the Fubini-Tonelli theorem leads to:

$$
\begin{aligned}
& \left\|P f \star \rho^{(n)}-P f\right\|_{L^{q}(\mathbb{R}, B)}^{q} \leq \\
& \quad 2 \sup \left\{\|P f(\cdot+h)-P f\|_{\mathrm{L}^{q}(\mathbb{R}, B)}^{q},|h| \leq 1 / n\right\}\|\rho\|_{\mathrm{L}^{r}(\mathbb{R})}^{q}
\end{aligned}
$$

Finally, the third hypothesis of Theorem 2.1 gives the fact that $\| P f \star \rho^{(n)}-$ $P f \|_{\mathrm{L}^{q}(\mathbb{R}, B)} \rightarrow 0$, as $n \rightarrow+\infty$, uniformly with respect to $f \in \mathcal{F}$. As a consequence, the relative compactness of $\mathcal{F}^{(n)}$ in $\mathrm{L}^{q}((0, T), B)$ for all $n \in \mathbb{N}$ (proven in Step 1) gives the relative compactness of $\mathcal{F}$ in $\mathrm{L}^{q}((0, T), B)$. This concludes the proof of Theorem 2.1.

Theorem 2.2. Let $1 \leq q<+\infty$ and $X, B, Y$ be three Banach spaces such that:
$-X \subset B$ with compact embedding,
$-B \subset Y$ with continuous embedding.
Let $T>0$ and $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence such that:

1. $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $\mathrm{L}^{q}((0, T), X)$,
2. $\left(\frac{d u^{(n)}}{d t}\right)_{n \in \mathbb{N}}$ is bounded in $\mathrm{L}^{q}((0, T), Y)$.

Then there exists $u \in L^{q}((0, T), B)$ such that, up to a subsequence, $u^{(n)} \rightarrow u$ in $\mathrm{L}^{q}((0, T), B)$.

Proof. The proof uses Theorem 2.1. Let $\varphi \in \mathrm{C}_{c}^{\infty}((-T, 2 T), \mathbb{R})$ such that $0 \leq \varphi \leq 1$ in $(-T, 2 T)$ and $\varphi=1$ in $[0, T]$. For $n \in \mathbb{N}$, we define $\bar{u}^{(n)}$ and $P u^{(n)}$ as follow:

$$
\begin{aligned}
\bar{u}^{(n)}(t)=u^{(n)}(t) \text { for } t \in[0, T], \\
\bar{u}^{(n)}(t)=u^{(n)}(-t) \text { for } t \in(-T, 0), \\
\bar{u}^{(n)}(T+t)=u^{(n)}(T-t) \text { for } t \in(0, T)
\end{aligned}
$$

and $P u^{(n)}(t)=\varphi(t) \bar{u}^{(n)}(t)$ for all $t \in(-T, 2 T)$ (and for all $t \in \mathbb{R}$ using $\varphi(t)=0$ if $t \notin(-T, 2 T))$.

We now prove that the three hypotheses of Theorem 2.1 are satisfied for the set $A=\left\{u^{(n)}, n \in \mathbb{N}\right\}$ (and this will conclude the proof of Theorem 2.2).

Hypothesis 1 of Theorem 2.1. Since the sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $\mathrm{L}^{q}((0, T), X)$, it is also bounded in $\mathrm{L}^{q}((0, T), B)$ (because $X$ is continuously embedded in $B)$. Therefore, the hypothesis 1 of Theorem 2.1 is clearly satisfied since $P u^{(n)}=u^{(n)}$ a.e. in $(0, T)$ and $\left\|P u^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)}^{q} \leq 3\left\|u^{(n)}\right\|_{L^{q}((0, T), B)}^{q}$.

Hypothesis 2 of Theorem 2.1. Let $\psi \in \mathrm{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$. We have, using the notation $\|\psi\|_{u}=\max _{t \in \mathbb{R}}|\psi(t)|$,

$$
\begin{align*}
\left\|\int_{\mathbb{R}} P u^{(n)}(t) \psi(t) \mathrm{d} t\right\|_{X} & \leq\|\psi\|_{u}\left\|P u^{(n)}\right\|_{\mathrm{L}^{1}(\mathbb{R}, X)}  \tag{2}\\
& \leq(3 T)^{1-1 / q}\|\psi\|_{u}\left\|P u^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, X)}
\end{align*}
$$

Since $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $L^{q}((0, T), X)$, the sequence $\left(P u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $\mathrm{L}^{q}(\mathbb{R}, X)$. Then (2) gives that the sequence $\left\{\int_{\mathbb{R}} P u^{(n)}(t) \psi(t) \mathrm{d} t, n \in \mathbb{N}\right\}$ is bounded in $X$. Since $X$ is compactly embedded in $B$, we conclude that the sequence $\left\{\int_{\mathbb{R}} P u^{(n)}(t) \psi(t) \mathrm{d} t, n \in \mathbb{N}\right\}$ is relatively compact in $B$.

Hypothesis 3 of Theorem 2.1. We have to prove that

$$
\begin{equation*}
\left\|P u^{(n)}(\cdot+h)-P u^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)} \rightarrow 0 \text { as } h \rightarrow 0 \text {, uniformly w.r.t. } n \in \mathbb{N} \text {. } \tag{3}
\end{equation*}
$$

Let $\delta>0$ such that $\varphi(t)=0$ if $t \notin(-T+\delta, 2 T-\delta)$. Without loss of generality, we may assume that $0<h<\delta$ for proving Assertion (3). For $0<h<\delta$ and $t \in(-T, 2 T-\delta)$, we have:
$P u^{(n)}(t+h)-P u^{(n)}(t)=(\varphi(t+h)-\varphi(t)) \bar{u}^{(n)}(t+h)+\varphi(t)\left(\bar{u}^{(n)}(t+h)-\bar{u}^{(n)}(t)\right)$.
Then, with $\left\|\varphi^{\prime}\right\|_{u}=\max _{s \in \mathbb{R}}\left|\varphi^{\prime}(s)\right|$,
$\left\|P u^{(n)}(t+h)-P u^{(n)}(t)\right\|_{B} \leq h\left\|\varphi^{\prime}\right\|_{u}\left\|\bar{u}^{(n)}(t+h)\right\|_{B}+\|\varphi\|_{u}\left\|\bar{u}^{(n)}(t+h)-\bar{u}^{(n)}(t)\right\|_{B}$.
We now use the Lions lemma 2.3 given below. For all $\epsilon>0$, we have:

$$
\begin{aligned}
& \left\|P u^{(n)}(t+h)-P u^{(n)}(t)\right\|_{B} \leq h\left\|\varphi^{\prime}\right\|_{u}\left\|\bar{u}^{(n)}(t+h)\right\|_{B} \\
& \quad+\epsilon\|\varphi\|_{u}\left\|\bar{u}^{(n)}(t+h)-\bar{u}^{(n)}(t)\right\|_{X}+C_{\epsilon}\|\varphi\|_{u}\left\|\bar{u}^{(n)}(t+h)-\bar{u}^{(n)}(t)\right\|_{Y},
\end{aligned}
$$

which gives also

$$
\begin{array}{r}
\left\|P u^{(n)}(t+h)-P u^{(n)}(t)\right\|_{B} \leq h\left\|\varphi^{\prime}\right\|_{u}\left\|\bar{u}^{(n)}(t+h)\right\|_{B}+\epsilon\|\varphi\|_{u}\left\|\bar{u}^{(n)}(t+h)\right\|_{X} \\
+\epsilon\|\varphi\|_{u}\left\|\bar{u}^{(n)}(t)\right\|_{X}+C_{\epsilon}\|\varphi\|_{u}\left\|\bar{u}^{(n)}(t+h)-\bar{u}^{(n)}(t)\right\|_{Y},
\end{array}
$$

and then, taking this inequality at the power $q$ and integrating with respect to $t$,

$$
\begin{align*}
&\left\|P u^{(n)}(\cdot+h)-P u^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)}^{q} \leq 3\left(4 h\left\|\varphi^{\prime}\right\|_{u}\left\|u^{(n)}\right\|_{\mathrm{L}^{q}((0, T), B)}\right)^{q} \\
&+3\left(8 \epsilon\|\varphi\|_{u}\left\|u^{(n)}\right\|_{\mathrm{L}^{q}((0, T), X)}\right)^{q}  \tag{4}\\
&+\left(4 C_{\epsilon}\|\varphi\| u\right)^{q} \int_{-T}^{2 T-\delta}\left\|u^{(n)}(t+h)-u^{(n)}(t)\right\|_{Y}^{q} \mathrm{~d} t .
\end{align*}
$$

We now use the second item of Remark 3. It gives that $u^{(n)} \in \mathrm{C}([0, T], Y)$ and

$$
u^{(n)}\left(t_{1}\right)-u^{(n)}\left(t_{2}\right)=\int_{t_{1}}^{t_{2}} \frac{d u^{(n)}}{d t}(s) \mathrm{d} s
$$

for all $t_{1}, t_{2} \in[0, T]$. Setting

$$
\begin{array}{r}
v^{(n)}(t)=\frac{d u^{(n)}}{d t}(t) \text { if } t \in(0, T), \\
v^{(n)}(t)=-\frac{d u^{(n)}}{d t}(-t) \text { if } t \in(-T, 0), \\
v^{(n)}(T+t)=-\frac{d u^{(n)}}{d t}(T-t) \text { if } t \in(0, T),
\end{array}
$$

we then have

$$
u^{(n)}\left(t_{1}\right)-u^{(n)}\left(t_{2}\right)=\int_{t_{1}}^{t_{2}} v(s) \mathrm{d} s \text { for all } t_{1}, t_{2} \in(-T, 2 T)
$$

and $\left\|v^{(n)}\right\|_{\mathrm{L}^{q}((-T, 2 T), Y)}^{q}=3\left\|\frac{d u^{(n)}}{d t}\right\|_{\mathrm{L}^{q}((0, T), Y)}^{q}$.
We are now able to bound the third term of the RHS of (4).

$$
\begin{array}{r}
\int_{-T}^{2 T-\delta}\left\|u^{(n)}(t+h)-u^{(n)}(t)\right\|_{Y}^{q} \mathrm{~d} t \leq \int_{-T}^{2 T-\delta}\left(\int_{t}^{t+h}\left\|v^{(n)}(s)\right\|_{Y} \mathrm{~d} s\right)^{q} \mathrm{~d} t \\
\leq \int_{-T}^{2 T-\delta} h^{1-1 / q}\left(\int_{-T}^{2 T} 1_{[t, t+h]}(s)\left\|v^{(n)}(s)\right\|_{Y}^{q} \mathrm{~d} s\right) \mathrm{d} t
\end{array}
$$

Then, using $1_{[t, t+h]}(s)=1_{[s-h, s]}(t)$ and the Fubini-Tonelli theorem, we obtain

$$
\begin{align*}
\int_{-T}^{2 T-\delta}\left\|u^{(n)}(t+h)-u^{(n)}(t)\right\|_{Y}^{q} \mathrm{~d} t & \leq h^{2-1 / q}\left\|v^{(n)}\right\|_{\mathrm{L}^{q}((-T, 2 T), Y)}^{q}  \tag{5}\\
& =3 h^{2-1 / q}\left\|\frac{d u^{(n)}}{d t}\right\|_{\mathrm{L}^{q}((0, T), Y)}^{q}
\end{align*}
$$

With (4) and (5), we can now conclude. Let $\eta>0$. There exists $h_{1} \in(0, \delta)$ such that the first term of the RHS of (4) is bounded by $\eta$ (independently of $n \in \mathbb{N}$ ) if $0<h<h_{1}$. For the second term of the RHS of (4), we choose $\epsilon>0$ in order to bound by $\eta$ this second term (independently of $n \in \mathbb{N}$ ). Now, since $C_{\epsilon}$ is given, thanks to (5), there exists $h_{2} \in(0, \delta)$ such that the third term of the RHS of (4) is bounded by $\eta$ (independently of $n \in \mathbb{N}$ ) if $0<h<h_{2}$. Finally, we obtain

$$
0<h<\min \left\{h_{1}, h_{2}\right\} \Rightarrow\left\|P u^{(n)}(\cdot+h)-P u^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)}^{q} \leq 3 \eta
$$

This concludes the proof of Theorem 2.2.
Remark 2. In the proof of Theorem 2.2, in the case where $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $\mathrm{L}^{r}((0, T), B)$ for some $r>q$, it is quite simpler to define $P u^{(n)}$ taking $P u^{(n)}=0$ in $\mathbb{R} \backslash[0, T]$.

Lemma 2.3. Let $X, B, Y$ be three Banach spaces such that:
$-X \subset B$ with compact embedding,
$-B \subset Y$ with continuous embedding.
Then, for any $\epsilon>0$, there exists $C_{\epsilon}$ such that, for $w \in X$,

$$
\|w\|_{B} \leq \epsilon\|w\|_{X}+C_{\epsilon}\|w\|_{Y}
$$

Proof. We perform the proof by contradiction. We assume that there exists $\epsilon>0$ and a sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ such that $u^{(n)} \in X$ and $1=\left\|u^{(n)}\right\|_{B}>\epsilon\left\|u^{(n)}\right\|_{X}+$ $n\left\|u^{(n)}\right\|_{Y}$, for all $n \in \mathbb{N}$. Then, $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $X$ and therefore relatively compact in $B$. Thus, we can assume that $u^{(n)} \rightarrow u$ in $B$ and $\|u\|_{B}=1$. Furthermore $u^{(n)} \rightarrow 0$ in $Y$ (since $\left.\left\|u^{(n)}\right\|_{Y} \leq 1 / n\right)$. Then the second hypothesis of the Lemma gives $u=0$, which is in contradiction with $\|u\|_{B}=1$.

Remark 3. We gather in this remark some comments on the assumptions of Theorem 2.2.

1. We begin with giving some precision on the sense of " $d u / d t \in \mathrm{~L}^{q}((0, T), Y)$ ".

First, let us clarify the definition of the derivative. Let $q \in[0, \infty), X$ be a Banach space and $u \in \mathrm{~L}^{q}((0, T), X)$. The weak derivative of $u$, denoted by $d u / d t$, is defined by its action on test functions, that is its action on $\varphi$ for all $\varphi \in \mathrm{C}_{c}^{\infty}((0, T))$ (note that $\varphi$ takes its values in $\mathbb{R}$, and admits a classical derivative denoted by $\varphi^{\prime}$ ), by the following relation:

$$
\left\langle\frac{d u}{d t}, \varphi\right\rangle=-\int_{0}^{T} \varphi^{\prime}(t) u(t) \mathrm{d} t
$$

Note that the right-hand side has a precise meaning: actually, if $\varphi \in \mathrm{C}_{c}^{\infty}((0, T))$, the function $\varphi^{\prime} u$ belongs to $\mathrm{L}^{q}((0, T), X)$ and therefore to the space $\mathrm{L}^{1}((0, T), X)$, and, finally, $\langle d u / d t, \varphi\rangle \in X$.

Then, let $r \in[1, \infty)$ and $Y$ be another Banach space. Then $d u / d t \in \mathrm{~L}^{r}((0, T), Y)$ means that there exists $v \in \mathrm{~L}^{r}((0, T), Y)$ (and then $v$ is unique) such that:

$$
-\int_{0}^{T} \varphi^{\prime}(t) u(t) \mathrm{d} t=\int_{0}^{T} \varphi(t) v(t) \mathrm{d} t \text { for all } \varphi \in \mathrm{C}_{c}^{\infty}((0, T))
$$

But the above discussion yields that the left-hand side of this relation lies in $X$ while the right-hand side lies in $Y$; this equality thus makes sense only if both $X$ and $Y$ are included in a common space. This is the case here since, by assumption, $X \subset Y$. The assertion $d u / d t \in \mathrm{~L}^{r}((0, T), Y)$ identifies $d u / d t$, which is a linear application on $\mathrm{C}_{c}^{\infty}((0, T))$ with values in $X$, with $v$ which belongs to $\mathrm{L}^{r}((0, T), Y)$.
2. If $u \in \mathrm{~L}^{q}((0, T), X)$ and $d u / d t \in \mathrm{~L}^{r}((0, T), Y)$, it is quite easy to prove that $u \in \mathrm{C}([0, T], Y)$ and that:

$$
u(t)=u(0)+\int_{0}^{t} \frac{d u}{d t}(s) \mathrm{d} s, \text { for all } t \in[0, T]
$$

Indeed, let $v=d u / d t$ and define $w \in \mathrm{C}([0, T])$ by:

$$
w(t)=\int_{0}^{t} v(s) \mathrm{d} s \text { for all } t \in[0, T]
$$

Let $t_{1}, t_{2} \in(0, T), t_{1}<t_{2}$. For $t \in(0, T)$ one sets, with $\rho^{(n)}$ defined by (1),

$$
\varphi^{(n)}(t)=\int_{0}^{t} \rho^{(n)}\left(t_{1}-s\right) \mathrm{d} s-\int_{0}^{t} \rho^{(n)}\left(t_{2}-s\right) \mathrm{d} s
$$

so that, if $1 / n<t_{1}$ and $1 / n<T-t_{2}, \varphi^{(n)} \in \mathrm{C}_{c}^{\infty}((0, T), \mathbb{R})$ and $\left(\varphi^{(n)}\right)^{\prime}(t)=$ $\rho^{(n)}\left(t_{1}-t\right)-\rho^{(n)}\left(t_{2}-t\right)$ for $t \in(0, T)$. Then, we have:

$$
u \star \rho^{(n)}\left(t_{1}\right)-u \star \rho^{(n)}\left(t_{2}\right)=\int_{0}^{T} u(s)\left(\varphi^{(n)}\right)^{\prime}(s) \mathrm{d} s=-\int_{0}^{T} v(s) \varphi^{(n)}(s) \mathrm{d} s
$$

One has (up to a subsequence) $u \star \rho^{(n)} \rightarrow u$ a.e. in $X$ and then in $Y$ (as $n \rightarrow+\infty$ ). Since $\varphi^{(n)}$ tends a.e. in ( $0, T$ ) to the characteristic function of $\left[t_{1}, t_{2}\right]$ (and takes its values between 0 and 1) we have:

$$
-\int_{0}^{T} v(s) \varphi^{(n)}(s) \mathrm{d} s \rightarrow-\int_{t_{1}}^{t_{2}} v(s) \mathrm{d} s \text { in } Y
$$

Then we conclude that, for a.e. $t_{1}$ and $t_{2}$ in $(0, T)$, one has:

$$
u\left(t_{1}\right)-u\left(t_{2}\right)=-\int_{t_{1}}^{t_{2}} v(s) \mathrm{d} s=w\left(t_{1}\right)-w\left(t_{2}\right)
$$

This proves that there exists $c \in \mathbb{R}$ such that $u=w+c$ a.e. on $(0, T)$ and then that $u \in \mathrm{C}([0, T], Y)$ (since, as usual, we identify $u$ with the continuous function $w+c)$.
3. In Theorem 2.2, thanks to the previous item of the present remark, one has $u^{(n)} \in \mathrm{C}([0, T], Y)$ for all $n \in \mathbb{N}$. However, the limit $u$ is not necessarily continuous. A simple example is obtained with $q=1, X=B=Y=\mathbb{R}$ and, for instance, $T=2$. Then, it is quite easy to construct a sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ bounded in $\mathrm{W}^{1,1}((0, T))$ the limit of which is the characteristic function of $[1,2]$.

Remark 4. The hypotheses of Lemma 2.3, and the same hypotheses of Theorem 2.2 , can be replaced by the following ones (and this way is better for understanding the generalization given in the next section):

1. Let $X \subset B$. The hypothesis " $X$ compactly embedded in $B$ " is equivalent to the following assumption: if $\left(\left\|w^{(n)}\right\|_{X}\right)_{n \in \mathbb{N}}$ is bounded, then, up to a subsequence, there exists $w \in B$ such that $w^{(n)} \rightarrow w$ in $B$.
2. Let $B \subset Y$. The hypothesis " $B$ continuously embedded in $Y$ " may be replaced by the following assumption: if $w^{(n)} \rightarrow w$ in $B$ and $\left\|w^{(n)}\right\|_{Y} \rightarrow 0$, then $w=0$.
We can also remark that the hypothesis $B \subset Y$ is not necessary in Lemma 2.3 and Theorem 2.2.

Remark 5. In some cases, the estimate given by Lemma 2.3 and used in Theorem 2.2 can be obtained by the following alternative construction. Let $B$ be a Hilbert space and $X$ be a Banach space, with $X \subset B$. We define on $X$ the dual norm of $\|\cdot\|_{X}$, denoted by $\|\cdot\|_{Y}$, with respect to the inner product of $B$, by:

$$
\|u\|_{Y}=\sup \left\{(u / v)_{B}, v \in X,\|v\|_{X} \leq 1\right\} .
$$

Then, for any $\epsilon>0$ and $w \in X$,

$$
\|w\|_{B} \leq \epsilon\|w\|_{X}+\frac{1}{4 \epsilon}\|w\|_{Y}
$$

The proof is simple:

$$
\|u\|_{B}=(u / u)_{B}^{\frac{1}{2}} \leq\left(\|u\|_{Y}\|u\|_{X}\right)^{\frac{1}{2}} \leq \epsilon\|w\|_{X}+\frac{1}{4 \epsilon}\|w\|_{Y}
$$

Note that the compactness of $X$ in $B$ is not needed here (but, even in this simple case of Lemma 2.3, the compactness of $X$ in $B$ is needed for Theorem 2.2.)

## 3. A discrete version of Lions and Aubin-Simon Lemmas.

Lemma 3.1 (A discrete Lions Lemma). Let $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of finitedimensional subspaces of a Banach space $B$ of norm $\|\cdot\|_{B}$. For $n \in \mathbb{N}$, let $\|\cdot\|_{X^{(n)}}$ and $\|\cdot\|_{Y^{(n)}}$ be two norms defined on the space $B^{(n)}$. We suppose that:
(H1) if $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ is a sequence such that:

$$
\forall n \in \mathbb{N}, u^{(n)} \in B^{(n)} \text { and }\left\|u^{(n)}\right\|_{X^{(n)}} \leq C
$$

with $C$ a constant real number, then, up to the extraction of a subsequence, $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ converges to a limit $u \in B$ when $n$ tends to $+\infty$.
(H2) if the sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ converges to $u$ in $B$ when $n$ tends to $+\infty$, and $\lim _{n \rightarrow+\infty}\left\|u^{(n)}\right\|_{Y^{(n)}}=0$, then $u=0$.
Then, for any $\epsilon>0$, there exists a real number $C(\epsilon)$ such that:

$$
\begin{equation*}
\forall n \in \mathbb{N}, \forall u \in B^{(n)}, \quad\|u\|_{B} \leq \epsilon\|u\|_{X^{(n)}}+C(\epsilon)\|u\|_{Y^{(n)}} \tag{6}
\end{equation*}
$$

Proof. For a fixed $n \in \mathbb{N}$, a relation of the form of Equation (6) is satisfied, since the dimension of $B^{(n)}$ is finite; the problem is thus only to prove that Equation (6) holds with $C(\epsilon)$ independent of $n$. This proof is performed by contradiction. If the Lemma is false, it means that it is possible to find $\epsilon_{0}>0$ and to build a sequence $\left(u^{(m)}\right)_{m \in \mathbb{N}}$ such that, $\forall m \in \mathbb{N}$, there exists $n_{m}$ such that $u^{(m)} \in B^{\left(n_{m}\right)}$ and:

$$
\begin{equation*}
\left\|u^{(m)}\right\|_{B}>\epsilon_{0}\left\|u^{(m)}\right\|_{X^{\left(n_{m}\right)}}+m\left\|u^{(m)}\right\|_{Y^{\left(n_{m}\right)}} \tag{7}
\end{equation*}
$$

with $n_{m}$ tending to $+\infty$ with $m$. Let us consider the sequence $\left(v^{(m)}\right)_{m \in \mathbb{N}}$ defined by:

$$
\forall m \in \mathbb{N}, \quad v^{(m)}=\frac{1}{\left\|u^{(m)}\right\|_{B}} u^{(m)} \quad\left(\text { thus }\left\|v^{(m)}\right\|_{B}=1\right)
$$

By (7), we know that:

$$
\forall m \in \mathbb{N}, \quad\left\|v^{(m)}\right\|_{X^{\left(n_{m}\right)}} \leq \frac{1}{\epsilon_{0}}
$$

By Assumption (H1), a subsequence of $\left(v^{(m)}\right)_{m \in \mathbb{N}}$, still denoted by $\left(v^{(m)}\right)_{m \in \mathbb{N}}$, thus converges in $B$ to a limit $v$, which satisfies $\|v\|_{B}=1$. But, once again by (7), we get:

$$
\forall m \in \mathbb{N}, \quad\left\|v^{(m)}\right\|_{Y\left(n_{m}\right)} \leq \frac{1}{m}
$$

and thus, by Assumption (H2), $v=0$, which is in contradiction with the fact that $\left\|v^{(m)}\right\|_{B}=1$.

We will need hereafter the following elementary lemma.
Lemma 3.2. The assumption (H1) of Lemma 3.1 yields that there exists $C_{X}$ such that:

$$
\forall n \in \mathbb{N}, \forall u \in B^{(n)}, \quad\|u\|_{B} \leq C_{X}\|u\|_{X^{(n)}}
$$

Proof. As in Lemma 3.1, if this assertion is false, there exists a sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ satisfying: $\forall n$, there exists $m_{n}$ such that $u^{(n)} \in B^{\left(m_{n}\right)},\left\|u^{(n)}\right\|_{X^{\left(m_{n}\right)}}=1$ and $\left\|u^{(n)}\right\|_{B} \geq n$, with $m_{n}$ tending to $+\infty$ with $n$. By assumption (H1), the sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ converges, up to the extraction of a subsequence, to a limit in $B$, which is in contradiction with the fact that $\left\|u^{(n)}\right\|_{B}$ blows up when $n \rightarrow \infty$.

Definition 3.3. Let $T>0$ be given. For $n \in \mathbb{N}$, we suppose given a uniform partition of $[0, T)$, such that:

$$
[0, T)=\cup_{1 \leq i \leq N^{(n)}}\left[t_{i-1}^{(n)}, t_{i}^{(n)}\right), \quad\left(\text { so } t_{i}^{(n)}=i \delta t^{(n)}, \text { with } \delta t^{(n)}=T / N^{(n)}\right)
$$

and a finite dimensional Banach space $B^{(n)}$. Then, for $n \in \mathbb{N}$, the finite dimensional space $\mathrm{H}^{(n)}$ is defined as the space of piecewise constant functions over each $I_{i}^{(n)}=$ $\left(t_{i-1}^{(n)}, t_{i}^{(n)}\right)$, for $1 \leq i \leq N^{(n)}$ and taking their values in $B^{(n)}$. For any $u^{(n)} \in \mathrm{H}^{(n)}$ and $1 \leq i \leq N^{(n)}$, we denote by $u_{i}^{(n)}$ the value taken by $u^{(n)}$ on $I_{i}^{(n)}$. For $2 \leq i \leq$ $N^{(n)}$, we define $\partial_{t}^{(n)}\left(u^{(n)}\right)_{i} \in B^{(n)}$ by:

$$
\begin{equation*}
\partial_{t}^{(n)}\left(u^{(n)}\right)_{i}=\frac{1}{\delta t^{(n)}}\left(u_{i}^{(n)}-u_{i-1}^{(n)}\right) \tag{8}
\end{equation*}
$$

Theorem 3.4 (A discrete Aubin-Simon Lemma). Let $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of functions such that, $\forall n \in \mathbb{N}$, $u^{(n)} \in \mathrm{H}^{(n)}$, where $\mathrm{H}^{(n)}$ is defined in Definition 3.3. Let $q \in[1,+\infty)$. Under the assumptions of Lemma 3.1, we suppose that there exists a real number $C_{\mathcal{F}}$ such that:

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \sum_{i=1}^{N^{(n)}} \delta t^{(n)}\left\|u_{i}^{(n)}\right\|_{X^{(n)}}^{q}+\sum_{i=2}^{N^{(n)}} \delta t^{(n)}\left\|\partial_{t}^{(n)}\left(u^{(n)}\right)_{i}\right\|_{Y^{(n)}}^{q} \leq C_{\mathcal{F}} \tag{9}
\end{equation*}
$$

Then, up to the extraction of a subsequence, the sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ converges to $a$ function $u$ in $\mathrm{L}^{q}((0, T), B)$.

Proof. The proof of this compactness result is obtained by applying Theorem 2.1. To this purpose, the first step is to extend the functions $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ to $\mathrm{L}^{q}(\mathbb{R}, B)$. For $n \in \mathbb{N}$, we first define $\tilde{u}^{(n)}$ over $(-T, 2 T)$ by:

$$
\left\lvert\, \begin{array}{ll}
\left(\tilde{u}^{(n)}\right)=\left(u^{(n)}\right)_{i} & \text { on }\left(-t_{i},-t_{i-1}\right), 1 \leq i \leq N^{(n)}  \tag{10}\\
\left(\tilde{u}^{(n)}\right)=\left(u^{(n)}\right)_{i} & \text { on }\left(t_{i-1}, t_{i}\right)=I_{i}^{(n)}, 1 \leq i \leq N^{(n)} \\
\left(\tilde{u}^{(n)}\right)=\left(u^{(n)}\right)_{N^{(n)}+1-i}, & \text { on }\left(T+t_{i-1}, T+t_{i}\right), 1 \leq i \leq N^{(n)}
\end{array}\right.
$$

Let now $\varphi$ be a function of $\mathrm{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$, taking its value in $[0,1]$, and such that $\varphi=1$ on $[0, T]$ and $\varphi$ is equal to zero on $(-\infty,-T / 2) \cup(3 T / 2,+\infty)$. Without loss of generality for practical applications, we suppose that, $\forall n \in \mathbb{N}, N^{(n)}>1$, so that the intersection between the support of $\varphi$ and $\left(-T,-T+\delta t^{(n)}\right)$ or $\left(2 T-\delta t^{(n)}, 2 T\right)$ is $\emptyset$. We finally define the extension of $u^{(n)}$ to $\mathrm{L}^{1}(\mathbb{R}, B)$, denoted by $\bar{u}^{(n)}$, by:

$$
\begin{equation*}
\bar{u}^{(n)}(t)=\varphi(t) \tilde{u}^{(n)}(t) \tag{11}
\end{equation*}
$$

Note that the definition of $\bar{u}^{(n)}$ simply results from $\bar{u}^{(n)}(-t)=\varphi(-t) u^{(n)}(t)$, $\bar{u}^{(n)}(t)=\varphi(t) u^{(n)}(t)=u^{(n)}(t)$ and $\bar{u}^{(n)}(T+t)=\varphi(T+t) u^{(n)}(T-t)$ for $t \in(0, T)$.

Let us first prove that the $\|\cdot\|_{\mathrm{L}^{q}(\mathbb{R}, B)}$ norm of this extension is bounded independently of $n$. Since $\varphi \leq 1$, we get:

$$
\left\|\bar{u}^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)}^{q} \leq 3 \sum_{i=1, N^{(n)}} \delta t^{(n)}\left\|u_{i}^{(n)}\right\|_{B}^{q}
$$

and thus, invoking Lemma 3.2, $\left\|\bar{u}^{(n)}\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)}^{q} \leq 3 C_{X}^{q} C_{\mathcal{F}}$.

We now turn to point 2 of Theorem 2.1. Let $\psi \in \mathrm{C}_{c}^{\infty}(\mathbb{R}, \mathbb{R})$. We have, $\forall n \in \mathbb{N}$ :

$$
\int_{\mathbb{R}} \bar{u}^{(n)} \psi \mathrm{d} t \in B^{(n)}, \quad \int_{\mathbb{R}} \bar{u}^{(n)} \psi \mathrm{d} t=\sum_{i=1}^{N^{(n)}} c_{i}^{\psi} \delta t^{(n)} u_{i}^{(n)}
$$

where the coefficients $c_{i}^{\psi}$ are the sum of three bounded quantities, being the mean value over an interval of length $\delta t^{(n)}$ respectively of $\psi$ for one of them and of $\psi \varphi$ for the other two ones. We thus have:

$$
\left\|\int_{\mathbb{R}} \bar{u}^{(n)} \psi \mathrm{d} t\right\|_{X^{(n)}} \leq C_{\psi \varphi} \sum_{i=1}^{N^{(n)}} \delta t^{(n)}\left\|u_{i}^{(n)}\right\|_{X^{(n)}}
$$

where $C_{\psi \varphi}$ only depends on $\psi$ and $\varphi$. This inequality yields an estimate of its lefthand side, using a discrete Hölder inequality (thanks to the fact that $T$ is finite) and invoking (9). By assumption $H 1$, the sequence $\left(\int_{\mathbb{R}} \bar{u}^{(n)} \psi \mathrm{d} t\right)_{n \in \mathbb{N}}$ is thus relatively compact in $B$, which is the result we are looking for.
The last step to complete the proof is to bound the translates of the functions of $\left(\bar{u}^{(n)}\right)_{n \in \mathbb{N}}$. Let $\epsilon>0$; we are going to show that there exists $\delta(\epsilon)$ such that, $\forall n \in \mathbb{N}$, if the real number $\tau$ satisfies $|\tau|<\delta(\epsilon)$, then:

$$
\left\|\bar{u}^{(n)}(\cdot+\tau)-\bar{u}^{(n)}(\cdot)\right\|_{\mathrm{L}^{q}(\mathbb{R}, B)} \leq \epsilon
$$

Let $\tau \in \mathbb{R}$, which me may suppose positive (the bound for $\tau$ negative being obtained from the result with $\tau>0$ by a simple change of variable). We suppose in addition that $\tau<T / 2$. We have:

$$
\left\|\bar{u}^{(n)}(\cdot+\tau)-\bar{u}^{(n)}(\cdot)\right\|_{L^{q}(\mathbb{R}, B)}=\left\|\varphi(\cdot+\tau) \tilde{u}^{(n)}(\cdot+\tau)-\varphi(\cdot) \tilde{u}^{(n)}(\cdot)\right\|_{L^{q}(\mathbb{R}, B)}
$$

and we decompose this expression in $T_{1}+T_{2}$, with:

$$
\begin{aligned}
T_{1} & =\left\|[\varphi(\cdot+\tau)-\varphi(\cdot)] \tilde{u}^{(n)}(\cdot+\tau)\right\|_{\mathrm{L}^{q}((-T, 3 T / 2), B)} \\
T_{2} & =\left\|\varphi(\cdot)\left[\tilde{u}^{(n)}(\cdot+\tau)-\tilde{u}^{(n)}(\cdot)\right]\right\|_{\mathrm{L}^{q}((-T / 2,3 T / 2), B)}
\end{aligned}
$$

For the first term, the triangle inequality yields:

$$
\begin{aligned}
\left|T_{1}\right| & \leq\|\varphi\|_{\mathrm{W}^{1, \infty}(\mathbb{R})} \tau\left\|\tilde{u}^{(n)}(\cdot+\tau)\right\|_{\mathrm{L}^{q}((-T, 3 T / 2), B)} \\
& \leq\|\varphi\|_{\mathrm{W}^{1, \infty}(\mathbb{R})} \tau\left(3 \sum_{i=1}^{N^{(n)}} \delta t^{(n)}\left\|u_{i}^{(n)}\right\|_{B}^{q}\right)^{1 / q}
\end{aligned}
$$

and thus $\left|T_{1}\right| \leq C_{\varphi} \tau$, where $C_{\varphi}$ only depends on $\varphi, C_{X}$ in Lemma 3.2 and $C_{\mathcal{F}}$. Let us now turn to $T_{2}$. Since $\varphi \leq 1$, we get:

$$
\left|T_{2}\right|^{q} \leq \int_{-T}^{2 T}\left\|\tilde{u}^{(n)}(t+\tau)-\tilde{u}^{(n)}(t)\right\|_{B}^{q} \mathrm{~d} t
$$

Applying Lemma 3.1, we get that there exists a real number $C_{\epsilon}$ depending on $\epsilon, q$ and $C_{\mathcal{F}}$ but not on $n$ through Lemma 3.1 such that:

$$
\begin{align*}
\left|T_{2}\right|^{q} & \leq \frac{\epsilon^{q}}{2^{2 q} 6 C_{\mathcal{F}}} \int_{-T}^{2 T}\left\|\tilde{u}^{(n)}(t+\tau)-\tilde{u}^{(n)}(t)\right\|_{X^{(n)}}^{q} \mathrm{~d} t \\
& +C_{\epsilon} \int_{-T}^{2 T}\left\|\tilde{u}^{(n)}(t+\tau)-\tilde{u}^{(n)}(t)\right\|_{Y^{(n)}}^{q} \mathrm{~d} t \tag{12}
\end{align*}
$$

By the triangle inequality, the first term at the right-hand side satisfies:

$$
T_{2,1} \leq \frac{\epsilon^{q}}{2^{2 q} 6 C_{\mathcal{F}}} \int_{-T}^{2 T}\left(\left\|\tilde{u}^{(n)}(t+\tau)\right\|_{X^{(n)}}^{q}+\left\|\tilde{u}^{(n)}(t)\right\|_{X^{(n)}}^{q}\right) \mathrm{d} t \leq\left(\frac{\epsilon}{2}\right)^{q}
$$

For $-N^{(n)} \leq i \leq 2 N^{(n)}$, let us define $t_{i}=i \delta t^{(n)}$ and let us denote by $\left[\tilde{u}^{(n)}\right]_{i}$ the jump of $\tilde{u}^{(n)}$ at $t_{i}$. Let $\chi_{i}^{\tau}: \mathbb{R} \rightarrow \mathbb{R}$ be the function defined by $\chi_{i}^{\tau}(t)=1$ if $t<t_{i}<t+\tau$ and $\chi_{i}^{\tau}(t)=0$ otherwise. Then, for a.e. $t \in(-T, 2 T)$, the difference $\tilde{u}(t+\tau)-\tilde{u}(t)$ can be expanded as follows:

$$
\begin{equation*}
\tilde{u}(t+\tau)-\tilde{u}(t)=\sum_{i>-N^{(n)}}^{i<N^{(n)}} \chi_{i}^{\tau}(t)\left[\tilde{u}^{(n)}\right]_{i} . \tag{13}
\end{equation*}
$$

In addition, the function $\chi_{i}^{\tau}$ is the characteristic function of the interval $\left(t_{i}-\tau, t_{i}\right)$ and thus, for $-N^{(n)} \leq i \leq 2 N^{(n)}$ :

$$
\begin{equation*}
\int_{\mathbb{R}} \chi_{i}^{\tau}(t) \mathrm{d} t=\tau \tag{14}
\end{equation*}
$$

In addition, we have:

$$
\begin{equation*}
\delta t^{(n)} \sum_{i>-N^{(n)}}^{i<N^{(n)}} \chi_{i}^{\tau}(t) \leq \tau+\delta t^{(n)} \tag{15}
\end{equation*}
$$

With these notations, we get for the second term in Relation (12):

$$
T_{2,2}=C_{\epsilon} \int_{-T}^{2 T}\left\|\sum_{i>-N^{(n)}}^{i<N^{(n)}} \chi_{i}^{\tau}(t)\left[\tilde{u}^{(n)}\right]_{i}\right\|_{Y^{(n)}}^{q} \mathrm{~d} t
$$

and thus, remarking that, in the above relation, $\chi_{i}^{\tau}(t)$ (the value of which is 0 or 1 ) may be replaced by $\chi_{i}^{\tau}(t)^{2}$, the discrete Hölder inequality yields:

$$
T_{2,2} \leq C_{\epsilon} \sum_{i>-N^{(n)}}^{i<N^{(n)}} \delta t^{(n)}\left\|\frac{\left[\tilde{u}^{(n)}\right]_{i}}{\delta t^{(n)}}\right\|_{Y^{(n)}}^{q} \int_{-T}^{2 T} \chi_{i}^{\tau}(t)\left(\sum_{i>-N^{(n)}}^{i<N^{(n)}} \delta t^{(n)} \chi_{i}^{\tau}(t)\right)^{q-1} \mathrm{~d} t
$$

which, invoking (14), (15) and the bound for the discrete derivative of $u^{(n)}$, yields:

$$
T_{2,2} \leq 3 C_{\epsilon} C_{\mathcal{F}} \tau\left(\tau+\delta t^{(n)}\right)^{q-1}
$$

Gathering the estimates of $T_{1}, T_{2,1}$ and $T_{2,2}$, we conclude that if $\tau \leq \delta(\epsilon)$ with:

$$
C_{\varphi} \delta(\epsilon)+\left[3 C_{\epsilon} C_{\mathcal{F}} \delta(\epsilon)(2 T)^{q-1}\right]^{1 / q} \leq \frac{\epsilon}{2}, \quad \delta(\epsilon) \leq T / 2
$$

we obtain the desired (independent of $n$ ) bound for the translates of $\bar{u}^{(n)}$, which concludes the proof.

Remark 6. In the statement of Theorem 3.4, we can replace the assumption (H2) of Lemma 3.1 by the following one:
( $H^{\prime}$ '2) The norms $\|\cdot\|_{X^{(n)}}$ and $\|\cdot\|_{Y^{(n)}}$ are dual with respect to the $\|\cdot\|_{B}$ norm.
Note that assumption ( $H^{\prime} 2$ ) is sufficient by itself to obtain an estimate similar to the result of Lemma 3.1. However, the compactness assumption (H1) is used in the proof of Theorem 3.4.
4. Application to a reduced turbulence model. In this section, we apply the abstract result of Theorem 3.4 to prove the convergence of a discretization of a model problem issued from the so-called Reynolds Average Modelling (RANS) of turbulent flows. Precisely speaking, the problem we address here reads:

$$
\begin{align*}
\partial_{t} \boldsymbol{u}-\operatorname{div}(\mu(k) \boldsymbol{\nabla} \boldsymbol{u})+\boldsymbol{\nabla} p & =\boldsymbol{f}  \tag{16}\\
\operatorname{div} \boldsymbol{u} & =0  \tag{17}\\
\partial_{t} k-\operatorname{div}(\mu(k) \boldsymbol{\nabla} k)+\operatorname{div}(k \boldsymbol{u}) & =\mu_{t}(k)|\boldsymbol{\nabla} \boldsymbol{u}|^{2} \tag{18}
\end{align*}
$$

where $\boldsymbol{u}$ and $p$ stands for the (Reynolds-averaged) vector-valued velocity and scalar pressure fields, respectively, $k$ stands for a scalar quantity which, from a physical point of view, is often identified to the turbulent kinetic energy (i.e. the kinetic energy associated to the fluctuations of the velocity), and $\boldsymbol{f}$ is a known forcing term. The problem is posed over $Q=\Omega \times(0, T)$, where $\Omega$ is a bounded domain of $\mathbb{R}^{d}$, $d=2$ or $d=3$, supposed to be polygonal $(d=2)$ or polyhedral $(d=3)$ and $T$ is the (finite) final time. For the sake of simplicity, we assume that $\boldsymbol{f} \in \mathrm{L}^{2}(Q)^{d}$ and we prescribe an homegeneous Dirichlet boundary condition for $\boldsymbol{u}$ and $k$, i.e.:

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=0, k(\boldsymbol{x}, t)=0, \quad \text { for }(\boldsymbol{x}, t) \in \partial \Omega \times(0, T) \tag{19}
\end{equation*}
$$

where $\partial \Omega$ stands for the boundary of $\Omega$. The initial conditions are:

$$
\boldsymbol{u}(\boldsymbol{x}, 0)=\boldsymbol{u}_{\mathrm{ini}}(\boldsymbol{x}), k(\boldsymbol{x}, 0)=k_{\mathrm{ini}}(\boldsymbol{x}) \text { for a.e. } \boldsymbol{x} \in \Omega
$$

with $\boldsymbol{u}_{\mathrm{ini}} \in \mathrm{L}^{2}(\Omega)^{d}, k_{\mathrm{ini}} \in \mathrm{L}^{1}(\Omega)$, and $\operatorname{div} \boldsymbol{u}_{\mathrm{ini}}=0$ a.e. in $\Omega$. The diffusivity $\mu(k)$ is supposed to be given by:

$$
\begin{equation*}
\mu(k)=\mu_{0}+\mu_{t}(k), \quad \mu_{t}(k)=\min \left[k^{1 / 2}, \mu_{t, \infty}\right] \tag{20}
\end{equation*}
$$

where $\mu_{0}>0$ and $\mu_{t, \infty}>0$, which is reminiscent of the so-called Prandtl model.
Since the usual energy identity associated to the unsteady Stokes problem (16)(17) yields a control of $\boldsymbol{u}$ in $\mathrm{L}^{2}\left((0, T), \mathrm{H}_{0}^{1}(\Omega)^{d}\right)$, the right-hand side of the balance equation for the turbulent energy, namely (18), only lies in $\mathrm{L}^{1}(Q)$.

The weak formulation of (16)-(18) may be written as follows:
Find $\boldsymbol{u} \in \mathrm{L}^{2}((0, T), \boldsymbol{V}) \cap \mathrm{L}^{\infty}\left((0, T), \mathrm{L}^{2}(\Omega)^{d}\right)$
and $k \in \mathrm{~L}^{q}\left((0, T), \mathrm{W}_{0}^{1, q}(\Omega)\right)$, for any $q \in[1,(d+2) /(d+1))$
such that, $\forall \varphi \in \boldsymbol{V} \cap \mathrm{C}_{c}^{\infty}(\Omega \times[0, T))^{d}$ and $\varphi \in \mathrm{C}_{c}^{\infty}(\Omega \times[0, T))$ :

$$
\begin{align*}
& -\int_{Q} \boldsymbol{u} \cdot \partial_{t} \boldsymbol{\varphi} \mathrm{~d} \boldsymbol{x}+\int_{Q} \mu(k) \boldsymbol{\nabla} \boldsymbol{u}: \boldsymbol{\nabla} \boldsymbol{\varphi} \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
& =\int_{Q} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t+\int_{\Omega} \boldsymbol{u}_{\mathrm{ini}} \cdot \boldsymbol{\varphi}(\boldsymbol{x}, 0) \mathrm{d} \boldsymbol{x}  \tag{21}\\
& -\int_{Q} k \partial_{t} \varphi \mathrm{~d} \boldsymbol{x} \mathrm{~d} t+\int_{Q} \mu(k) \boldsymbol{\nabla} k \cdot \boldsymbol{\nabla} \varphi \mathrm{~d} \boldsymbol{x} \mathrm{~d} t-\int_{Q} k \boldsymbol{u} \cdot \boldsymbol{\nabla} \varphi \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& \quad=\int_{Q} \mu_{t}(k)|\nabla \boldsymbol{u}|^{2} \varphi \mathrm{~d} \boldsymbol{x} \mathrm{~d} t+\int_{\Omega} k_{\mathrm{ini}} \varphi(\boldsymbol{x}, 0) \mathrm{d} \boldsymbol{x} \tag{22}
\end{align*}
$$

where the functional space $\boldsymbol{V}$ is defined by:

$$
\boldsymbol{V}=\left\{\boldsymbol{v} \in \mathrm{H}_{0}^{1}(\Omega)^{d} \text { s.t. } \operatorname{div} \boldsymbol{v}=0 \text { a.e. in } \Omega\right\} .
$$

For the mathematical analysis of a single elliptic or parabolic equation with $\mathrm{L}^{1}$ (or measure) right-hand side, we refer to $[2,1]$. Extension to a coupled system of
two parabolic equations, the right-hand side of the second one being the energy associated to the first one, may be found in $[4,5]$. Finally, the existence of a weak solution to System (16)-(18) is proven in [12].

Our objective here is to propose a discretization for System (16)-(18) and show that numerical solutions converge to a weak solution of the problem, i.e. to a limit satisfying (21)-(22). The presentation is organized as follows. We first describe the space discretization (Section 4.1), then give the scheme (Section 4.2). Next step is to derive the estimates satisfied by the solution and prove its existence (Section 4.3). Then (Section 4.4), we check that the assumptions of Theorem 3.4 are satisfied, which yields the existence of a limit, the regularity of which is then made precise. Finally, we pass to the limit in the scheme (Section 4.5), to obtain that the limit indeed solves the weak continuous problem.

We restrict ourselves here to only sketch the main arguments of the proofs, the details being available in two recent papers, addressing the discretization, for the first one [11], of the steady counterpart of (16)-(18), and, for the second one [10], of a single parabolic equation with $L^{1}$ right-hand side.

### 4.1. Space discretization.

4.1.1. The mesh and the time discretization. Let $\mathcal{M}$ be a partition of the domain $\Omega$ into disjoints simplices, supposed to be regular in the usual sense of the finite element literature (see e.g. [3]); in particular for any elements $K, L \in \mathcal{M}, \bar{K} \cap \bar{L}$ is either reduced to $\emptyset$, a vertex, (for $d=3$ ) a segment, or a whole face. The set of the faces of the mesh is denoted by $\mathcal{E}, \mathcal{E}_{\text {ext }}$ stands for the set of faces included in the boundary of $\Omega$, and the set of internal faces $\mathcal{E} \backslash \mathcal{E}_{\text {ext }}$ is denoted by $\mathcal{E}_{\text {int }}$. For every element $K \in \mathcal{M}, \mathcal{E}(K)$ represents the set of faces of $K$. The internal face $\sigma \in \mathcal{E}_{\text {int }}$ separating the control volumes $K$ and $L$ is denoted by $\sigma=K \mid L$. By $|\cdot|$, we denote either the $d$-dimensional or $(d-1)$-dimensional Lebesgue measure, so $|K|$ and $|\sigma|$ represent respectively the measure of the element $K$ and the face $\sigma$.

Moreover, for the discretization of a diffusion term by the finite volume method, we suppose that there exists a family $\mathcal{P}=\left(x_{K}\right)_{K \in \mathcal{M}}$ of points of $\Omega$ such that $x_{K} \in K$ for all $K \in \mathcal{M}$ and, for any internal face $\sigma=K \mid L$, the straight line going through $x_{K}$ and $x_{L}$ is orthogonal to $\sigma$. For any control volume $K$ and face $\sigma$ of $K$, we denote by $d_{K, \sigma}$ the Euclidean distance between $x_{K}$ and $\sigma$ and by $\boldsymbol{n}_{K, \sigma}$ the unit vector normal to $\sigma$ outward from $K$. For any face $\sigma$, we define $d_{\sigma}=d_{K, \sigma}+d_{L, \sigma}$, if $\sigma$ separates the two control volumes $K$ and $L$ (in which case $d_{\sigma}$ is the Euclidean distance between $x_{K}$ and $x_{L}$ ) and $d_{\sigma}=d_{K, \sigma}$ if $\sigma$ is included in the boundary.

We measure the regularity of the mesh by the parameter $\theta_{\mathcal{M}}>0$ defined by:

$$
\begin{equation*}
\theta_{\mathcal{M}}=\inf _{K \in \mathcal{M}}\left\{\frac{d_{K, \sigma}}{d_{\sigma}} ; \sigma \in \mathcal{E}(K)\right\} \cup\left\{\frac{d_{K, \sigma}}{\operatorname{diam}(K)} ; \sigma \in \mathcal{E}(K)\right\} \tag{23}
\end{equation*}
$$

The size of the mesh, $h_{\mathcal{M}}$, is defined by:

$$
h_{\mathcal{M}}=\max _{K \in \mathcal{M}} \operatorname{diam}(K)
$$

Consistently with the previous section, we split the time interval $(0, T)$ into a uniform partition of time step $\delta t$, denote by $N$ the total number of time steps and define $t_{i}=i \delta t, 0 \leq i \leq N\left(\right.$ so $\left.\delta t=T / N,[0, T]=\cup_{1 \leq i \leq N}\left[t_{i-1}, t_{i}\right]\right)$.

Definition 4.1 (Regular sequence of discretizations).
A sequence $\left(\mathcal{M}^{(n)}, \delta t^{(n)}\right)_{n \in \mathbb{N}}$ of meshes of $\Omega$ and time steps is said regular if:

1. $h_{\mathcal{M}}^{(n)} \rightarrow 0$ as $n \rightarrow+\infty$,
2. $\delta t^{(n)} \rightarrow 0$ as $n \rightarrow+\infty$,
3. there exists $\theta_{0}>0$ such that $\theta_{\mathcal{M}}^{(n)} \geq \theta_{0}, \forall n \in \mathbb{N}$, with $\theta_{\mathcal{M}}^{(n)}$ defined by (23).
4.1.2. Nonconforming finite elements. For the (lowest order) Crouzeix-Raviart element [6], the discrete space for each component of the velocity is included in the space of piecewise affine polynomials. The mean value of the jump across an internal face of any discrete function is required to vanish. As usual in the finite element framework, the Dirichlet boundary conditions are enforced by the choice of the approximation space, so, here, the mean value of the velocity is required to vanish over each external face of the mesh. We denote by $U_{h}$ the discrete space for each component of the velocity, and by $\boldsymbol{U}_{h}=\left(U_{h}\right)^{d}$ the approximation space for the velocity.

The pressure is approximated by the space $M_{h}$ of piecewise constant functions over $\mathcal{M}$ :

$$
M_{h}=\left\{p \in \mathrm{~L}^{2}(\Omega):\left.p\right|_{K} \text { constant, } \forall K \in \mathcal{M}\right\}
$$

Since only the continuity of the integral over each face of the mesh is imposed, the functions of $U_{h}$ are discontinuous through each face; the discretization is thus nonconforming in $\mathrm{H}^{1}(\Omega)^{d}$. We then define, for $1 \leq \ell \leq d$ and $v \in U_{h}, \partial_{h, \ell} v$ as the function of $\mathrm{L}^{2}(\Omega)$ which is equal to the (piecewise constant) derivative of $v$ with respect to the $\ell^{t h}$ space variable almost everywhere. This notation allows to define the discrete gradient, denoted by $\boldsymbol{\nabla}_{h}$, for both scalar and vector valued discrete functions and the discrete divergence of vector valued discrete functions, denoted by $\operatorname{div}_{h}$.

The Crouzeix-Raviart pair of approximation spaces for the velocity and the pressure is inf-sup stable, in the usual sense for piecewise $\mathrm{H}^{1}$ discrete velocities, i.e. there exists $C_{i s}>0$ (independent of $m$ for a regular sequence of discretizations) such that:

$$
\begin{equation*}
\forall p \in M_{h}, \quad \sup _{\boldsymbol{v} \in \boldsymbol{U}_{h}} \frac{1}{\|\boldsymbol{v}\|_{1, b}} \int_{\Omega} p \operatorname{div}_{h} \boldsymbol{v} \mathrm{~d} \boldsymbol{x} \geq C_{i s}\|p-\bar{p}\|_{\mathrm{L}^{2}(\Omega)} \tag{24}
\end{equation*}
$$

where $\bar{p}$ stands for the mean value of $p$ over $\Omega$ and $\|\cdot\|_{1, b}$ stands for the broken Sobolev $\mathrm{H}^{1}$ semi-norm, which is defined for any function $v \in U_{h}$ or $v \in \boldsymbol{U}_{h}$ by:

$$
\|v\|_{1, b}^{2}=\int_{\Omega}\left|\boldsymbol{\nabla}_{h} v\right|^{2} \mathrm{~d} \boldsymbol{x} .
$$

This broken Sobolev semi-norm is known to control the $\mathrm{L}^{2}$-norm by an extended Poincaré inequality [15, proposition 4.13]:

$$
\begin{equation*}
\forall v \in U_{h}, \quad\|v\|_{\mathrm{L}^{2}(\Omega)} \leq c_{p}(\Omega)\|v\|_{1, b} \tag{25}
\end{equation*}
$$

where $c_{\mathrm{p}}(\Omega)>0$ only depends on the domain $\Omega$.
4.1.3. Finite volumes: discrete space and norms. For a finite $q \geq 1$, we define a discrete $\mathrm{W}_{0}^{1, q}$-norm on $M_{h}$, the space of piecewise constant functions over any element $K \in \mathcal{M}$, by:

$$
\begin{align*}
\forall v \in M_{h}, \quad\|v\|_{1, q, \mathcal{M}}^{q}=\sum_{\sigma \in \mathcal{E}_{\mathrm{int}},}, & =K=K \mid L \\
& |\sigma| d_{\sigma}\left|\frac{v_{K}-v_{L}}{d_{\sigma}}\right|^{q}  \tag{26}\\
& +\sum_{\sigma \in \mathcal{E}_{\text {ext }}, \sigma \in \mathcal{E}(K)}|\sigma| d_{\sigma}\left|\frac{v_{K}}{d_{\sigma}}\right|^{q} .
\end{align*}
$$

We also define:

$$
\begin{align*}
\|v\|_{1, \infty, \mathcal{M}}= & \max \left\{\left\{\frac{\left|v_{K}-v_{L}\right|}{d_{\sigma}}, \sigma \in \mathcal{E}_{\text {int }}, \sigma=K \mid L\right\}\right. \\
& \left.\cup\left\{\frac{\left|v_{K}\right|}{d_{\sigma}}, \sigma \in \mathcal{E}_{\text {ext }}, \sigma \in \mathcal{E}(K)\right\} \cup\left\{\left|v_{K}\right|, K \in \mathcal{M}\right\}\right\} \tag{27}
\end{align*}
$$

For $q>1$, we associate to these norms a dual norm with respect to the $\mathrm{L}^{2}$-inner product, denoted by $\|\cdot\|_{-1, q^{\prime}, \mathcal{M}}$ with $q^{\prime}$ given by $1 / q+1 / q^{\prime}=1$ if $q$ is finite and $q^{\prime}=1$ if $q=+\infty$, and defined by:

$$
\begin{equation*}
\|v\|_{-1, q^{\prime}, \mathcal{M}}=\sup _{w \in M_{h}, w \neq 0} \frac{1}{\|w\|_{1, q, \mathcal{M}}} \int_{\Omega} v w \mathrm{~d} \boldsymbol{x} . \tag{28}
\end{equation*}
$$

4.2. The scheme. The considered numerical scheme for the discretization of Problem (16)-(18) combines a standard finite element discretization of the momentum balance equation and an upwind finite volume scheme for the equation satisfied by the turbulent scale $k$. The unknowns are thus:

$$
\left(\boldsymbol{u}_{i}\right)_{1 \leq i \leq N} \subset \boldsymbol{U}_{h},\left(p_{i}\right)_{1 \leq i \leq N} \subset M_{h},\left(k_{i}\right)_{1 \leq i \leq N} \subset M_{h}
$$

and are associated to functions of $\mathrm{L}^{\infty}(Q)$ defined by $\boldsymbol{u}(\boldsymbol{x}, t)=\boldsymbol{u}_{i}(\boldsymbol{x}), p(\boldsymbol{x}, t)=p_{i}(\boldsymbol{x})$, $k(\boldsymbol{x}, t)=k_{i}(\boldsymbol{x})$ for any $t \in\left(t_{i-1}, t_{i}\right), 1 \leq i \leq N$. For $1 \leq i \leq N$, they are solution to:

$$
\begin{align*}
& \forall \boldsymbol{v} \in \boldsymbol{U}_{h}, \\
& \quad \int_{\Omega} \partial_{t} \boldsymbol{u}_{i} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \mu\left(k_{i-1}\right) \boldsymbol{\nabla}_{h} \boldsymbol{u}_{i}: \boldsymbol{\nabla}_{h} \boldsymbol{v} \mathrm{~d} \boldsymbol{x} \\
& \quad-\int_{\Omega} p_{i} \operatorname{div}_{h} \boldsymbol{v} \mathrm{~d} \boldsymbol{x}=\int_{t_{i-1}}^{t_{i}} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} \boldsymbol{x} \mathrm{~d} t
\end{aligned} \begin{aligned}
& \forall q \in M_{h}, \quad \int_{\Omega} q \operatorname{div}_{h} \boldsymbol{u}_{i} \mathrm{~d} \boldsymbol{x}=0,  \tag{29}\\
& \forall K \in \mathcal{M}, \\
& \begin{aligned}
&|K|\left(\partial_{t} k\right)_{i, K}+ \sum_{\sigma=K \mid L} \frac{|\sigma|}{d_{\sigma}} \mu\left(k_{i-1}\right)_{\sigma}\left(k_{i, K}-k_{i, L}\right)+\sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\mathrm{ext}}} \frac{|\sigma|}{d_{\sigma}} \mu\left(k_{i-1}\right)_{\sigma} k_{i, K} \\
& \quad+\sum_{\sigma=K \mid L}\left(\mathrm{v}_{i, K, \sigma}^{+} k_{i, K}-\mathrm{v}_{i, K, \sigma}^{-} k_{i, L}\right)=|K|\left[\mu_{t}\left(k_{i-1}\right)\left|\nabla \boldsymbol{u}_{i}\right|^{2}\right]_{K}
\end{aligned} \\
& \int_{\Omega} p_{i} \mathrm{~d} \boldsymbol{x}=0,
\end{align*}
$$

where the discrete time derivatives are defined by (8). In the latter relation, $\mathrm{v}_{i, K, \sigma}$ approximates the flux of $\boldsymbol{u}$ across the internal face $K \mid L$ outward the element $K$, and is defined by:

$$
\mathrm{v}_{i, K, \sigma}=\int_{\sigma=K \mid L} \boldsymbol{u}_{i}(\boldsymbol{x}) \cdot \boldsymbol{n}_{K, \sigma} \mathrm{~d} \gamma(\boldsymbol{x})
$$

$\mathrm{v}_{i, K, \sigma}^{+}=\max \left(\mathrm{v}_{i, K, \sigma}, 0\right)$ and $\mathrm{v}_{i, K, \sigma}^{-}=-\min \left(\mathrm{v}_{i, K, \sigma}, 0\right)\left(\right.$ so $\left.\mathrm{v}_{i, K, \sigma}=\mathrm{v}_{i, K, \sigma}^{+}-\mathrm{v}_{i, K, \sigma}^{-}\right)$. The discretization of the source term in (31) is given by:

$$
\left[\mu_{t}(k)|\boldsymbol{\nabla} \boldsymbol{u}|^{2}\right]_{K}=\frac{\mu_{t}\left(k_{K}\right)}{|K|} \int_{K}\left|\boldsymbol{\nabla}_{h} \boldsymbol{u}\right|^{2} \mathrm{~d} \boldsymbol{x}
$$

and, for $\sigma \in \mathcal{E}, \mu(k)_{\sigma}$ stands for a reasonable approximation of the viscosity on $\sigma$, supposed to satisfy at each internal face $\sigma=K \mid L$ :

$$
\begin{equation*}
\min \left[\mu\left(k_{K}\right), \mu\left(k_{L}\right)\right] \leq \mu(k)_{\sigma} \leq \max \left[\mu\left(k_{K}\right), \mu\left(k_{L}\right)\right] \tag{33}
\end{equation*}
$$

On an external face to the control volume $K$, we just set $\mu(k)_{\sigma}=\mu\left(k_{K}\right)$ For instance, on $\sigma=K \mid L, \mu_{\sigma}$ may be defined as the arithmetic or harmonic mean value of $\mu\left(k_{K}\right)$ and $\mu\left(k_{L}\right)$. The scheme is initialized with:

$$
\begin{equation*}
\boldsymbol{u}_{0}=\boldsymbol{\pi}_{h} \boldsymbol{u}_{\mathrm{ini}}, \quad k_{i, K}=\frac{1}{|K|} \int_{K} k_{\mathrm{ini}} \mathrm{~d} \boldsymbol{x} \tag{34}
\end{equation*}
$$

where $\boldsymbol{\pi}_{h}$ is a projection operator stable from $\mathrm{L}^{2}(\Omega)^{d}$ to $\boldsymbol{U}_{h}$, in the sense that, for any function $\boldsymbol{v} \in \mathrm{L}^{2}(\Omega)^{d}$ and any mesh $\mathcal{M}$ such that $\theta_{\mathcal{M}} \geq \theta_{0}$ :

$$
\|\boldsymbol{\pi} \boldsymbol{v}\|_{\mathrm{L}^{2}(\Omega)^{d}} \leq C\|\boldsymbol{v}\|_{\mathrm{L}^{2}(\Omega)^{d}}
$$

where $C$ only depends on $\theta_{0}$. In addition, we require that, for a sequence of meshes $\mathcal{M}^{(n)}$, possibly regular (i.e. satisfying $\theta_{\mathcal{M}^{(n)}}>\theta_{0}>0$ ) and for a given function $\boldsymbol{v} \in \mathrm{L}^{2}(\Omega)^{d}$, the sequence $\left(\boldsymbol{\pi}^{(n)} \boldsymbol{v}\right)_{n \in \mathbb{N}}$ converges to $\boldsymbol{v}$ in $\mathrm{L}^{2}(\Omega)^{d}$. For instance, one may give to each degree of freedom of $\boldsymbol{u}_{0}$ the mean value of $\boldsymbol{u}_{\text {ini }}$ over the support of its shape function.

Finally, note that, since the velocity is piecewise affine and so, $\forall \boldsymbol{v} \in \boldsymbol{U}_{h}, \operatorname{div}_{h} \boldsymbol{v}$ is piecewise constant, Equation (30) is equivalent to $\operatorname{div}_{h} \boldsymbol{u}_{i}=0$.
4.3. Estimates. Let us define on $\boldsymbol{U}_{h}$ the following semi-norm:

$$
\forall \boldsymbol{v} \in \boldsymbol{U}_{h}, \quad|\boldsymbol{v}|_{-1, \boldsymbol{V}_{h}^{\prime}}=\sup _{\boldsymbol{w} \in \boldsymbol{V}_{h}} \frac{1}{\|\boldsymbol{w}\|_{1, b}} \int_{\Omega} \boldsymbol{v} \cdot \boldsymbol{w} \mathrm{d} \boldsymbol{x}
$$

where:

$$
\boldsymbol{V}_{h}=\left\{\boldsymbol{v} \in \boldsymbol{U}_{h} \text { s.t. } \operatorname{div}_{h} \boldsymbol{v}=0\right\} .
$$

The solution to the scheme satisfies the following stability estimate.
Lemma 4.2. Let $\theta_{0}>0$ and let $\mathcal{M}$ be a triangulation of the computational domain $\Omega$ such that $\theta_{\mathcal{M}} \geq \theta_{0}$, where $\theta_{\mathcal{M}}$ is defined by (23). Then there exists a unique solution $(\boldsymbol{u}, p, k)$ to the scheme (29)-(32), initialized with (34), and this solution satisfies the following estimate:

$$
\begin{aligned}
\left\|\boldsymbol{u}_{N}\right\|_{\mathrm{L}^{2}(\Omega)^{d}}^{2}+ & \sum_{i=1}^{N} \delta t\left\|\boldsymbol{u}_{i}\right\|_{1, b}^{2}+\sum_{i=1}^{N} \delta t\left|\partial_{t} \boldsymbol{u}_{i}\right|_{-1, \boldsymbol{V}_{h}^{\prime}} \\
& +\left\|k_{N}\right\|_{\mathrm{L}^{1}(\Omega)}+\sum_{i=1}^{N} \delta t\left\|k_{i}\right\|_{1, q, \mathcal{M}}+\sum_{i=1}^{N} \delta t\left\|\partial_{t} k_{i}\right\|_{-1,1, \mathcal{M}} \leq C
\end{aligned}
$$

for any $q \in[1,(d+2) /(d+1))$ and where $C$ only depends on $\Omega, \boldsymbol{f}, \boldsymbol{u}_{\mathrm{ini}}, k_{\mathrm{ini}}, \mu_{0}, q$ and $\theta_{0}$.

Proof. We only give a brief sketch of the proof. First, we remark that the condition (30), together with the fact that the pressure is piecewise constant, implies that the following "discrete mass balance" is verified:

$$
\text { for } 1 \leq i \leq N, \quad \forall K \in \mathcal{M}, \quad \sum_{\sigma \in \mathcal{E}(K)} \mathrm{v}_{i, K, \sigma}=0
$$

This condition, together with the particular discretization used for (31) and the initialization of the scheme, which yields $k_{0}>0$, implies that $k_{i}>0$, for $1 \leq$ $i \leq N$. This is an attractive property of the Crouzeix-Raviart element (or, for quadrangles or hexahedra control volumes, of the Rannacher-Turek element [13]). As a consequence, the effective viscosity $\mu(k)$ is correctly defined.
Taking $\boldsymbol{v}=\boldsymbol{u}_{i}$ in the first equation of the scheme, invoking the fact that $\mu(s) \geq$ $\mu_{0}, \forall s \geq 0$ and the discrete Poincaré inequality (25) yields:

$$
\left\|\boldsymbol{u}_{N}\right\|_{\mathrm{L}^{2}(\Omega)^{d}}^{2}+\sum_{i=1}^{N} \delta t\left\|\boldsymbol{u}_{i}\right\|_{1, b}^{2} \leq C, \quad \sum_{i=1}^{N} \delta t \sum_{K \in \mathcal{M}}|K|\left[\mu_{t}\left(k_{i-1}\right)\left|\boldsymbol{\nabla} \boldsymbol{u}_{i}\right|^{2}\right]_{K} \leq C
$$

with $C$ only depending on the data, as stated in the lemma, and thus the right hand side of (31) is bounded in $\mathrm{L}^{1}(Q)$. The estimate for $k$ is then obtained by testing (31) against a nonlinear function of $k$ lying in $\mathrm{L}^{\infty}(Q)$; this (rather technical) proof involves in particular discrete Sobolev inequalities [7, 8], and may be found in [10]. Finally, the estimate of the discrete derivatives of $\boldsymbol{u}$ and $k$ are obtained by testing (29) and (31) against functions of $\boldsymbol{V}_{h}$ and $M_{h}$ respectively, and invoking the already proven bounds of the unknowns.
The fact that the solution exists and is unique follows from an additional estimate for the last unknown, namely $p$, given by the discrete inf-sup condition (24) combined with (32), and finally remarking that, at each time step, (31) and (29)-(30) are two decoupled blocks of equations which can be solved successively, and this leads to solve only linear systems.

### 4.4. Compactness of sequences of solutions.

Lemma 4.3. Let $\left(\mathcal{M}^{(n)}, \delta t^{(n)}\right)_{n \in \mathbb{N}}$ be a regular sequence of meshes of $\Omega$ and time steps, in the sense of Definition 4.1. Let $\left(\boldsymbol{u}^{(n)}, k^{(n)}\right)_{n \in \mathbb{N}}$ be the corresponding sequence of discrete solutions. Then, up to the extraction of a subsequence:

- the sequence $\left(\boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{2}(Q)^{d}$ to a limit $\boldsymbol{u}$, this limit satisfies $\boldsymbol{u} \in \mathrm{L}^{2}\left((0, T), \mathrm{H}_{0}^{1}(\Omega)^{d}\right)$ and the sequence of discrete gradients $\left(\boldsymbol{\nabla}_{h} \boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ weakly converges in $\mathrm{L}^{2}(Q)^{d \times d}$ to $\boldsymbol{\nabla} \boldsymbol{u}$,
- the sequence $\left(k^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{1}(Q)$ to a limit $k$, and this limit satisfies $k \in \mathrm{~L}^{q}\left((0, T), \mathrm{W}_{0}^{1, q}(\Omega)\right)$ for any $q \in[1,(d+2) /(d+1))$.

The proof of this result follows, for the convergence, from estimates of Lemma 4.2 and on the application of Theorem 3.4, the assumptions of which we now check. Let us begin with the sequence of discrete velocities $\left(\boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$. The proof of the following lemma may be found in [9, Theorem 3.3].
Lemma 4.4. Let $\left(\mathcal{M}^{(n)}\right)_{n \in \mathbb{N}}$ be a regular sequence of meshes of $\Omega$, in the sense that $\forall n \in \mathbb{N}$, the parameter $\theta_{\mathcal{M}^{(n)}}$ defined by (23) satisfies $\theta_{\mathcal{M}^{(n)}}>\theta_{0}>0$. Let
$\left(u^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of discrete functions, i.e. such that $\forall n \in \mathbb{N}$, $u^{(n)}$ belongs to the space of Crouzeix-Raviart functions $U_{h}^{(n)}$ associated to $\mathcal{M}^{(n)}$. Let us suppose that there exists $C$ such that:

$$
\forall n \in \mathbb{N}, \quad\left\|u^{(n)}\right\|_{1, b} \leq C
$$

Then, up to the extraction of a subsequence, the sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{2}(\Omega)$.

Since, for the velocity, the sequence of the solutions $\left(\boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ and of its discrete time derivative $\left(\partial_{t} \boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ are controlled by Lemma 4.2 in dual norms with respect to the $L^{2}$ inner product, this lemma is sufficient to conclude to the convergence, applying Theorem 3.4 with assumptions (H1) and (H'2).

We now turn to the convergence of the discrete turbulent energy $\left(k^{(n)}\right)_{n \in \mathbb{N}}$. The following lemma may be found in [8].

Lemma 4.5. Let $\left(\mathcal{M}^{(n)}\right)_{n \in \mathbb{N}}$ be a regular sequence of meshes of $\Omega$, in the sense that $\forall n \in \mathbb{N}$, the parameter $\theta_{\mathcal{M}^{(n)}}$ defined by (23) satisfies $\theta_{\mathcal{M}^{(n)}}>\theta_{0}>0$. Let $\left(k^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of discrete functions, i.e. such that $\forall n \in \mathbb{N}$, $k^{(n)}$ belongs to the space of piecewise constant functions $M_{h}^{(n)}$ associated to $\mathcal{M}^{(n)}$. Let us suppose that there exists $C$ such that:

$$
\forall n \in \mathbb{N}, \quad\left\|k^{(n)}\right\|_{1,1, \mathcal{M}} \leq C
$$

Then, up to the extraction of a subsequence, the sequence $\left(k^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{1}(\Omega)$.

In addition, we have the following result.
Lemma 4.6. As in the previous lemma, let $\left(\mathcal{M}^{(n)}\right)_{n \in \mathbb{N}}$ be a regular sequence of meshes of $\Omega$ and $\left(k^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of discrete functions. Let us suppose that:

$$
\lim _{n \rightarrow+\infty}\left\|k^{(n)}\right\|_{-1,1, \mathcal{M}}=0
$$

and that the sequence $\left(k^{(n)}\right)_{n \in \mathbb{N}}$ converges to $k$ in $\mathrm{L}^{1}(\Omega)$. Then $k=0$.
Proof. Let $\varphi \in \mathrm{C}_{c}^{\infty}(\Omega)$. For $n \in \mathbb{N}$, we denote by $\pi^{(n)} \varphi$ the discrete function of $M_{h}^{(n)}$ defined by $\left(\pi^{(n)} \varphi\right)_{K}=\varphi\left(\boldsymbol{x}_{K}\right), \forall K \in \mathcal{M}^{(n)}$. By the definition of the $\|\cdot\|_{1, \infty, \mathcal{M}^{(n)}}$ norm (27), we have:

$$
\left\|\pi^{(n)} \varphi\right\|_{1, \infty, \mathcal{M}^{(n)}} \leq\|\varphi\|_{\mathrm{W}^{1, \infty}(\Omega)}
$$

We thus get, for $n \in \mathbb{N}$ and any $v^{(n)} \in M_{h}^{(n)}$ :

$$
\begin{array}{r}
\left|\int v^{(n)} \pi^{(n)} \varphi \mathrm{d} \boldsymbol{x}\right| \leq\left\|v^{(n)}\right\|_{-1,1, \mathcal{M}^{(n)}}\left\|\pi^{(n)} \varphi\right\|_{1, \infty, \mathcal{M}^{(n)}} \\
\leq\left\|v^{(n)}\right\|_{-1,1, \mathcal{M}^{(n)}}\|\varphi\|_{\mathrm{W}^{1, \infty}(\Omega)}
\end{array}
$$

Let us suppose that the sequence $\left(v^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{1}(\Omega)$ to $v$ and that the sequence $\left(\left\|v^{(n)}\right\|_{-1,1, \mathcal{M}(n)}\right)_{n \in \mathbb{N}}$ tends to zero when $n \rightarrow+\infty$. Then, passing to the limit in the above relation, since $\pi^{(n)} \varphi$ converges to $\varphi$ in $\mathrm{L}^{\infty}(\Omega)$, we get:

$$
\int v \varphi \mathrm{~d} \boldsymbol{x}=0
$$

which, since this relation is valid for any $\varphi \in \mathrm{C}_{c}^{\infty}(\Omega)$, yields $v=0$..

Combining Lemma 4.5, Lemma 4.6 and the estimates of Lemma 4.2 yields the assumptions of Theorem 3.4 we are looking for, and thus the convergence, up to the extraction of a subsequence, of the sequence of solutions $\left(k^{(n)}\right)_{n \in \mathbb{N}}$.

The regularity of the limit is, once again, a consequence of the estimates, which give a control on the space (discrete) derivatives of the solutions. The weak convergence of the gradient of the velocity may be obtained by (easily) extending to the time-dependent case a proof which may be found in [11, Lemma 4].

### 4.5. Convergence.

Theorem 4.7. Let $\left(\mathcal{M}^{(n)}, \delta t^{(n)}\right)_{n \in \mathbb{N}}$ be a regular sequence of meshes of $\Omega$ and time steps, in the sense of Definition 4.1. Let $\left(\boldsymbol{u}^{(n)}, k^{(n)}\right)_{n \in \mathbb{N}}$ be the corresponding sequence of discrete solutions. Then, up to the extraction of a subsequence:

- the sequence $\left(\boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{2}(Q)^{d}$ to a limit $\boldsymbol{u}$, and this limit satisfies $\boldsymbol{u} \in \mathrm{L}^{2}\left((0, T), \mathrm{H}_{0}^{1}(\Omega)^{d}\right)$,
- the sequence $\left(k^{(n)}\right)_{n \in \mathbb{N}}$ converges in $\mathrm{L}^{1}(Q)$ to a limit $k$, and this limit satisfies $k \in \mathrm{~L}^{q}\left((0, T), \mathrm{W}_{0}^{1, q}(\Omega)\right)$ for any $q \in[1,(d+2) /(d+1))$,
and the limit $(\boldsymbol{u}, k)$ is solution to the weak formulation of the problem (21)-(22).
Proof. We begin with a brief sketch of the proof.
The first step is to pass to the limit in the scheme to show, using classical arguments, that the limit $\boldsymbol{u}$ satisfies (21) and is divergence free (see e.g. [9] for such a study). The second step (the most difficult one) is to show the strong convergence of the dissipation, i.e. the right hand side of equation (18) (which also yields the strong convergence of the discrete gradient of the velocity). We detail this part of the proof hereafter.
Finally, to conclude, one must show that $k$ satisfies (22), which is done with a proof similar to the convergence proof given in [10], with two additional difficulties: the first one lies in the fact that the diffusion coefficient depends on $k$, and is easily handled using the strong convergence of $k$ in $\mathrm{L}^{1}(Q)$ (which, since the function $\mu$ is continuous and bounded, implies the convergence of $\mu\left(k^{(n)}\right)$ to $\mu(k)$ first almost everywhere in $\Omega$ (up to the extraction of a sequence, but the limit is unique, so the whole sequence converges) and then, by Lebesgue dominated convergence theorem, in any $\left.\mathrm{L}^{q}(Q), q \in[1,+\infty)[11]\right)$; the second additional difficulty with respect to [10] is the weaker control on the velocity in the present context, which is however sufficient to pass to the limit (see once again [9] for a similar proof).

We detail now the proof of the strong convergence of the dissipation. Let us take $\boldsymbol{u}_{i}^{(n)}$ as test function in (29), and sum over $i$, to obtain, for $1 \leq j \leq N^{(n)}$ :

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}\left|\boldsymbol{u}_{j}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x}+\sum_{i=1}^{j} \delta t^{(n)} \int_{\Omega} \mu\left(k_{i-1}\right)\left|\nabla_{h} \boldsymbol{u}_{i}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \\
& \leq \int_{0}^{t_{j}} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{u}^{(n)} \mathrm{d} \boldsymbol{x} \mathrm{~d} t+\frac{1}{2} \int_{\Omega}\left|\boldsymbol{u}_{0}\right|^{2} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

Multiplying by $\delta t^{(n)}$, summing this relation from $j=1$ to $N^{(n)}$ and reorganizing the sums, we obtain:

$$
\begin{aligned}
\sum_{i=1}^{N^{(n)}}(T- & \left.(i-1) \delta t^{(n)}\right) \delta t^{(n)} \int_{\Omega} \mu\left(k_{i-1}\right)\left|\nabla_{h} \boldsymbol{u}_{i}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \\
& \leq-\frac{1}{2} \int_{Q}\left|\boldsymbol{u}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t+\frac{T}{2} \int_{\Omega}\left|\boldsymbol{u}_{0}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x}+\int_{Q}(T-t)^{(n)} \boldsymbol{f} \cdot \boldsymbol{u}^{(n)} \mathrm{d} \boldsymbol{x} \mathrm{~d} t
\end{aligned}
$$

where $(T-t)^{(n)}$ is a piecewise function of $t$ defined by $(T-t)^{(n)}=T-(i-1) \delta t^{(n)}$ for $t \in\left(t_{i-1}, t_{i}\right)$. Using this notation in the first term of this relation and passing to the limit when $n \rightarrow+\infty$ yields, using the known convergence properties of the sequence $\left(\boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ :

$$
\begin{align*}
\limsup _{n \rightarrow+\infty} \int_{Q} & (T-t)^{(n)} \mu\left(k_{i-1}\right)\left|\boldsymbol{\nabla}_{h} \boldsymbol{u}_{i}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t  \tag{35}\\
& \leq-\frac{1}{2} \int_{Q}|\boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t+\frac{T}{2} \int_{\Omega}\left|\boldsymbol{u}_{0}\right|^{2} \mathrm{~d} \boldsymbol{x}+\int_{Q}(T-t) \boldsymbol{f} \cdot \boldsymbol{u} \mathrm{d} \boldsymbol{x} \mathrm{~d} t
\end{align*}
$$

We now use the fact that the solution $\boldsymbol{u}$ satisfies the first relation (21) of the weak continuous problem. From the regularity of $\boldsymbol{u}$ and $\partial_{t} \boldsymbol{u}$, this problem may be written:

$$
\int_{\Omega} \partial_{t} \boldsymbol{u} \cdot \boldsymbol{v} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \mu(k) \boldsymbol{\nabla} \boldsymbol{u}: \nabla \boldsymbol{v} \mathrm{d} \boldsymbol{x}=\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} \boldsymbol{x}, \quad \forall t \in(0, T), \quad \forall \boldsymbol{v} \in \boldsymbol{V}
$$

with the initial condition $\boldsymbol{u}(\cdot, 0)=\boldsymbol{u}_{\text {ini }}$. Taking $\boldsymbol{u}$ as test function in this relation, and integrating twice in time, first for $t \in(0, s)$ and then for $s \in(0, T)$ yields:

$$
\begin{align*}
\int_{Q}(T-t) & \mu(k)|\boldsymbol{\nabla} \boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t=  \tag{36}\\
& -\frac{1}{2} \int_{Q}|\boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t+\frac{T}{2} \int_{\Omega}\left|\boldsymbol{u}_{0}\right|^{2} \mathrm{~d} \boldsymbol{x}+\int_{Q}(T-t) \boldsymbol{f} \cdot \boldsymbol{u} \mathrm{d} \boldsymbol{x} \mathrm{~d} t
\end{align*}
$$

Comparing (35) and (36), we finally get:

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \int_{Q}(T-t)^{(n)} \mu\left(k_{i-1}\right)\left|\nabla_{h} \boldsymbol{u}_{i}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \leq \int_{Q}(T-t) \mu(k)|\boldsymbol{\nabla} \boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \tag{37}
\end{equation*}
$$

The sequence $\left((T-t)^{(n)} \mu\left(k^{(n)}\right)^{1 / 2} \nabla_{h} u^{(n)}\right)_{n \in \mathbb{N}}$ is bounded in $\mathrm{L}^{2}(Q)$, and thus weakly converges, up to the extraction of a subsequence, to a limit. Moreover, since, as explained before, $\mu\left(k^{(n)}\right)$ converges to $\mu(k)$ in any $\mathrm{L}^{q}(Q), q \in[1,+\infty)$, we may easily prove that this weak limit is $(T-t) \mu(k)^{1 / 2} \boldsymbol{\nabla} \boldsymbol{u}$ (thus, since this limit is unique, the whole sequence weakly converges). Relation (37) thus yields the strong convergence of this sequence, which, in turn, yields the strong convergence of the sequence $\left.\mu\left(k^{(n)}\right)^{1 / 2} \nabla_{h} \boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ to $\mu(k)^{1 / 2} \boldsymbol{\nabla} \boldsymbol{u}$ in $\mathrm{L}^{2}(\Omega \times(0, T-\epsilon))$ with $\epsilon>0$ (since, on $(0, T-\epsilon)$, the quantity $T-t$ is bounded from below by $\epsilon$ ).
We now prove that, still on $\mathrm{L}^{2}(\Omega \times(0, T-\epsilon))$, both $\left(\mu_{t}\left(k^{(n)}\right)^{1 / 2} \nabla_{h} u^{(n)}\right)_{n \in \mathbb{N}}$ and $\left(\boldsymbol{\nabla}_{h} \boldsymbol{u}^{(n)}\right)_{n \in \mathbb{N}}$ converge to $\mu_{t}(k)^{1 / 2} \boldsymbol{\nabla} \boldsymbol{u}$ and $\boldsymbol{\nabla} \boldsymbol{u}$ respectively. Indeed, the two sequences are weakly convergent to these limits, so we have:

$$
\begin{gathered}
\liminf _{n \rightarrow+\infty} \int_{\Omega \times(0, T-\epsilon)} \mu_{t}\left(k^{(n)}\right)\left|\nabla_{h} \boldsymbol{u}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \geq \int_{\Omega \times(0, T-\epsilon)} \mu_{t}(k)|\nabla \boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
\liminf _{n \rightarrow+\infty} \int_{\Omega \times(0, T-\epsilon)}\left|\nabla_{h} \boldsymbol{u}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \geq \int_{\Omega \times(0, T-\epsilon)}|\nabla \boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
\end{gathered}
$$

but also:

$$
\begin{aligned}
& \liminf _{n \rightarrow+\infty} \int_{\Omega \times(0, T-\epsilon)}\left(\mu_{0}+\mu_{t}\left(k^{(n)}\right)\right)\left|\nabla_{h} \boldsymbol{u}^{(n)}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t= \\
& \quad \int_{\Omega \times(0, T-\epsilon)}\left(\mu_{0}+\mu_{t}(k)\right)|\boldsymbol{\nabla} \boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
\end{aligned}
$$

which yields the convergence of the norms, and thus the strong convergence (working on $\Omega \times(0, T-\epsilon), \forall \epsilon>0$, being sufficient to pass to the limit in the discrete turbulent energy balance, since we only consider in (22) test functions with compact support in $\Omega \times[0, T)$ ).
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