# Intertwining operators associated to a family of differential-reflection operators 

Salem Ben Said, Asma Boussen, Mohamed Sifi

## To cite this version:

Salem Ben Said, Asma Boussen, Mohamed Sifi. Intertwining operators associated to a family of differential-reflection operators. 2016. hal-01282498

HAL Id: hal-01282498

## https://hal.science/hal-01282498

Preprint submitted on 3 Mar 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# INTERTWINING OPERATORS ASSOCIATED TO A FAMILY OF DIFFERENTIAL-REFLECTION OPERATORS 

SALEM BEN SAID, ASMA BOUSSEN \& MOHAMED SIFI


#### Abstract

We introduce a family of differential-reflection operators $\Lambda_{A, \varepsilon}$ acting on smooth functions defined on $\mathbb{R}$. Here $A$ is a Sturm-Liouville function with additional hypotheses and $\varepsilon \in \mathbb{R}$. For special pairs $(A, \varepsilon)$, we recover Dunkl's, Heckman's and Cherednik's operators (in one dimension). The spectral problem for the operators $\Lambda_{A, \varepsilon}$ is studied. In particular, we obtain suitable growth estimates for the eigenfunctions of $\Lambda_{A, \varepsilon}$.

As the operators $\Lambda_{A, \varepsilon}$ are mixture of $d / d x$ and reflection operators, we prove the existence of an intertwining operator $V_{A, \varepsilon}$ between $\Lambda_{A, \varepsilon}$ and the usual derivative. The positivity of $V_{A, \varepsilon}$ is also established.
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## 1. Introduction

Dunkl's ascertainment in the late eighties of the operators that now bear his name is one of the most significant developments in the theory of special functions associated to root systems [9]. Some early work in this area was done by Koornwinder [20], Heckman and Opdam [18], and Opdam [23]. A lot of the motivation for the subject comes from analysis on Riemannian symmetric spaces.

In [9] Dunkl generalized the operator $\partial / \partial x_{i}$ to a mixture of a differential and a reflection operator. In one dimension it is denoted by $D_{\alpha}, \alpha \geq-1 / 2$. By the specialization $\alpha=\frac{1}{2} d-1$ with $d \in \mathbb{N}_{\geq 2}$, the operator $D_{\alpha}^{2}$ coincides on even functions with the radial part of the Laplace operator on the flat symmetric space $M(d) / S O(d)$, where $M(d)$ is the motion group of $\mathbb{R}^{d}$. Important work in the analysis of Dunkl operators has been done by several authors (see for instance [9, 11, 12, 16, 24, 29, 34]; this list is far from being complete).

Some years after, Heckman [17] wrote down a trigonometric variant of the Dunkl operators. In one dimension it is denoted by $H_{\alpha, \beta}, \alpha \geq \beta \geq-1 / 2, \alpha \neq-1 / 2$. For $\alpha=\frac{1}{2}(p-1)$ and $\beta=\frac{1}{2}(q-1)$ with $p \geq q>0$, the restriction of $H_{\alpha, \beta}^{2}$ to even functions coincides with the radial part of the Laplace-Beltrami operator on Riemannian symmetric spaces of the non-compact type and of real rank one. Significant results in the analysis of Heckman operators have been obtained by several authors (see for instance [2, 8, 19]).

Next, in [7] Cherednik made a slight but significant variation of Heckman's operator. See [16, 25, 35] for a comparison between Heckman and Cherednik operators.

In the present paper we consider some aspects of harmonic analysis associated to the following family of $(A, \varepsilon)$-operators

$$
\begin{equation*}
\Lambda_{A, \varepsilon} f(x)=f^{\prime}(x)+\frac{A^{\prime}(x)}{A(x)}\left(\frac{f(x)-f(-x)}{2}\right)-\varepsilon \varrho f(-x), \tag{1.1}
\end{equation*}
$$

where $A$ is so-called a Chébli function on $\mathbb{R}$ (i.e. $A$ is a continuous $\mathbb{R}^{+}$-valued function on $\mathbb{R}$ satisfying certain regularity and convexity hypotheses), $\varrho$ is the index of $A$, and $\varepsilon \in \mathbb{R}$. We note
that $\varrho \geq 0$. The function $A$ and the real number $\varepsilon$ are the deformation parameters giving back the above three cases (as special examples): Dunkl's operators when $A(x)=A_{\alpha}(x)=|x|^{2 \alpha+1}$ and $\varepsilon$ arbitrary; Heckman's operators when $A(x)=A_{\alpha, \beta}(x)=|\sinh x|^{2 \alpha+1}(\cosh x)^{2 \beta+1}$ and $\varepsilon=0$; and Cherednik's operators when $A(x)=A_{\alpha, \beta}(x)=|\sinh x|^{2 \alpha+1}(\cosh x)^{2 \beta+1}$ and $\varepsilon=1$.

We would like to mention that a differential-reflection operator built in terms of a Chébli function has been the first time done in [22]. This is one of the major themes of research at the "school of harmonic analysis" in Tunisia.

This paper consists of tow parts. In the first part we consider the spectral problem for this family of $(A, \varepsilon)$-operators (1.1). More precisely, let $\lambda \in \mathbb{C}$ and consider the equation

$$
\begin{equation*}
\Lambda_{A, \varepsilon} f(x)=i \lambda f(x), \tag{1.2}
\end{equation*}
$$

where $f: \mathbb{R} \rightarrow \mathbb{C}$. We prove that there exists a unique solution $\Psi_{A, \varepsilon}(\lambda, \cdot)$ of (1.2) satisfying $\Psi_{A, \varepsilon}(\lambda, 0)=1$. Moreover, under the assumption $-1 \leq \varepsilon \leq 1$, we establish in Theorems 3.4 and 3.5) suitable estimates for the growth of the eigenfunction $\Psi_{A, \varepsilon}(\lambda, x)$ and of its partial derivatives. Our first step is Theorem 3.3, where we prove that $\Psi_{A, \varepsilon}(\lambda, \cdot)>0$ whenever $\lambda \in i \mathbb{R}$. In a forthcoming paper [4], these estimates will play crucial tools for developing $L^{p}$-Fourier analysis associated to the $(A, \varepsilon)$-operators (1.1).

We note that $\Psi_{A, \varepsilon}$ reduces to the Dunkl kernel in the $\left(A_{\alpha}, \varepsilon\right)$-case [10, 26]; to the Heckman kernel in the ( $A_{\alpha, \beta}, 0$ )-case [2, 8, 19]; and to the Cherednik kernel (or Opdam's kernel) in the ( $A_{\alpha, \beta}, 1$ )-case [1, 14, 25].

In the second part of this paper we start by studying the existence of an intertwining operator between $\Lambda_{A, \varepsilon}$ and the ordinary derivative. We prove that there exists a unique isomorphism $V_{A, \varepsilon}: C^{\infty}(\mathbb{R}) \rightarrow C^{\infty}(\mathbb{R})$ satisfying $\Lambda_{A, \varepsilon} \circ V_{A, \varepsilon}=V_{A, \varepsilon} \circ \frac{d}{d x}$, with $V_{A, \varepsilon} f(0)=f(0)$ (see Theorem4.7). The construction of $V_{A, \varepsilon}$ involves Delsarte type operators [21,31]. Our construction generalizes the one given in [13] for $A(x)=A_{\alpha, \beta}(x)=|\sinh x|^{2 \alpha+1}(\cosh x)^{2 \beta+1}$ and $\varepsilon=1$. For $A(x)=A_{\alpha}(x)=$ $|x|^{2 \alpha+1}$ and $\varepsilon$ arbitrary, the intertwining operator $V_{A, \varepsilon}$ reduces to the Dunkl intertwining operator in one dimension [28].

Another important result concerning the intertwining operator $V_{A, \varepsilon}$ is that the latter is of positive type in the sense that, if $f \geq 0$ then $V_{A, \varepsilon} f \geq 0$ (see Theorem4.10). The major technical step in the proof of Theorem 4.10 is the positivity of $V_{A, \varepsilon}\left(h_{t}(u, \cdot)\right)(x)$, where $h_{t}(u, v)$ denotes the Euclidean heat kernel at time $t>0$. For $\varepsilon=0$ and 1, this result can be found in [36] and [37], while for $A(x)=A_{\alpha}(x)=|x|^{2 \alpha+1}$ and $\varepsilon$ arbitrary, the positivity of $V_{A, \varepsilon}$ goes back to [27]. We pin down that the positivity of $V_{A, \varepsilon}$ played a fundamental role in [3] in establishing an analogue of Beurling's theorem, and its relatives such as theorems of type Gelfand-Shilov, Morgan's, Hardy's, and Cowling-Price in the setting of this paper.

The organization of this paper is as follows: In Section 2 we recapitulate some definitions and basic notations, as well as some results from literature. In Section 3 we study the main properties of the eigenfunction $\Psi_{A, \varepsilon}$. In particular, we obtain estimates for the growth of $\Psi_{A, \varepsilon}$ and of its partial derivatives. In Section 4 we derive a Laplace type representation of the eigenfunction $\Psi_{A, \varepsilon}$. Next, we prove the existence and the positivity of the intertwining operator $V_{A, \varepsilon}$ between $\Lambda_{A, \varepsilon}$ and the ordinary derivative.

## 2. Background

In this introductory section we present results from [5, 6, 32, 33].
Throughout this paper we will denote by $A$ a function on $\mathbb{R}$ satisfying the following hypotheses:
(H1) $A(x)=|x|^{2 \alpha+1} B(x)$, where $\alpha>-\frac{1}{2}$ and $B$ is any even, positive and smooth function on $\mathbb{R}$ with $B(0)=1$.
(H2) $A$ is increasing and unbounded on $\mathbb{R}_{+}$.
(H3) $A^{\prime} / A$ is a decreasing and smooth function on $\mathbb{R}_{+}^{*}$, and hence the limit $2 \varrho:=\lim _{x \rightarrow+\infty} A^{\prime}(x) / A(x) \geq$ 0 exists.
(H4) There exists a constant $\delta>0$ such that for all $x \in\left[x_{0}, \infty\right.$ ) (for some $x_{0}>0$ ),

$$
\frac{A^{\prime}(x)}{A(x)}= \begin{cases}2 \varrho+e^{-\delta x} D(x) & \text { if } \varrho>0 \\ \frac{2 \alpha+1}{x}+e^{-\delta x} D(x) & \text { if } \varrho=0\end{cases}
$$

with $D$ being a smooth function bounded together with its derivatives.
Such a function $A$ is called a Chébli function. From (H1) it follows that

$$
\begin{equation*}
\frac{A^{\prime}(x)}{A(x)}=\frac{2 \alpha+1}{x}+C(x), \quad x \neq 0 \tag{2.1}
\end{equation*}
$$

where $C:=B^{\prime} / B$ is an odd and smooth function on $\mathbb{R}$.
Let $\Delta_{A}$, or simply $\Delta$, be the following second order differential operator

$$
\begin{equation*}
\Delta=\frac{d^{2}}{d x^{2}}+\frac{A^{\prime}(x)}{A(x)} \frac{d}{d x} . \tag{2.2}
\end{equation*}
$$

For $\mu \in \mathbb{C}$, we consider the Cauchy problem

$$
\begin{equation*}
\Delta f(x)=-\left(\mu^{2}+\varrho^{2}\right) f(x) \quad \text { with } \quad f(0)=1 \text { and } f^{\prime}(0)=0 \tag{2.3}
\end{equation*}
$$

In [6] the author proved that the system (2.3) admits a unique solution $\varphi_{\mu}$. For every $\mu \in \mathbb{C}$, the solution $\varphi_{\mu}$ is an even smooth function on $\mathbb{R}$ and the map $\mu \mapsto \varphi_{\mu}(x)$ is analytic. The following Laplace type representation of $\varphi_{\mu}$ can be found in [6] (see also [32]).
Lemma 2.1. For every $x \in \mathbb{R}^{*}$ there exists a probability measure $v_{x}$ on $\mathbb{R}$ supported in $[-|x|,|x|]$ such that for all $\mu \in \mathbb{C}$

$$
\varphi_{\mu}(x)=\int_{-|x|}^{|x|} e^{(i \mu-\varrho) t} v_{x}(d t)
$$

Also, for $x \in \mathbb{R}^{*}$, there is a non-negative even continuous function $K(|x|, \cdot)$ supported in $[-|x|,|x|]$ such that for all $\mu \in \mathbb{C}$

$$
\begin{equation*}
\varphi_{\mu}(x)=\int_{0}^{|x|} K(|x|, t) \cos (\mu t) d t . \tag{2.4}
\end{equation*}
$$

The following estimates of the eigenfunctions $\varphi_{\mu}$ can be found in [5, 6, 33].
Lemma 2.2. Let $\mu \in \mathbb{C}$ such that $|\operatorname{Im} \mu| \leq \varrho$. Then

1) $\varphi_{ \pm i o}(x)=1, \varphi_{-\mu}(x)=\varphi_{\mu}(x)$ and $\left|\varphi_{\mu}(x)\right| \leq 1$.
2) $e^{-\varrho|x|} \leq \varphi_{0}(x) \leq c(|x|+1) e^{-\varrho|x|}$.
3) $\left|\varphi_{\mu}(x)\right| \leq \varphi_{i \operatorname{Im} \mu}(x) \leq e^{\operatorname{Im} \mu \||x|} \varphi_{0}(x)$.
4) $\left|\varphi_{\mu}^{\prime}(x)\right| \leq c\left(\varrho^{2}+|\mu|^{2}\right) e^{|\operatorname{Im} \mu||x|} \varphi_{0}(x)$.

We close this section by giving some basic results of (the analogue of) the Abel transform associated to the second order differential operator $\Delta$.

Denote by $\mathscr{D}_{e}(\mathbb{R})$ the space of even and compactly supported functions in $C^{\infty}(\mathbb{R})$. In [32] the author has proved that the Abel transform defined on $\mathscr{D}_{e}(\mathbb{R})$ by

$$
\begin{equation*}
\mathscr{A} f(y)=\frac{1}{2} \int_{|x|>|y|} K(|x|, y) f(x) A(x) d x \tag{2.5}
\end{equation*}
$$

is an automorphism of $\mathscr{D}_{e}(\mathbb{R})$ satisfying

$$
\begin{equation*}
\mathscr{A} \circ\left(\Delta+\varrho^{2}\right)=\frac{d^{2}}{d x^{2}} \circ \mathscr{A} . \tag{2.6}
\end{equation*}
$$

## 3. A family of differential-reflection operators

For $\varepsilon \in \mathbb{R}$ we consider the following one-dimensional differential-reflection operators

$$
\begin{equation*}
\Lambda_{A, \varepsilon} f(x)=f^{\prime}(x)+\frac{A^{\prime}(x)}{A(x)}\left(\frac{f(x)-f(-x)}{2}\right)-\varepsilon \varrho f(-x) \tag{3.1}
\end{equation*}
$$

In view of (2.1) and the hypothesis $(\mathrm{H} 4)$ on $A^{\prime} / A$, the space $\mathscr{D}(\mathbb{R})$ (of smooth functions with compact support on $\mathbb{R}$ ) and the space $\mathscr{S}(\mathbb{R})$ (of Schwartz functions on $\mathbb{R}$ ) are invariant under the action of $\Lambda_{A, \varepsilon}$.

Let $S$ denote the symmetry $(S f)(x):=f(-x)$. The following lemma is needed later. The easy proof is left to the reader.
Lemma 3.1. Let $f \in C^{\infty}(\mathbb{R})$ such that $\sup _{x \in \mathbb{R}}(1+|x|)^{r} e^{s|x|}\left|f^{(t)}(x)\right|<\infty$ for every $r, t \in \mathbb{N}$ and for some $2 \varrho \leq s<\infty$, and let $g \in C^{\infty}(\mathbb{R})$ such that $g$ and all its derivatives are at most of polynomial growth. Then

$$
\int_{\mathbb{R}} \Lambda_{A, \varepsilon} f(x) g(x) A(x) d x=-\int_{\mathbb{R}} f(x)\left(\Lambda_{A, \varepsilon}+2 \varepsilon \varrho S\right) g(x) A(x) d x .
$$

Let $\lambda \in \mathbb{C}$ and consider the initial data problem

$$
\begin{equation*}
\Lambda_{A, \varepsilon} f(x)=\operatorname{i\lambda f}(x) \quad \text { with } \quad f(0)=1, \tag{3.2}
\end{equation*}
$$

where $f: \mathbb{R} \rightarrow \mathbb{C}$. We have the following statement.
Theorem 3.2. Let $\lambda \in \mathbb{C}$. There exists a unique solution $\Psi_{A, \varepsilon}(\lambda, \cdot)$ to the problem (3.2). Further, for every $x \in \mathbb{R}$, the function $\lambda \mapsto \Psi_{A, \varepsilon}(\lambda, x)$ is analytic on $\mathbb{C}$. More explicitly:
(i) For $i \lambda \neq \varepsilon \varrho$,

$$
\begin{equation*}
\Psi_{A, \varepsilon}(\lambda, x)=\varphi_{\mu_{\varepsilon}}(x)+\frac{1}{i \lambda-\varepsilon \varrho} \varphi_{\mu_{\varepsilon}}^{\prime}(x) \text { with } \mu_{\varepsilon}^{2}:=\lambda^{2}+\left(\varepsilon^{2}-1\right) \varrho^{2} . \tag{3.3}
\end{equation*}
$$

We may rewrite the solution (3.3) as

$$
\begin{equation*}
\Psi_{A, \varepsilon}(\lambda, x)=\varphi_{\mu_{\varepsilon}}(x)+(i \lambda+\varepsilon \varrho) \frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} \varphi_{\mu_{\varepsilon}}(t) A(t) d t . \tag{3.4}
\end{equation*}
$$

(ii) For $i \lambda=\varepsilon \varrho$,

$$
\begin{equation*}
\Psi_{A, \varepsilon}(\lambda, x)=1+2 \varepsilon \varrho \frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} A(t) d t \tag{3.5}
\end{equation*}
$$

Proof. The proof is easy and standard.
The following positivity result is the basic ingredient in obtaining suitable growth estimates of $\Psi_{A, \varepsilon}$.

Theorem 3.3. Assume that $-1 \leq \varepsilon \leq 1$. For all $\lambda \in i \mathbb{R}$, the function $\Psi_{A, \varepsilon}(\lambda, \cdot)$ is real and strictly positive.

Proof. The proof is inspired by [30]. If we take complex conjugates in (3.2), we see that $\overline{\Psi_{A, \varepsilon}(\lambda, \cdot)}$ and $\Psi_{A, \varepsilon}(\lambda, \cdot)$ satisfy the same system (3.2). Since $\overline{\Psi_{A, \varepsilon}(\lambda, 0)}=1$, the uniqueness part in Theorem 3.2 shows that $\overline{\Psi_{A, \varepsilon}(\lambda, x)}=\Psi_{A, \varepsilon}(\lambda, x)$ for all $x \in \mathbb{R}$.

Assume that $\Psi_{A, \varepsilon}(\lambda, \cdot)$ is not strictly positive. Since $\Psi_{A, \varepsilon}(\lambda, 0)=1>0$, it follows that $\Psi_{A, \varepsilon}(\lambda, \cdot)$ vanishes. Let $x_{0}$ be a zero of $\Psi_{A, \varepsilon}(\lambda, \cdot)$ so that

$$
\left|x_{0}\right|=\inf \left\{|x|: \Psi_{A, \varepsilon}(\lambda, x)=0\right\} .
$$

Since $\Psi_{A, \varepsilon}(\lambda, 0)=1$ we have $\Psi_{A, \varepsilon}(\lambda, x) \geq 0$ on $\left[-\left|x_{0}\right|,\left|x_{0}\right|\right]$. In particular $\Psi_{A, \varepsilon}\left(\lambda,-x_{0}\right) \geq 0$. We claim that

$$
\begin{equation*}
\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right)=0 \text { and } \Psi_{A, \varepsilon}\left(\lambda,-x_{0}\right)=0 \tag{3.6}
\end{equation*}
$$

To prove (3.6), let us first assume that $x_{0}>0$. Then $\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right) \leq 0$. Moreover,

$$
\begin{equation*}
\Psi_{A, \varepsilon}^{\prime}(\lambda, x)=\left(\frac{A^{\prime}(x)}{2 A(x)}+\varepsilon \varrho\right)\left(\Psi_{A, \varepsilon}(\lambda,-x)-\Psi_{A, \varepsilon}(\lambda, x)\right)+(i \lambda+\varepsilon \varrho) \Psi_{A, \varepsilon}(\lambda, x) . \tag{3.7}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right)=\left(\frac{A^{\prime}\left(x_{0}\right)}{2 A\left(x_{0}\right)}+\varepsilon \varrho\right) \Psi_{A, \varepsilon}\left(\lambda,-x_{0}\right) . \tag{3.8}
\end{equation*}
$$

From (3.8) it follows that $\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right)$ is positive. This is due to the fact that $\varepsilon \geq-1$ and the fact that $A^{\prime} /(2 A)$ is a decreasing function on $\mathbb{R}_{+}^{*}$ and $\lim _{x \rightarrow+\infty} A^{\prime}(x) / 2 A(x)=\varrho$. We deduce that $\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right)=0$, and therefore, from (3.8), $\Psi_{A, \varepsilon}\left(\lambda,-x_{0}\right) \stackrel{x \rightarrow+\infty}{=0}$.

Now, let us assume that $x_{0}<0$. Then $\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right) \geq 0$. Moreover, for $x_{0}<0$, equation (3.8) implies $\Psi_{A, \varepsilon}^{\prime}\left(\lambda, x_{0}\right) \leq 0$. This is due to $\varepsilon \leq 1$ and to assumptions on $A^{\prime} /(2 A)$. Then, as above, we conclude that $\Psi_{A, \varepsilon}^{\prime \prime}\left(\lambda, x_{0}\right)=0$, and once again appealing to (3.8) we have $\Psi_{A, \varepsilon}\left(\lambda,-x_{0}\right)=0$. This finishes the proof of the claim (3.6).

Starting this time from $\Psi_{A, \varepsilon}\left(\lambda,-x_{0}\right)=0$ and proceeding analogously as in the case $\Psi_{A, \varepsilon}\left(\lambda, x_{0}\right)=$ 0 , we conclude that $\Psi_{A, \varepsilon}^{\prime}\left(\lambda,-x_{0}\right)=0$ and $\Psi_{A, \varepsilon}\left(\lambda, x_{0}\right)=0$.

In summary, $\Psi_{A, \varepsilon}\left(\lambda, \pm x_{0}\right)=0$ and $\Psi_{A, \varepsilon}^{\prime}\left(\lambda, \pm x_{0}\right)=0$. Differentiating (3.7), we see that the second derivative of $\Psi_{A, \varepsilon}(\lambda, \cdot)$ vanishes at $\pm x_{0}$. Repeating the same argument over and over again to get $\Psi_{A, \varepsilon}^{(k)}\left(\lambda, \pm x_{0}\right)=0$ for all $k \in \mathbb{N}$. Since $\Psi_{A, \varepsilon}(\lambda, \cdot)$ is a real analytic function, we deduce that $\Psi_{A, \varepsilon}(\lambda, x)=0$ for all $x \in \mathbb{R}$. This contradicts $\Psi_{A, \varepsilon}(\lambda, 0)=1$. Thus, either $\Psi_{A, \varepsilon}(\lambda, x)$ is strictly positive for all $x$, or it is strictly negative for all $x$. But since $\Psi_{A, \varepsilon}(\lambda, 0)=1$, it must be $\Psi_{A, \varepsilon}(\lambda, x)>0$ for all $x \in \mathbb{R}$.

The following theorem contains estimates for the growth of the eigenfunction $\Psi_{A, \varepsilon}$.
Theorem 3.4. Suppose that $-1 \leq \varepsilon \leq 1$ and $x \in \mathbb{R}$. Then:

1) For $\lambda \in \mathbb{R}$ we have $\left|\Psi_{A, \varepsilon}(\lambda, x)\right| \leq \sqrt{2}$.
2) For $\lambda=a+i b \in \mathbb{C}$ we have $\left|\Psi_{A, \varepsilon}(\lambda, x)\right| \leq \Psi_{A, \varepsilon}(i b, x)$.
3) For $\lambda=i b \in i \mathbb{R}$ we have $\Psi_{A, \varepsilon}(i b, x) \leq \Psi_{A, \varepsilon}(0, x) e^{|b||x|}$.
4) For $\lambda=0$ we distinguish the following two cases:
a) For $\varepsilon=0$, we have $\Psi_{A, 0}(0, x)=1$.
b) For $\varepsilon \neq 0$, there is a constant $c_{\varepsilon}>0$ such that $\Psi_{A, \varepsilon}(0, x) \leq c_{\varepsilon}(|x|+1) e^{-\varrho\left(1-\sqrt{1-\varepsilon^{2}}\right)|x|}$.

Proof. 1) Assume that $\lambda \in \mathbb{R}$. Since $\Psi_{A, \varepsilon}(\lambda, x)$ is a solution of the problem (3.2), we deduce that

$$
\begin{equation*}
\left\{\Psi_{A, \varepsilon}(\lambda, \pm x)\right\}^{\prime}=-\frac{A^{\prime}(x)}{2 A(x)}\left(\Psi_{A, \varepsilon}(\lambda, \pm x)-\Psi_{A, \varepsilon}(\lambda, \mp x)\right) \pm \varepsilon \varrho \Psi_{A, \varepsilon}(\lambda, \mp x) \pm i \lambda \Psi_{A, \varepsilon}(\lambda, \pm x) \tag{3.9}
\end{equation*}
$$

By taking complex conjugates in (3.9), we obtain

$$
\begin{aligned}
& \left\{\left|\Psi_{A, \varepsilon}(\lambda, \pm x)\right|^{2}\right\}^{\prime}= \\
& =\operatorname{Re}\left\{-\frac{A^{\prime}(x)}{A(x)}\left(\Psi_{A, \varepsilon}(\lambda, \pm x)-\Psi_{A, \varepsilon}(\lambda, \mp x)\right) \overline{\Psi_{A, \varepsilon}(\lambda, \pm x)} \pm 2 \varepsilon \varrho \Psi_{A, \varepsilon}(\lambda, \mp x) \overline{\Psi_{A, \varepsilon}(\lambda, \pm x)}\right\}
\end{aligned}
$$

Since $A^{\prime}(x) / A(x) \geq 2 \varrho \geq 0$ for all $x \in \mathbb{R}_{+}$, it follows that

$$
\left\{\left|\Psi_{A, \varepsilon}(\lambda,-x)\right|^{2}\right\}^{\prime}+\left\{\left|\Psi_{A, \varepsilon}(\lambda, x)\right|^{2}\right\}^{\prime}=-\frac{A^{\prime}(x)}{A(x)}\left|\Psi_{A, \varepsilon}(\lambda,-x)-\Psi_{A, \varepsilon}(\lambda, x)\right|^{2} \leq 0, \quad \forall x \in \mathbb{R}_{+}
$$

This implies

$$
\left|\Psi_{A, \varepsilon}(\lambda,-x)\right|^{2}+\left|\Psi_{A, \varepsilon}(\lambda, x)\right|^{2} \leq\left|\Psi_{A, \varepsilon}(\lambda, 0)\right|^{2}+\left|\Psi_{A, \varepsilon}(\lambda, 0)\right|^{2}=2, \quad \forall x \in \mathbb{R}_{+}
$$

As a consequence

$$
\left|\Psi_{A, \varepsilon}(\lambda,-x)\right| \leq \sqrt{2} \quad \text { and } \quad\left|\Psi_{A, \varepsilon}(\lambda, x)\right| \leq \sqrt{2}, \quad \forall x \in \mathbb{R}_{+}
$$

2) For $\lambda=a+i b \in \mathbb{C}$ we define the function $Q_{\varepsilon, \lambda}(x):=\frac{\Psi_{A, \varepsilon}(\lambda, x)}{\Psi_{A, \varepsilon}(i b, x)}$. By Theorem 3.3 the function $Q_{\varepsilon, \lambda}$ is well defined. Using the identity (3.9) we have

$$
\begin{align*}
\left\{\left|Q_{\varepsilon, \lambda}( \pm x)\right|^{2}\right\}^{\prime} & = \pm 2 \operatorname{Re}\left\{Q_{\varepsilon, \lambda}^{\prime}( \pm x) \overline{Q_{\varepsilon, \lambda}( \pm x)}\right\} \\
& =-2\left(\frac{A^{\prime}(x)}{2 A(x)} \pm \varepsilon \varrho\right)\left(\left|Q_{\varepsilon, \lambda}( \pm x)\right|^{2}-\operatorname{Re}\left\{Q_{\varepsilon, \lambda}(\mp x) \overline{Q_{\varepsilon, \lambda}( \pm x)}\right\}\right) \frac{\Psi_{A, \varepsilon}(i b, \mp x)}{\Psi_{A, \varepsilon}(i b, \pm x)} \tag{3.10}
\end{align*}
$$

Since $-1 \leq \varepsilon \leq 1$, then, by assumptions on the function $A^{\prime} /(2 A)$, we have

$$
\left(\frac{A^{\prime}(x)}{2 A(x)} \pm \varepsilon \varrho\right) \geq 0 \quad \forall x \in \mathbb{R}_{+}
$$

It follows from (3.10) that for every $x \in \mathbb{R}_{+}$

$$
\left\{\left|Q_{\varepsilon, \lambda}( \pm x)\right|^{2}\right\}^{\prime} \leq-2\left(\frac{A^{\prime}(x)}{2 A(x)} \pm \varepsilon \varrho\right)\left|Q_{\varepsilon, \lambda}( \pm x)\right|\left(\left|Q_{\varepsilon, \lambda}( \pm x)\right|-\left|Q_{\varepsilon, \lambda}(\mp x)\right| \frac{\Psi_{A, \varepsilon}(i b, \mp x)}{\Psi_{A, \varepsilon}(i b, \pm x)}\right.
$$

Thus we can conclude that

$$
\left\{\left|Q_{\varepsilon, \lambda}( \pm x)\right|^{2}\right\}^{\prime} \leq 0 \quad \text { if } \quad\left|Q_{\varepsilon, \lambda}( \pm x)\right| \geq\left|Q_{\varepsilon, \lambda}(\mp x)\right|
$$

As a real analytic function of $x,\left|Q_{\varepsilon, \lambda}(x)\right|^{2}$ and $\left|Q_{\varepsilon, \lambda}(-x)\right|^{2}$ coincide either everywhere or on a discrete subset of $\mathbb{R}$ with no accumulation point. In the first case, $\left|Q_{\varepsilon, \lambda}(x)\right|^{2}=\left|Q_{\varepsilon, \lambda}(-x)\right|^{2}$ is a decreasing function of $x \in \mathbb{R}_{+}$. In the second case, for $x \in \mathbb{R}_{+}$, let

$$
M(x):=\max \left\{\left|Q_{\varepsilon, \lambda}(x)\right|^{2},\left|Q_{\varepsilon, \lambda}(-x)\right|^{2}\right\}
$$

If $\left|Q_{\varepsilon, \lambda}(x)\right|>\left|Q_{\varepsilon, \lambda}(-x)\right|$, then $M(x)=\left|Q_{\varepsilon, \lambda}(x)\right|^{2}$ and $M^{\prime}(x)=\left\{\left|Q_{\varepsilon, \lambda}(x)\right|^{2}\right\}^{\prime}<0$. If $\left|Q_{\varepsilon, \lambda}(x)\right|<$ $\left|Q_{\varepsilon, \lambda}(-x)\right|$, then $M(x)=\left|Q_{\varepsilon, \lambda}(-x)\right|^{2}$ and $M^{\prime}(x)=\left\{\left|Q_{\varepsilon, \lambda}(-x)\right|^{2}\right\}^{\prime}<0$. If $\left|Q_{\varepsilon, \lambda}(x)\right|=\left|Q_{\varepsilon, \lambda}(-x)\right|$ for some $x \in \mathbb{R}_{+}$, then $M$ has left and right derivatives at $x$, which are non-positive. Thus $M$ is decreasing on $\mathbb{R}_{+}$. In conclusion, for every $x \in \mathbb{R}_{+},\left|Q_{\varepsilon, \lambda}(x)\right|^{2} \leq M(0)=1$ and $\left|Q_{\varepsilon, \lambda}(-x)\right|^{2} \leq$ $M(0)=1$. That is for every $x \in \mathbb{R}$, we have $\left|Q_{\varepsilon, \lambda}(x)\right| \leq\left|Q_{\varepsilon, \lambda}(0)\right|=1$. This finishes the proof of
the second statement.
3) We proceed analogously to the function $Q_{\varepsilon, \lambda}$ above by considering the function

$$
R_{\varepsilon, b}(x):=\frac{\Psi_{A, \varepsilon}(i b, x) e^{-|b||x|}}{\Psi_{A, \varepsilon}(0, x)}
$$

4) The fact that $\Psi_{A, 0}(0, x)=1$ follows immediately from (3.5). Assume that $\varepsilon \neq 0$. In this case

$$
\Psi_{A, \varepsilon}(0, x)=\varphi_{\mu_{\varepsilon}^{0}}(x)-\frac{1}{\varepsilon \varrho} \varphi_{\mu_{\varepsilon}^{0}}^{\prime}(x),
$$

where $\mu_{\varepsilon}^{0}$ satisfies $\left(\mu_{\varepsilon}^{0}\right)^{2}=\left(\varepsilon^{2}-1\right) \varrho^{2}$. Since $|\varepsilon| \leq 1$, it follows from Lemma 2.2 2), 3), 4) that there exists a positive constant $c_{\varepsilon}$ such that $\Psi_{A, \varepsilon}(0, x) \leq c_{\varepsilon}(|x|+1) e^{-\varrho\left(1-\sqrt{1-\varepsilon^{2}}\right)|x|}$.

Henceforth, we will assume that $-1 \leq \varepsilon \leq 1$. We remind the reader that $\varphi_{i o}(x)=1$ and $\varphi_{i \sqrt{1-\varepsilon^{2}} \varrho}(x) \leq c(|x|+1) e^{-\varrho\left(1-\sqrt{1-\varepsilon^{2}}\right)|x|}$; see Lemma 2.2.

Theorem 3.5. 1) Assume that $\lambda \in \mathbb{C}$ and $|x| \geq x_{0}$ with $x_{0}>0$. Given $N \in \mathbb{N}$, there is a positive constant $c$ such that

$$
\begin{equation*}
\left|\frac{\partial^{N}}{\partial x^{N}} \Psi_{A, \varepsilon}(\lambda, x)\right| \leq c(|\lambda|+1)^{N} e^{|\operatorname{Im} \lambda||x|} \varphi_{i \sqrt{1-\varepsilon^{2}} \varrho}(x) \tag{3.11}
\end{equation*}
$$

2) Assume that $\lambda \in \mathbb{C}$ and $x \in \mathbb{R}$. Given $M \in \mathbb{N}$, there is a positive constant $c$ such that

$$
\left|\frac{\partial^{M}}{\partial \lambda^{M}} \Psi_{A, \varepsilon}(\lambda, x)\right| \leq c|x|^{M} e^{|\operatorname{Im} \lambda||x|} \varphi_{i \sqrt{1-\varepsilon^{2}} \varrho^{2}}(x)
$$

Proof. 1) If $N=0$ this is nothing but Theorem 3.4 2), 3) and 4). So assume $N \geq 1$. On the one hand, $\Psi_{A, \varepsilon}(\lambda, x)$ satisfies the following equation

$$
\Psi_{A, \varepsilon}^{\prime}(\lambda, x)=-\frac{A^{\prime}(x)}{2 A(x)}\left(\Psi_{A, \varepsilon}(\lambda, x)-\Psi_{A, \varepsilon}(\lambda,-x)\right)+\varepsilon \varrho \Psi_{A, \varepsilon}(\lambda,-x)+i \lambda \Psi_{A, \varepsilon}(\lambda, x) .
$$

This allows us to express the derivatives of $\Psi_{A, \varepsilon}(\lambda, \cdot)$ in terms of lower order derivatives. On the other hand, since $A^{\prime} /(2 A)$ satisfies the hypothesis (H4), it follows that there exists a positive constant $C$ such that

$$
\left|\left(\frac{A^{\prime}(x)}{2 A(x)}\right)^{(N)}\right| \leq C, \quad \forall|x| \geq x_{0} \text { with } x_{0}>0
$$

Now the estimate (3.11) can be proved by induction on $N$.
2) Recall that the mapping $\lambda \mapsto \Psi_{A, \varepsilon}(\lambda, x)$ is entire, for every $x \in \mathbb{R}$, and that

$$
\begin{equation*}
\left|\Psi_{A, \varepsilon}(\lambda, x)\right| \leq c e^{|\operatorname{Im} \lambda||x|} \varphi_{i \sqrt{1-\varepsilon^{2}} \varrho}(x) \tag{3.12}
\end{equation*}
$$

for all $\lambda \in \mathbb{C}$ and $x \in \mathbb{R}$. If $M=0$ this is just (3.12). So assume $M>0$. If $x=0$, the statement follows from Liouville's theorem. If $x \neq 0$, apply Cauchy's integral formula for $\Psi_{A, \varepsilon}(\lambda, x)$ over a circle with radius proportional to $\frac{1}{|x|}$, centered at $\lambda$ in the complex plane.

## 4. An intertwining operator

4.1. A Laplace type representation of the eigenfunctions. In this section we will show that $\Psi_{A, \varepsilon}(\lambda, \cdot)$ can be expressed as the Laplace transform of a compactly supported function. In the literature this is the so-called Mehler's type formula.

Denote by $C_{e}^{\infty}(\mathbb{R})$ the space of even functions in $C^{\infty}(\mathbb{R})$. For $f \in C_{e}^{\infty}(\mathbb{R})$ we set

$$
\begin{equation*}
\mathscr{E}_{\varepsilon} f(x):=f(x)-\frac{\varrho_{\varepsilon}|x|}{2} \int_{|y|<|x|} f(y) \frac{J_{1}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right)}{\sqrt{x^{2}-y^{2}}} d y \tag{4.1}
\end{equation*}
$$

where $J_{1}$ is the Bessel function of the first kind and $\varrho_{\varepsilon}:=\sqrt{1-\varepsilon^{2}} \varrho$. If $\varepsilon= \pm 1$, then $\varrho_{ \pm 1}=0$, and therefore $\mathscr{E}_{ \pm 1}=\mathrm{id}$. The following statement is nothing but a reformulation of Proposition 2.1 in [31]. See also Theorem 5.1 in [21].

Proposition 4.1. The integral transform $\mathscr{E}_{\varepsilon}$ is an automorphism of $C_{e}^{\infty}(\mathbb{R})$ satisfying

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \circ \mathscr{E}_{\varepsilon}=\mathscr{E}_{\varepsilon} \circ\left(\frac{d^{2}}{d x^{2}}-\varrho_{\varepsilon}^{2}\right) \quad \text { and } \quad \mathscr{E}_{\varepsilon} f(0)=f(0) \tag{4.2}
\end{equation*}
$$

The inverse transform $\mathscr{E}_{\varepsilon}^{-1}$ is given by

$$
\mathscr{E}_{\varepsilon}^{-1} f(x)=f(x)+\frac{\varrho_{\varepsilon}|x|}{2} \int_{|y|<|x|} f(y) \frac{I_{1}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right)}{\sqrt{x^{2}-y^{2}}} d y
$$

where $I_{1}$ is the modified Bessel function of the first kind.
Let $\mathscr{D}_{e}(\mathbb{R})$ be the space of even functions in $\mathscr{D}(\mathbb{R})$. For $g \in \mathscr{D}_{e}(\mathbb{R})$ put

$$
{ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} g(y)=g(y)-\frac{\varrho_{\varepsilon}}{2} \int_{|x|| | y \mid}|x| g(x) \frac{J_{1}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right)}{\sqrt{x^{2}-y^{2}}} d x
$$

We may rewrite ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} g$ as

$$
{ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} g(y)=-\int_{|y|}^{\infty} g^{\prime}(x) J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x
$$

Below we will show that $\mathscr{D}_{e}(\mathbb{R})$ is stable by ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}$. Thus, one may check that for all $f \in C_{e}^{\infty}(\mathbb{R})$ and all $g \in \mathscr{D}_{e}(\mathbb{R})$,

$$
\int_{\mathbb{R}} \mathscr{E}_{\varepsilon} f(x) g(x) d x=\int_{\mathbb{R}} f(y)^{\mathrm{t}} \mathscr{E}_{\varepsilon} g(y) d y
$$

Theorem 4.2. The transform integral ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}$ is an automorphism of $\mathscr{D}_{e}(\mathbb{R})$ satisfying

$$
\begin{equation*}
{ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} \circ \frac{d^{2}}{d x^{2}}=\left(\frac{d^{2}}{d x^{2}}-\varrho_{\varepsilon}^{2}\right) \circ{ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} \tag{4.3}
\end{equation*}
$$

The inverse transform ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}^{-1}$ is given by

$$
{ }^{t} \mathscr{E}_{\varepsilon}^{-1} g(y)=g(y)+\frac{\varrho_{\varepsilon}}{2} \int_{|x|>|y|}|x| g(x) \frac{I_{1}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right)}{\sqrt{x^{2}-y^{2}}} d x=-\int_{|y|}^{\infty} g^{\prime}(x) I_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x
$$

Proof. It is clear that ${ }^{t} \mathscr{E}_{\varepsilon} g$ is an even function whenever $g$ is even. A direct calculation gives the intertwining property (4.3), which we may rewrite as $D^{2} \circ^{\mathrm{t}} \mathscr{E}_{\varepsilon}={ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} \circ\left(D^{2}+\varrho_{\varepsilon}^{2}\right)$, where $D$ denotes the ordinary derivative. Thus, for all $N \in \mathbb{N}$ and for all $y \in \mathbb{R}_{+}$, we have

$$
D^{2 N} \circ^{\mathrm{t}} \mathscr{E}_{\varepsilon} g(y)={ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} \circ\left(D^{2}+\varrho_{\varepsilon}^{2}\right)^{N} g(y)=-\int_{8}^{\infty} J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) D\left(D^{2}+\varrho_{\varepsilon}^{2}\right)^{N} g(x) d x
$$

Using the well know fact that $\left|J_{0}(r)\right| \leq 1$ for all $r \in \mathbb{R}_{+}$, it follows that if $\operatorname{supp}(g) \subset[-a, a]$, then there exists a constant $c$ such that

$$
\sup _{y \in[-a, a]}\left|D^{2 N} \circ^{\mathrm{t}} \mathscr{E}_{\varepsilon} g(y)\right| \leq c \sup _{x \in[-a, a]}\left|D^{M} g(x)\right|<\infty
$$

for some positive integer $M$. Thus, the space $\mathscr{D}_{e}(\mathbb{R})$ is stable by ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}$.
Recall that we may rewrite ${ }^{\text {t }} \mathscr{E}_{\varepsilon}$ and its "potential" inverse transform respectively as

$$
{ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} g(y)=-\int_{|y|}^{\infty} g^{\prime}(x) J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x \quad \text { and } \quad \mathrm{t} \mathscr{E}_{\varepsilon}^{-1} g(y)=-\int_{|y|}^{\infty} g^{\prime}(x) I_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x
$$

We will assume that $y>0$. Then

$$
\begin{aligned}
\mathrm{t} \mathscr{E}_{\varepsilon}\left(\mathrm{t} \mathscr{E}_{\varepsilon}^{-1} g\right)(y)= & \int_{x>y}\left\{\int_{s>x} g^{\prime}(s) I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) d s\right\}^{\prime} J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x \\
= & -\int_{x>y} g^{\prime}(x) J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x \\
& +\int_{x>y}\left\{\int_{s>x} g^{\prime}(s) \partial_{x} I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) d s\right\} J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x .
\end{aligned}
$$

Integration by parts implies

$$
\int_{s>x} g^{\prime}(s) \partial_{x} I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) d s=\frac{\varrho_{\varepsilon}^{2}}{2} x g(x)-\int_{s>x} g(s) \partial_{s} \partial_{x} I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) d s
$$

Above we have used the fact that $I_{0}^{\prime}(z)=I_{1}(z)$ and that the function $\left(\frac{z}{2}\right)^{-v} I_{\nu}(z)$ is normalized at 0 by 1 . Thus,

$$
\begin{aligned}
{ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}\left(\mathscr{E}_{\varepsilon}^{(1-1} g\right)(y) & =\int_{x>y}\left(\frac{\varrho_{\varepsilon}^{2}}{2} x g(x)-g^{\prime}(x)\right) J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) d x \\
& -\int_{s>y} g(s)\left\{\int_{y}^{s} J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) \partial_{s} \partial_{x} I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) d x\right\} d s .
\end{aligned}
$$

Next, we will compute the integral within brackets on the right hand side of the identity above. On the one hand, since $I_{0}^{\prime}(z)=I_{1}(z)$, we have

$$
\begin{aligned}
\partial_{s} \partial_{x} I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) & =-\varrho_{\varepsilon} x \partial_{s}\left(\left(s^{2}-x^{2}\right)^{-1 / 2} I_{1}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right)\right) \\
& =\varrho_{\varepsilon} \frac{x s}{\left(s^{2}-x^{2}\right)^{3 / 2}} I_{1}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right)-\varrho_{\varepsilon}^{2} \frac{x s}{\left(s^{2}-x^{2}\right)} I_{1}^{\prime}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) \\
& =-\varrho_{\varepsilon}^{2} \frac{x s}{\left(s^{2}-x^{2}\right)} I_{2}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) .
\end{aligned}
$$

Above we have used the well known differentiation identity $I_{v}^{\prime}(z)=I_{v+1}(z)+\frac{v}{z} I_{\nu}(z)$. On the other hand, using the following integral formula (see [15], formula (1), page 725])

$$
\int_{0}^{a} x^{\mu+1}\left(a^{2}-x^{2}\right)^{-\mu / 2-1} J_{\mu}(x) I_{v}\left(\sqrt{a^{2}-x^{2}}\right) d x=\frac{\left(\frac{a}{2}\right)^{\mu} \Gamma\left(\frac{v-\mu}{2}\right)}{2 \Gamma\left(\frac{v+\mu}{2}+1\right)} J_{v}(a), \quad \operatorname{Re} v>\operatorname{Re} \mu>-1
$$

we have

$$
\begin{aligned}
\int_{y}^{s} J_{0}\left(\varrho_{\varepsilon} \sqrt{x^{2}-y^{2}}\right) \partial_{s} \partial_{x} I_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-x^{2}}\right) d x & =-\frac{\varrho_{\varepsilon}^{2}}{2} s J_{2}\left(\varrho_{\varepsilon} \sqrt{s^{2}-y^{2}}\right) \\
& =-\varrho_{\varepsilon} \frac{s}{\sqrt{s^{2}-y^{2}}} J_{1}\left(\varrho_{\varepsilon} \sqrt{s^{2}-y^{2}}\right)+\frac{\varrho_{\varepsilon}^{2}}{2} s J_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-y^{2}}\right) \\
& =\partial_{s}\left(J_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-y^{2}}\right)\right)+\frac{\varrho_{\varepsilon}^{2}}{2} s J_{0}\left(\varrho_{\varepsilon} \sqrt{s^{2}-y^{2}}\right) .
\end{aligned}
$$

Above we have used the recurrence relation $J_{v+1}(z)+J_{v-1}(z)=\frac{2 v}{z} J_{v}(z)$ and the fact that $J_{0}^{\prime}(z)=$ $-J_{1}(z)$. Consequently, ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}\left({ }^{( } \mathscr{E}_{\varepsilon}^{-1} g\right)(y)=g(y)$. Similarly one proves that ${ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}^{-1}\left({ }^{\mathrm{t}} \mathscr{E}_{\varepsilon} g\right)=g$.

Recall from Lemma 2.1 the Laplace representation of $\varphi_{\mu}$. The following alternative Laplace representation of $\varphi_{\mu}$ is needed for later use. For $x \in \mathbb{R}$ and $y \in \mathbb{R}_{+}$put

$$
\begin{equation*}
K_{\varepsilon}(|x|, y):={ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}^{-1} K(|x|, \cdot)(y), \tag{4.4}
\end{equation*}
$$

where $K(|x|, \cdot)$ is as in (2.4). Observe that $K_{\varepsilon}(x, \cdot)$ is even, continuous and supported in [-|x|,|x|]. We note that if $\varepsilon= \pm 1$, then the transformation $\mathscr{E}_{ \pm 1}=\mathrm{id}$, and therefore $K_{ \pm 1}(x, y)=K(|x|, y)$.

Lemma 4.3. Let $\lambda \in \mathbb{C}$. The integral representation (2.4) can be rewritten as

$$
\varphi_{\mu_{\varepsilon}}(x)=\int_{0}^{|x|} K_{\varepsilon}(x, y) \cos (\lambda y) d y
$$

where the relationship between $\mu_{\varepsilon}$ and $\lambda$ is $\mu_{\varepsilon}^{2}=\lambda^{2}+\left(\varepsilon^{2}-1\right) \varrho^{2}$.
Proof. The cases $\varepsilon= \pm 1$ are trivial. So assume $\varepsilon \neq \pm 1$. Observe that we may rewrite $\mathscr{E}_{\varepsilon}$ as

$$
\mathscr{E}_{\varepsilon}(f)(y)=\left(y \int_{0}^{1} f(y t) J_{0}\left(\varrho_{\varepsilon} y \sqrt{1-t^{2}}\right) d t\right)_{y}^{\prime}
$$

for all $y>0$. Using the following integral formula (see [15, formula (7), page 722])

$$
\int_{0}^{a} \cos (c t) J_{0}\left(b \sqrt{a^{2}-t^{2}}\right) d t=\frac{\sin \left(a \sqrt{b^{2}+c^{2}}\right)}{\sqrt{b^{2}+c^{2}}}, \quad b>0
$$

we obtain

$$
\mathscr{E}_{\varepsilon}\left(\cos \left(\mu_{\varepsilon} \cdot\right)\right)(y)=\left(y \int_{0}^{1} \cos \left(\mu_{\varepsilon} y t\right) J_{0}\left(\varrho_{\varepsilon} y \sqrt{1-t^{2}}\right) d t\right)_{y}^{\prime}=\cos (\{\underbrace{\left(1-\varepsilon^{2}\right) \varrho^{2}+\mu_{\varepsilon}^{2}}_{=x^{2}}\}^{1 / 2} y)
$$

Thus $\mathscr{E}_{\varepsilon}^{-1}(\cos (\lambda \cdot))(y)=\cos \left(\mu_{\varepsilon} y\right)$. Now, the statement follows directly from the Laplace representation (2.4) of $\varphi_{\mu_{s}}(x)$.

We now establish a Laplace type representation of the eigenfunction $\Psi_{A, \varepsilon}(\lambda, \cdot)$. Henceforth we will use the following notation

$$
G_{\varepsilon}(x, y):=\int_{|y|}^{|x|} K_{\varepsilon}(t, y) A(t) d t,
$$

where $K_{\varepsilon}(t, y)$ is as in (4.4). The function $G_{\varepsilon}(x, \cdot)$ is even, continuous on its support [ $\left.-|x|,|x|\right]$ and of class $C^{1}$ on ] - $|x|,|x|[$ (see e.g. [22, Lemma 2.8]). The following statement follows directly from Lemma 4.3.

Corollary 4.4. For all $\lambda \in \mathbb{C}$ the function $\Psi_{A, \varepsilon}(\lambda, \cdot): \mathbb{R}^{*} \rightarrow \mathbb{C}$ is the Laplace transform of a compactly supported function. More precisely,

$$
\Psi_{A, \varepsilon}(\lambda, x)=\int_{|y|<|x|} \mathbb{K}_{\varepsilon}(x, y) e^{i \lambda y} d y, \quad \forall x \in \mathbb{R}^{*}
$$

where

$$
\begin{equation*}
\mathbb{K}_{\varepsilon}(x, y):=\frac{K_{\varepsilon}(x, y)}{2}+\varepsilon \varrho \frac{\operatorname{sgn}(x)}{2 A(x)} G_{\varepsilon}(x, y)-\frac{\operatorname{sgn}(x)}{2 A(x)} \partial_{y} G_{\varepsilon}(x, y) . \tag{4.5}
\end{equation*}
$$

4.2. The existence of an intertwining operator. This section is concerned with the existence of an intertwining operator between $\Lambda_{A, \varepsilon}$ and the ordinary derivative $d / d x$.

Recall from Section 2 the definition of the Abel transform $\mathscr{A}$ which is an automorphism of $\mathscr{D}_{e}(\mathbb{R})$. It is natural to define for smooth even functions the dual transform ${ }^{\mathrm{t}} \mathscr{A}$ of $\mathscr{A}$ in the following sense $\int_{\mathbb{R}} f(y) \mathscr{A} g(y) d y=\int_{\mathbb{R}}{ }^{\mathrm{t}} \mathscr{A} f(x) g(x) A(x) d x$. In [32] the author showed that

$$
{ }^{\mathrm{t}} \mathscr{A} f(x)=\frac{1}{2} \int_{||u|<x|} K(|x|, u) f(u) d u .
$$

where $K(|x|, u)$ is as in (2.4). Further, by [32, Theorem 5.1], the transform ${ }^{t} \mathscr{A}$ is an automorphism of $C_{e}^{\infty}(\mathbb{R})$ (the space of even and smooth functions on $\mathbb{R}$ ) satisfying

$$
\begin{equation*}
\left(\Delta+\varrho^{2}\right) \circ^{\mathrm{t}} \mathscr{A}={ }^{\mathrm{t}} \mathscr{A} \circ \frac{d^{2}}{d x^{2}}, \tag{4.6}
\end{equation*}
$$

where $\Delta$ is the operator (2.2).
For $-1 \leq \varepsilon \leq 1$ we define the integral transform $\mathscr{A}_{\varepsilon}$ on $\mathscr{D}_{e}(\mathbb{R})$ by

$$
\mathscr{A}_{\varepsilon} g(y)=\frac{1}{2} \int_{|x|>|y|} K_{\varepsilon}(x, y) g(x) A(x) d x
$$

where the kernel $K_{\varepsilon}$ is as in (4.4). We note that for $\varepsilon= \pm 1$ the transform $\mathscr{A}_{\varepsilon}$ reduces to the Abel transform $\mathscr{A}$. We may think of $\mathscr{A}_{\varepsilon}$ as a deformation of the transform $\mathscr{A}$. Let ${ }^{t} \mathscr{A}_{\varepsilon}$ be the linear mapping of $C_{e}^{\infty}(\mathbb{R})$ so that $\int_{\mathbb{R}} f(y) \mathscr{A}_{\varepsilon} g(y) d y=\int_{\mathbb{R}} \mathrm{t}_{\mathscr{A}_{\varepsilon}} f(x) g(x) A(x) d x$ for $f \in C_{e}^{\infty}(\mathbb{R})$ and $g \in \mathscr{D}_{e}(\mathbb{R})$. Then

$$
{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} f(x)=\frac{1}{2} \int_{|y| x|x|} K_{\varepsilon}(x, y) f(y) d y
$$

Notice that for $f \in C_{e}^{\infty}(\mathbb{R})$ and $g \in \mathscr{D}_{e}(\mathbb{R})$, the functions ${ }^{t} \mathscr{A}_{\varepsilon} f$ and $\mathscr{A}_{\varepsilon} g$ belong respectively to $C_{e}^{\infty}(\mathbb{R})$ and $\mathscr{D}_{e}(\mathbb{R})$. Moreover,

$$
\mathscr{A}_{\varepsilon}={ }^{\mathrm{t}} \mathscr{E}_{\varepsilon}^{-1} \circ \mathscr{A} \quad \text { and } \quad{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}={ }^{\mathrm{t}} \mathscr{A} \circ \mathscr{E}_{\varepsilon}^{-1} .
$$

The next corollary contains some additional properties of $\mathscr{A}_{\varepsilon}$ and ${ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}$.
Corollary 4.5. Let $D$ be the ordinary derivative and let $\Delta$ be the operator (2.2). Then for all $\varepsilon \in \mathbb{R}$ we have:

1) $\mathscr{A}_{\varepsilon} \circ\left(\Delta+\varrho^{2}\right)=\left(D^{2}+\varrho_{\varepsilon}^{2}\right) \circ \mathscr{A}_{\varepsilon}$, where $\varrho_{\varepsilon}^{2}=\left(1-\varepsilon^{2}\right) \varrho^{2}$.
2) $\left(\Delta+\varrho^{2}\right) \circ{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}={ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} \circ\left(D^{2}+\varrho_{\varepsilon}^{2}\right)$.

Proof. The first statement is an immediate consequence of (2.6) and (4.3). The second transmutation property follows from (4.2) and (4.6).

For $f \in C^{\infty}(\mathbb{R})$ we define $V_{A, \varepsilon} f$ by

$$
\begin{equation*}
V_{A, \varepsilon} f(x)=\int_{|y|<|x|} \mathbb{K}_{\varepsilon}(x, y) f(y) d y \quad \text { for } x \neq 0, \quad \text { and } \quad V_{A, \varepsilon} f(0)=f(0) \tag{4.7}
\end{equation*}
$$

where the kernel $\mathbb{K}_{\varepsilon}(x, y)$ is as in (4.5). Observe that

$$
\begin{equation*}
\Psi_{A, \varepsilon}(\lambda, x)=V_{A, \varepsilon}\left(e^{i \lambda \cdot}\right)(x) \tag{4.8}
\end{equation*}
$$

Lemma 4.6. The operator $V_{A, \varepsilon}$ can be expressed as

$$
\begin{equation*}
V_{A, \varepsilon} f(x)=(\operatorname{id}+\varepsilon \varrho \mathscr{M})^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}(x)+\left(\varepsilon^{2} \varrho^{2} \mathscr{M}+\frac{d}{d x}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{M} h(x):=\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} h(t) A(t) d t \quad \text { and } \quad \operatorname{I} h(x):=\int_{0}^{x} h(t) d t . \tag{4.10}
\end{equation*}
$$

Proof. As usual, we write $f$ as the superposition $f=f_{e}+f_{o}$ of an even function $f_{e}$ and an odd function $f_{o}$. On the one hand, we have

$$
\begin{aligned}
V_{A, \varepsilon} f_{e}(x) & =\int_{-|x|}^{|x|} \frac{K_{\varepsilon}(x, y)}{2} f_{e}(y) d y+\varepsilon \varrho \frac{\operatorname{sgn}(x)}{2 A(x)} \int_{-|x|}^{|x|} G_{\varepsilon}(x, y) f_{e}(y) d y \\
& ={ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}(x)+\varepsilon \varrho \mathscr{M} \circ{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}(x)
\end{aligned}
$$

On the other hand, $V_{A, \varepsilon} f_{o}(x)=-\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} f_{o}(y) \partial_{y} G_{\varepsilon}(x, y) d y$. We claim that

$$
\begin{equation*}
-\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} f_{o}(y) \partial_{y} G_{\varepsilon}(x, y) d y=\left(\varepsilon^{2} \varrho^{2} \mathscr{M}+\frac{d}{d x}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) \tag{4.11}
\end{equation*}
$$

where $I f_{o}$ is as in (4.10). Indeed, let us first recall the following formula (easy to check)

$$
\begin{equation*}
g^{\prime}(x)=\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} \Delta g(t) A(t) d t \tag{4.12}
\end{equation*}
$$

for even functions. By invoking (4.12) in the first equality below and the transmutation property in Corollary 4.5.2 in the second equality below we have

$$
\begin{aligned}
\frac{d}{d x}{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) & =\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} \Delta^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(s) A(s) d s \\
& =\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|}{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(\frac{d^{2}}{d x^{2}}-\varepsilon^{2} \varrho^{2}\right)\left(I f_{o}\right)(s) A(s) d s \\
& =\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|}\left\{\int_{0}^{s} K_{\varepsilon}(s, u) f_{o}^{\prime}(u) d u\right\} A(s) d s-\varepsilon^{2} \varrho^{2} \mathscr{M} \circ^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) \\
& =\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} f_{o}^{\prime}(u)\left\{\int_{u}^{|x|} K_{\varepsilon}(s, u) A(s) d s\right\} d u-\varepsilon^{2} \varrho^{2} \mathscr{M}^{\mid} \circ^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) \\
& =-\frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} f_{o}(u) \partial_{u} G_{\varepsilon}(x, u) d u-\varepsilon^{2} \varrho^{2} \mathscr{M} \circ{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) .
\end{aligned}
$$

This concludes the proof of claim (4.11), and therefore the proof of Lemma 4.6 .

Theorem 4.7. The operator $V_{A, \varepsilon}$ is the unique automorphism of $C^{\infty}(\mathbb{R})$ such that

$$
\Lambda_{A, \varepsilon} \circ V_{A, \varepsilon}=V_{A, \varepsilon} \circ \frac{d}{d x},
$$

where $\Lambda_{A, \varepsilon}$ is the differential-reflection operator (3.1).
Proof. For the proof of this theorem it is more convenient to rewrite $V_{A, \varepsilon} f_{o}$ in (4.9) as

$$
\begin{equation*}
V_{A, \varepsilon} f_{o}(x)=\mathscr{M} \circ \circ^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right)(x) . \tag{4.13}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
V_{A, \varepsilon} f_{o}(x) & =\frac{d}{d x}{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x)+\varepsilon^{2} \varrho^{2} \mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) \\
& =\mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x)+\varepsilon^{2} \varrho^{2} \mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x) \\
& =\mathscr{M}^{\left(\Delta+\varepsilon^{2} \varrho^{2}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(I f_{o}\right)(x)} \\
& =\mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(\left(I f_{o}\right)^{\prime \prime}\right)(x) \\
& =\mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right)(x) .
\end{aligned}
$$

Let $C_{e}^{\infty}(\mathbb{R})$ and $C_{o}^{\infty}(\mathbb{R})$ be the subspaces of even and odd functions in $C^{\infty}(\mathbb{R})$, respectively. Firstly, the operator $d / d x$ is one to one from $C_{o}^{\infty}(\mathbb{R})$ onto $C_{e}^{\infty}(\mathbb{R})$, and $d / d x \circ I=I \circ d / d x=\mathrm{id}$. Secondly, the transform $\mathscr{M}$ is an isomorphism from $C_{e}^{\infty}(\mathbb{R})$ to $C_{o}^{\infty}(\mathbb{R})$ and its inverse is given by

$$
\begin{equation*}
\mathscr{M}^{-1}=\frac{d}{d x}+\frac{A^{\prime}(x)}{A(x)} \mathrm{id} . \tag{4.14}
\end{equation*}
$$

Thus, from (4.9) and (4.13) it follows that $V_{A, \varepsilon}$ is an automorphism of $C^{\infty}(\mathbb{R})$. We now prove the transmutation property (4.7).

By (4.13) we have

$$
\Lambda_{A, \varepsilon}\left(V_{A, \varepsilon} f_{o}\right)=\Lambda_{A, \varepsilon}\left(\mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right)\right)=(\mathrm{id}+\varepsilon \varrho \mathscr{M})^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right) .
$$

Above we have used the fact that $\Lambda_{A, \varepsilon} \circ \mathscr{M}=\mathrm{id}+\varepsilon \varrho \mathscr{M}$. Moreover, using (4.14), one can check that

$$
\begin{aligned}
\Lambda_{A, \varepsilon}\left(V_{A, \varepsilon} f_{e}\right) & =\Lambda_{A, \varepsilon}\left({ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}+\varepsilon \varrho \mathscr{M} \circ^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}\right) \\
& =\frac{d}{d x}{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}-\varepsilon \varrho^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}+\varepsilon \varrho\left(\frac{d}{d x}+\frac{A^{\prime}(x)}{A(x)}\right) \mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}+\varepsilon^{2} \varrho^{2} \mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e} \\
& =\left(\frac{d}{d x}+\varepsilon^{2} \varrho^{2} \mathscr{M}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e} .
\end{aligned}
$$

In summary,

$$
\begin{equation*}
\Lambda_{A, \varepsilon}\left(V_{A, \varepsilon} f\right)=\left(\frac{d}{d x}+\varepsilon^{2} \varrho^{2} \mathscr{M}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}+(\mathrm{id}+\varepsilon \varrho \mathscr{M})^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right) . \tag{4.15}
\end{equation*}
$$

Now, by invoking the expression (4.9) of the operator $V_{A, \varepsilon}$ we get

$$
V_{A, \varepsilon}\left(f_{e}^{\prime}\right)=\left(\varepsilon^{2} \varrho^{2} \mathscr{M}+\frac{d}{d x}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e} \quad \text { and } \quad V_{A, \varepsilon}\left(f_{o}^{\prime}\right)=(\mathrm{id}+\varepsilon \varrho \mathscr{M})^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right) .
$$

Therefore

$$
V_{A, \varepsilon}\left(f^{\prime}\right)=\left(\varepsilon^{2} \varrho^{2} \mathscr{M}+\frac{d}{d x}\right)^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}+(\mathrm{id}+\varepsilon \varrho \mathscr{M})^{\mathrm{t}} \mathscr{A}_{\varepsilon}\left(f_{o}^{\prime}\right) .
$$

This compares well with (4.15). The uniqueness of $V_{A, \varepsilon}$ is due to the fact that $\Psi_{A, \varepsilon}(\lambda, x)=$ $V_{A, \varepsilon}\left(e^{i \lambda \cdot}\right)(x)$ and that $V_{A, \varepsilon} f(0)=f(0)$.

On the space $\mathscr{D}(\mathbb{R})$ of smooth functions with compact support, we consider the dual operator ${ }^{\mathrm{t}} V_{A, \varepsilon}$ of $V_{A, \varepsilon}$ in the sense that

$$
\begin{equation*}
\int_{\mathbb{R}} V_{A, \varepsilon} f(x) g(x) A(x) d x=\int_{\mathbb{R}} f(y)^{\mathrm{t}} V_{A, \varepsilon} g(y) d y \tag{4.16}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
{ }^{\mathrm{t}} V_{A, \varepsilon} g(y)=\int_{|x|>|y|} \mathbb{K}_{\varepsilon}(x, y) g(x) A(x) d x \tag{4.17}
\end{equation*}
$$

Lemma 4.8. The dual operator ${ }^{\mathrm{t}} V_{A, \varepsilon}$ can be expressed as

$$
{ }^{\mathrm{t}} V_{A, \varepsilon} g(y)=\mathscr{A}_{\varepsilon} g_{e}(y)-\left(\varepsilon \varrho-\frac{d}{d x}\right) \mathscr{A}_{\varepsilon}\left(J g_{o}\right)(y)
$$

where

$$
J h(x):=\int_{-\infty}^{x} h(t) d t
$$

Proof. The reader will have no trouble verifying that for every even function $f \in C^{\infty}(\mathbb{R})$ and every odd function $g \in \mathscr{D}(\mathbb{R})$

$$
\int_{\mathbb{R}} \mathscr{M} f(x) g(x) A(x) d x=-\int_{\mathbb{R}} f(x) J g(x) A(x) d x
$$

Starting from the expression (4.9) of $V_{A, \varepsilon}$ in Lemma 4.6, and by invoking (4.13) in the first equality below, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}} V_{A, \varepsilon} f(x) g(x) A(x) d x \\
= & \int_{\mathbb{R}}\left\{{ }^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}(x) g_{e}(x)+\varepsilon \varrho \mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{e}(x) g_{o}(x)+\mathscr{M}^{\mathrm{t}} \mathscr{A}_{\varepsilon} f_{o}^{\prime}(x) g_{o}(x)\right\} A(x) d x \\
= & \int_{\mathbb{R}}\left\{f_{e}(x) \mathscr{A}_{\varepsilon} g_{e}(x)-\varepsilon \varrho f_{e}(x) \mathscr{A}_{\varepsilon} J g_{o}(x)-f_{o}^{\prime}(x) \mathscr{A}_{\varepsilon} J g_{o}(x)\right\} d x \\
= & \int_{\mathbb{R}}\left\{f(x) \mathscr{A}_{\varepsilon} g_{e}(x)-\varepsilon \varrho f(x) \mathscr{A}_{\varepsilon} J g_{o}(x)+f_{o}(x) \frac{d}{d x} \mathscr{A}_{\varepsilon} J g_{o}(x)\right\} d x \\
= & \int_{\mathbb{R}} f(x)\left\{\mathscr{A}_{\varepsilon} g_{e}(x)-\varepsilon \varrho \mathscr{A}_{\varepsilon} J g_{o}(x)+\frac{d}{d x} \mathscr{A}_{\varepsilon} J g_{o}(x)\right\} d x .
\end{aligned}
$$

This finishes the proof of Lemma 4.8
The operator ${ }^{\mathrm{t}} V_{A, \varepsilon}$ satisfies the following additional property.
Theorem 4.9. The operator ${ }^{\mathrm{t}} V_{A, \varepsilon}$ is the unique automorphism of $\mathscr{D}(\mathbb{R})$ satisfying the intertwining property

$$
\frac{d}{d x} \circ{ }^{\mathrm{t}} V_{A, \varepsilon}={ }^{\mathrm{t}} V_{A, \varepsilon} \circ\left(\Lambda_{A, \varepsilon}+2 \varepsilon \varrho S\right)
$$

where $S$ denotes the symmetry $(S f)(x):=f(-x)$.
Proof. The statement follows immediately from Lemma 3.1.
4.3. The positivity of the intertwining operator. We shall say that a linear operator $L$ on $\mathscr{D}(\mathbb{R})$ is positive, if $L$ leaves the positive cone

$$
\mathscr{D}(\mathbb{R})_{+}:=\{f \in \mathscr{D}(\mathbb{R}): f(x) \geq 0 \text { for all } x \in \mathbb{R}\}
$$

invariant. The following statement is the central result of this section.
Theorem 4.10. For $-1 \leq \varepsilon \leq 1$, the intertwining operator $V_{A, \varepsilon}$ is positive.
For $\varepsilon=0$ and 1, Theorem4.10] is known (cf. [36] and [37]), while for $A(x)=A_{\alpha}(x)=|x|^{2 \alpha+1}$ and $\varepsilon$ arbitrary (the Dunkl setting), Theorem 4.10 goes back to [27]. However, the case $-1 \leq$ $\varepsilon \leq 1$ has to overcome some technical difficulties compared to $\varepsilon=0$ and 1 , as $\varepsilon$ could be positive as well as negative.

The proof of the above theorem affords several steps, the crucial one being the positivity of $V_{A, \varepsilon}\left(p_{s}(u, \cdot)\right)(x)$ for every $s>0$ and $u, x \in \mathbb{R}$, where

$$
p_{s}(u, v):=\frac{e^{-\frac{(u-v)^{2}}{4 s}}}{2 \sqrt{\pi s}}
$$

denotes the Euclidean heat kernel.
For simplicity we will write $W_{\varepsilon}(s ; u, x)$ instead of $V_{A, \varepsilon}\left(p_{s}(u, \cdot)\right)(x)$. Below we list some properties of $W_{\varepsilon}(s ; u, x)$.
Lemma 4.11. For every $s>0$ and $u, x \in \mathbb{R}$, we have

1) $W_{\varepsilon}(s ; u, x)=\frac{1}{2 \pi} \int_{\mathbb{R}} \Psi_{A, \varepsilon}(-\lambda, x) e^{-s \lambda^{2}} e^{i \lambda u} d \lambda$.
2) The function $(u, x) \mapsto W_{\varepsilon}(s ; u, x)$ is of class $C^{1}$ on $\mathbb{R}^{2}$.
3) $\left(\Lambda_{A, \varepsilon}+\partial_{u}\right) W_{\varepsilon}(s ; u, x)=0$.
4) $\lim _{\|(u, x)\| \rightarrow+\infty} W_{\varepsilon}(s ; u, x)=0$.

Proof. 1) For $x=0$, we have $W_{\varepsilon}(s ; u, 0)=p_{s}(u, 0)=\frac{e^{-u^{2} / 4 s}}{2 \sqrt{\pi s}}$. Thus, for $x=0$, the statement follows from the well known fact

$$
\begin{equation*}
\int_{\mathbb{R}} e^{-s \lambda^{2}} e^{i \lambda \xi} d \lambda=\sqrt{\frac{\pi}{s}} e^{-\frac{\xi^{2}}{4 s}} \tag{4.18}
\end{equation*}
$$

For $x \neq 0$, using again (4.18) together with the Laplace type representation (4.7) of $V_{A, \varepsilon}$, we have

$$
\begin{aligned}
W_{\varepsilon}(s ; u, x) & =\frac{1}{2 \pi} \int_{-|x|}^{|x|} \mathbb{K}_{\varepsilon}(x, y)\left(\int_{\mathbb{R}} e^{-s \lambda^{2}} e^{i \lambda(u-y)} d \lambda\right) d y \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}}\left(\int_{-|x|}^{|x|} \mathbb{K}_{\varepsilon}(x, y) e^{-i \lambda y} d y\right) e^{-s \lambda^{2}} e^{i \lambda u} d \lambda \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \Psi_{A, \varepsilon}(-\lambda, x) e^{-s \lambda^{2}} e^{i \lambda u} d \lambda .
\end{aligned}
$$

2) For $|x| \geq x_{0}$ with $x_{0}>0$, the statement follows from 1) and the growth estimate of $\left|\partial_{x} \Psi_{A, \varepsilon}(\lambda, x)\right|$ (see Theorem 3.5). Assume that $|x| \leq x_{0}$. Using the fact that

$$
\left|\varphi_{\mu}^{\prime}(x)\right| \leq c\left|\mu^{2}+\varrho^{2}\right|(|x|+1)|x| e^{(|\operatorname{II} \mu|-\varrho)|x|}
$$

and that

$$
\left|\varphi_{\mu}^{\prime \prime}(x)\right| \leq c\left|\mu^{2}+\varrho^{2}\right|(|x|+1)^{2} e^{(|\operatorname{Im} \mu|-\varrho)|x|}
$$

for all $\mu \in \mathbb{C}$ and $x \in \mathbb{R}$ (cf. [33, Proposition 6.I.5]), we deduce from (3.3) that

$$
\left|\partial_{x} \Psi_{A, \varepsilon}(\lambda, x)\right| \leq c(|\lambda|+1)^{2}(|x|+1)^{2} e^{\left(\left|\operatorname{Im} \mu_{s}\right|-\varrho\right)|x|},
$$

where $\mu_{\varepsilon}^{2}=\lambda^{2}-\left(1-\varepsilon^{2}\right) \varrho^{2}$. It follows that in both cases $\lambda^{2}-\left(1-\varepsilon^{2}\right) \varrho^{2} \gtreqless 0$, we have $\left|\partial_{x} \Psi_{A, \varepsilon}(\lambda, x)\right| \leq$ $c(|\lambda|+1)^{2}$ for all $|x| \leq x_{0}$.
3) In view of 1 ), the present statement is easy to check.
4) For $x=0, W_{\varepsilon}(s ; u, 0)=p_{s}(u, 0)=\frac{e^{-\frac{u^{2}}{s}}}{2 \sqrt{\pi s}} \rightarrow 0$ as $\|(u, x)\| \rightarrow \infty$.

For $x \neq 0$, using 1) and the growth property of the eigenfunction $\Psi_{A, \varepsilon}$ in Theorem 3.4.4, we get

$$
\left|W_{\varepsilon}(s ; u, x)\right| \leq c_{\varepsilon}(1+|x|) e^{-\varrho\left(1-\sqrt{1-\varepsilon^{2}}\right)|x|} .
$$

Now, the statement follows by means of polar coordinates.
The following lemma is also needed.
Lemma 4.12. Writing $W_{\varepsilon}$ as $W_{\varepsilon}(s ; u, x)=W_{\varepsilon}^{\mathrm{e}}+W_{\varepsilon}^{\mathrm{o}}$, as a sum of the even and the odd part of $W_{\varepsilon}$ with respect to $x$, we have $W_{\varepsilon}^{\mathrm{e}}(s ; u, x)>0$.

Proof. Using Lemma 4.11, 1 together with the expression (3.4) of the eigenfunction $\Psi_{A, \varepsilon}$, we have

$$
\begin{aligned}
& W_{\varepsilon}(s ; u, x) \\
= & \frac{1}{2 \pi} \int_{\mathbb{R}}\left(\varphi_{\mu_{\varepsilon}}(x)+(-i \lambda+\varepsilon \varrho) \frac{\operatorname{sgn}(x)}{A(x)} \int_{0}^{|x|} \varphi_{\mu_{\varepsilon}}(z) A(z) d z\right) e^{-s \lambda^{2}} e^{i \lambda u} d \lambda \\
= & \frac{1}{2 \pi} \int_{\mathbb{R}} \varphi_{\mu_{\varepsilon}}(x) e^{-s \lambda^{2}} e^{i \lambda u} d \lambda+\frac{\operatorname{sgn}(x)}{2 \pi A(x)} \int_{\mathbb{R}}\left(\int_{0}^{|x|} \varphi_{\mu_{\varepsilon}}(z) A(z) d z\right)(-i \lambda+\varepsilon \varrho) e^{-s \lambda^{2}} e^{i \lambda u} d \lambda \\
= & : W_{\varepsilon}^{\mathrm{e}}(s ; u, x)+W_{\varepsilon}^{\mathrm{o}}(s ; u, x) .
\end{aligned}
$$

Next we shall prove that $W_{\varepsilon}^{\mathrm{e}}(s ; u, x)>0$. By Lemma 4.3, we have

$$
\begin{aligned}
W_{\varepsilon}^{\mathrm{e}}(s ; u, x) & =\frac{1}{\pi} \int_{0}^{+\infty} e^{-s \lambda^{2}} \cos (\lambda u)\left(\int_{0}^{|x|} K_{\varepsilon}(x, r) \cos (\lambda r) d r\right) d \lambda \\
& =\frac{1}{\pi} \int_{0}^{|x|} K_{\varepsilon}(x, r)\left(\int_{0}^{+\infty} e^{-s \lambda^{2}} \cos (\lambda u) \cos (\lambda r) d \lambda\right) d r \\
& =\frac{1}{4 \sqrt{\pi s}} \int_{0}^{|x|} K_{\varepsilon}(x, r)\left(e^{-\frac{(u-r)^{2}}{4 s}}+e^{-\frac{(u+r)^{2}}{4 s}}\right) d r .
\end{aligned}
$$

Using the fact that $r \mapsto K_{\varepsilon}(x, r)$ is even, we deduce that

$$
W_{\varepsilon}^{\mathrm{e}}(s ; u, x) \geq \frac{e^{-(|u|+|x|)^{2} / 4 s}}{4 \sqrt{\pi s}} \int_{-|x|}^{|x|} K_{\varepsilon}(x, r) d r=\frac{e^{-(|u|+|x|)^{2} / 4 s}}{2 \sqrt{\pi s}} \varphi_{i \sqrt{1-\varepsilon^{2}} \varrho}(x)>0 .
$$

Now we come to the crucial step in the proof of Theorem 4.10.
Theorem 4.13. For every $s>0$ and $u, x \in \mathbb{R}$, we have $W_{\varepsilon}(s ; u, x) \geq 0$.
Proof. For $(u, x) \in \mathbb{R} \times\{0\}$, we have $W_{\varepsilon}(s ; u, 0)=p_{s}(u, 0)=\frac{e^{-\frac{u^{2}}{4 s}}}{2 \sqrt{\pi s}}>0$.
For $s>0$ and $(u, x) \in(\mathbb{R} \times\{0\})^{c}$, assume that $W_{\varepsilon}(s ; u, x)$ is not always non-negative. Since $W_{\varepsilon}(s ; u, 0)>0$ and $\lim _{\|(u, x)\| \rightarrow+\infty} W_{\varepsilon}(s ; u, x)=0$ (see Lemma 4.11.3), then the above assumption
implies that the function $(u, x) \mapsto W_{\varepsilon}(s ; u, x)$ admits an absolute minimum $\left(u_{0}, x_{0}\right) \in(\mathbb{R} \times\{0\})^{\text {c }}$ such that $W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)<0$. In particular, $W_{\varepsilon}^{\circ}\left(s ; u_{0}, x_{0}\right)=\left(W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)-W_{\varepsilon}\left(s ; u_{0},-x_{0}\right)\right) / 2 \leq 0$. We claim that

$$
\begin{equation*}
W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right)<0 \tag{4.19}
\end{equation*}
$$

Indeed, if $W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right)=0$, then $W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)=W_{\varepsilon}^{\mathrm{e}}\left(s ; u_{0}, x_{0}\right)$, which is impossible since $W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)<0$ while $W_{\varepsilon}^{\mathrm{e}}\left(s ; u_{0}, x_{0}\right)>0$ (see Lemma 4.12).

On the other hand, using the fact that $\left(u_{0}, x_{0}\right)$ is an absolute minimum, we have

$$
\begin{align*}
\left(\Lambda_{A, \varepsilon}+\partial_{u}\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right) & =\left(\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)}+2 \varepsilon \varrho\right) W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right)-\varepsilon \varrho W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)  \tag{4.20}\\
& =-\varepsilon \varrho W_{\varepsilon}^{\mathrm{e}}\left(s ; u_{0}, x_{0}\right)+\left(\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)}+\varepsilon \varrho\right) W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right) \tag{4.21}
\end{align*}
$$

Recall that our assumption is that $W_{\varepsilon}(s ; u, x)$ is not always non-negative for all $s>0$ and $(u, x) \in(\mathbb{R} \times\{0\})^{\mathrm{c}}$. We shall use Lemma $4.11,2$ to prove that this assumption fails.
case 1: For $\varrho=0$, the identity (4.20) reads

$$
\left(\Lambda_{A, \varepsilon}+\partial_{u}\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)=\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)} W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right) .
$$

Now, Lemma 4.11.2 and the inequality (4.19) imply that $\left(A^{\prime} / A\right)\left(x_{0}\right)=0$, which is not true in the light of the hypotheses $(\mathrm{H} 2)$ and $(\mathrm{H} 4)$ on $A^{\prime} / A$ with $\varrho=0$.
case 2: Let $\varrho>0$ and $\varepsilon=0$. As in the previous case, Lemma 4.11. 2 and the inequality (4.19) imply that $\left(A^{\prime} / A\right)\left(x_{0}\right)=0$. However, by the hypothesis (H2) on $A^{\prime} / A$, we have $\left(A^{\prime} / A\right)(x)$ ¿ $\pm 2 \varrho \gtrless 0$ for all $x \gtrless 0$. Hence our assumption does not hold true.
case 3: Let $\varrho>0$ and $\varepsilon>0$.
subcase 3.1: Assume that $x_{0}>0$. As $W_{\varepsilon}^{\mathrm{e}}\left(s ; u_{0}, x_{0}\right)>0$ and $W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right)<0$, it follows from (4.21) that $\left(\Lambda_{A, \varepsilon}+\partial_{u}\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)<0$, which is absurd by Lemma 4.11.2.
subcase 3.2: Assume that $x_{0}<0$. We pin down that

$$
\begin{equation*}
\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)}+2 \varepsilon \varrho \leq-2(1-\varepsilon) \varrho \leq 0 \tag{4.22}
\end{equation*}
$$

By Lemma 4.11.2, we have

$$
\begin{equation*}
\left(\Lambda_{A, \varepsilon}+\partial_{u}+\varepsilon \varrho \text { id }\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)=\varepsilon \varrho W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)<0, \tag{4.23}
\end{equation*}
$$

while, by (4.20), (4.19) and (4.22),

$$
\left(\Lambda_{A, \varepsilon}+\partial_{u}+\varepsilon \varrho \text { id }\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)=\left(\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)}+2 \varepsilon \varrho\right) W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right) \geq 0
$$

which contradicts the inequality (4.23).
case 4: Let $\varrho>0$ and $\varepsilon<0$.
subcase 4.1: Assume that $x_{0}>0$. Note that

$$
\begin{equation*}
\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)}+2 \varepsilon \varrho \geq 2(1+\varepsilon) \varrho \geq 0 \tag{4.24}
\end{equation*}
$$

Hence, the identities (4.20), (4.19) and (4.24) imply that $\left(\Lambda_{A, \varepsilon}+\partial_{u}\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)<0$, which is absurd by Lemma 4.11,2.
subcase 4.2: Assume that $x_{0}<0$. On the one hand, by Lemma 4.11.2, we have

$$
\begin{equation*}
\left(\Lambda_{A, \varepsilon}+\partial_{u}-\varepsilon \varrho \mathrm{id}\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)=-\varepsilon \varrho W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)<0 \tag{4.25}
\end{equation*}
$$

On the other hand, since $x_{0}<0$ we have $\left(A^{\prime} / A\right)\left(x_{0}\right)<0$. Thus, by (4.20) and (4.19),

$$
\left(\Lambda_{A, \varepsilon}+\partial_{u}-\varepsilon \varrho \mathrm{id}\right) W_{\varepsilon}\left(s ; u_{0}, x_{0}\right)=-2 \varepsilon \varrho W_{\varepsilon}^{\mathrm{e}}\left(s ; u_{0}, x_{0}\right)+\frac{A^{\prime}\left(x_{0}\right)}{A\left(x_{0}\right)} W_{\varepsilon}^{\mathrm{o}}\left(s ; u_{0}, x_{0}\right)>0
$$

which contradicts the inequality (4.25).
This finishes the proof of Theorem 4.13.
Now we are ready to prove the central result of this section.
Proof of Theorem 4.10 Let $f$ be a positive function in $\mathscr{D}(\mathbb{R})$. Proving that $V_{A, \varepsilon}(f) \geq 0$ is equivalent to showing that ${ }^{\mathrm{t}} V_{A, \varepsilon}(f) \geq 0$ (see (4.7) and (4.17)).

By (4.16) we have

$$
\int_{\mathbb{R}} f(x) V_{A, \varepsilon}\left(p_{s}(u, .)\right)(x) A(x) d x=\int_{\mathbb{R}}{ }^{\mathrm{t}} V_{A, \varepsilon} f(x) p_{s}(x, u) d x=\left({ }^{\mathrm{t}} V_{A, \varepsilon} f * q_{s}\right)(u)
$$

where $q_{s}(r):=\frac{e^{-r^{2} / 4 s}}{2 \sqrt{\pi s}}$ and $*$ is the Euclidean convolution product. Since $f \geq 0$ and $V_{A, \varepsilon}\left(p_{s}(u,).\right)(x)=$ $W_{\varepsilon}(s ; u, x) \geq 0$, it follows that $\left({ }^{t} V_{A, \varepsilon} f * q_{s}\right)(u) \geq 0$ for all $s>0$ and $u, x \in \mathbb{R}$. Thus

$$
0 \leq \lim _{s \rightarrow 0}\left({ }^{\mathrm{t}} V_{A, \varepsilon} f * q_{s}\right)(u)={ }^{\mathrm{t}} V_{A, \varepsilon} f(u)
$$
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