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# FRACTIONAL FICK'S LAW FOR THE BOUNDARY DRIVEN EXCLUSION PROCESS WITH LONG JUMPS 

C.BERNARDIN AND B.JIMENEZ OVIEDO


#### Abstract

A fractional Fick's law and fractional hydrostatics for the one dimensional exclusion process with long jumps in contact with infinite reservoirs at different densities on the left and on the right are derived.


## 1. Introduction

The exclusion process is known as the "Ising model" of non-equilibrium statistical mechanics and since its introduction in the 70's in biophysics by MacDonald et al. ([25, 26]) and in probability by Spitzer [29], a lot of papers in the mathematical physics literature focused on it because it captures the main features of more realistic diffusive systems driven out of equilibrium ([23], [24], [30]). The exclusion process is an interacting particle system consisting of a collection of continuoustime dependent random walks moving on the lattice $\mathbb{Z}$ : A particle at $x$ waits an exponential time and then chooses to jump to $x+y$ with probability $p(y)$. If, however, $x+y$ is already occupied, the jump is suppressed and the clock is reset. In this paper we are interested in the case where $p(\cdot)$ has a long tail, proportional to $|\cdot|^{-(1+\gamma)}$ for $\gamma>0$. Curiously it is only very recently that the investigation of the exclusion process with long jumps started ([4, 14, 15, 13, 28, 32]).

Our motivation for this study is threefold. First, due to the intense activity developed around the exclusion process since its introduction almost fifty years ago, it is very natural to investigate on the differences and the similarities between the finite jumps exclusion process and the long jumps exclusion process. Our second motivation is related to the field of anomalous diffusion in one dimensional chains of oscillators ( $[9,21,31])$. Recent studies suggest that the macroscopic behavior of some chains of oscillators (with short range interactions) displaying anomalous diffusion should be similar to the macroscopic behavior of the symmetric exclusion process with long jumps. In order to motivate this claim, let us observe that the equilibrium fluctuations of a harmonic chain with energy-momentum conservative noise and of the long jumps exclusion process with exponent $\gamma=3 / 2$ are the same ( $[14,15,2,3,16])$. See also Remark 2.2 of this paper for a second example. These similarities can be roughly understood by the fact that in $1 d$ chains of oscillators, the energy carriers, the phonons, do not behave like interacting Brownian particles but like interacting Levy walks ( $[11,10$ ] and [8] for a review on Levy walks). Therefore, we believe that the symmetric exclusion process with long jumps could play the role of a simple effective model to investigate properties of superdiffusive chains of oscillators. Our third motivation, which is related to the second but has also

[^0]its own interest, is to develop a macroscopic fluctuation theory for superdiffusive systems (e.g. exclusion process with long jumps) as it has been done during the last decade by Bertini et al. ([5]) for diffusive systems. The key idea behind the macroscopic fluctuation theory is that the non-equilibrium free energy of a particular given system depends only on its macroscopic behavior and not on its microscopic details. Therefore, two models macroscopically identical shall have the same non-equilibrium free energie. As explained above our hope is that some superdiffusive chains of oscillators and exclusion processes with long jumps have the same macroscopic behavior and hence the same non-equilibrium free energy.

In this paper we consider the symmetric exclusion process with long jumps in contact with two reservoirs with different densities at the boundaries. We show that in the non-equilibrium stationary state the average density current scales with the length $N$ of the system as $N^{-\delta}, 0<\delta<1$. We also show that the stationary density profile is described by the stationary solution of a fractional diffusion equation with Dirichlet boundary conditions. Observe that in a diffusive regime, $\delta=1$ and that the stationary profile is the stationary solution of a usual diffusion equation with Dirichlet boundary conditions. Similar conclusions to ours, as well as extensions to the asymmetric case, have been obtained in a non-rigorous physics paper by J. Szavits-Nossan and K. Uzelac ([32]). As a final remark of this introduction let us observe that in our paper, as well as in [32], the reservoirs are described by infinite reservoirs. This has the advantage to avoid a truncation of the long range transition probability $p(\cdot)$. However other reservoirs descriptions are possible but we conjecture that they could have a quantitative effect of the form of the stationary profile. Indeed, since the fractional Laplacian is a non-local operator, the fractional Laplacian with Dirichlet boundary conditions can be interpreted in several ways giving rise to different stationary solutions. The (microscopic) description used for the reservoirs fix the (macroscopic) interpretation of the fractional Laplacian with Dirichlet boundary conditions. In our case it is the so called "restricted fractional Laplacian" which appears. This sensitivity to the form of the reservoirs is due to the presence of long jumps and does not appear for the exclusion process with short jumps. This sensitivity has also been observed in models of (non interacting) Levy walks and in the context of $1 d$ superdiffusive chains of oscillators ([22]).

The paper is organized as follows. In Section 2 we describe precisely the model studied and the results obtained. In Section 3 we recall basic facts on the fractional Laplacian and explain what we mean by stationary solution of a fractional diffusion equation with Dirichlet boundary conditions. Section 4 is devoted to the proofs of the results with some technical lemmata postponed to the Appendix.

## 2. Model and Results

We consider a symmetric long jumps exclusion process on $\Lambda_{N}=\{1, \ldots, N-1\}$, $N \geq 2$, in contact with two reservoirs at density $\alpha \in(0,1)$ on the left and density $\beta \in(0,1)$ on the right. Let $p(\cdot)$ be a probability function on $\mathbb{Z}$ which takes the form

$$
p(z)=\frac{c_{\gamma}}{|z|^{1+\gamma}}, \quad|z| \geq 1, \quad p(0)=0
$$

where $2>\gamma>1$ and $c_{\gamma}>0$ is a normalization factor. If $\gamma \geq 2$ the boundary driven long jumps symmetric exclusion process has mutatis mutandis the same behavior
as the usual boundary driven finite jumps exclusion process ${ }^{1}$. The configuration space of the process is $\Omega_{N}=\{0,1\}^{\Lambda_{N}}$ and a typical configuration $\eta$ is denoted as a sequence $\left(\eta_{z}\right)_{z}$ indexed by $z \in \Lambda_{N}$. The generator of the boundary driven symmetric long jumps exclusion process $\{\eta(t) ; t \geq 0\}$ is defined by

$$
\begin{equation*}
L_{N}=L_{N}^{0}+L_{N}^{r}+L_{N}^{\ell} \tag{2.1}
\end{equation*}
$$

where for any $f: \Omega_{N} \rightarrow \mathbb{R}$

$$
\begin{align*}
& \left(L_{N}^{0} f\right)(\eta)=\frac{1}{2} \sum_{x, y \in \Lambda_{N}} p(x-y)\left[f\left(\eta^{x y}\right)-f(\eta)\right] \\
& \left(L_{N}^{r} f\right)(\eta)=\sum_{x \in \Lambda_{N}, y \geq N} p(x-y)\left[\eta_{x}(1-\beta)+\left(1-\eta_{x}\right) \beta\right]\left[f\left(\eta^{x}\right)-f(\eta)\right]  \tag{2.2}\\
& \left(L_{N}^{\ell} f\right)(\eta)=\sum_{x \in \Lambda_{N}, y \leq 0} p(x-y)\left[\eta_{x}(1-\alpha)+\left(1-\eta_{x}\right) \alpha\right]\left[f\left(\eta^{x}\right)-f(\eta)\right]
\end{align*}
$$

Here the configurations $\eta^{x}$ and $\eta^{x y}$ are defined by

$$
\left(\eta^{x y}\right)_{z}=\left\{\begin{array}{l}
\eta_{z}, z \neq x, y, \\
\eta_{y}, z=x, \\
\eta_{x}, z=y
\end{array} \quad, \quad\left(\eta^{x}\right)_{z}=\left\{\begin{array}{l}
\eta_{z}, z \neq x \\
1-\eta_{x}, z=x
\end{array}\right.\right.
$$

Sometimes it will be useful to consider a configuration $\eta \in \Omega_{N}$ as a configuration on $\{0,1, \alpha, \beta\}^{\mathbb{Z}}$ by extending $\eta$ by setting $\eta_{x}=\alpha$ for $x \leq 0$ and $\eta_{x}=\beta$ for $x \geq N$.

Observe that the reservoirs add and remove particles on all the sites of the lattice $\Lambda_{N}$, and not only at the boundaries, but with rates which decrease as the distance from the corresponding reservoir increases. The same kind of reservoirs is used in [32].

The bulk dynamics (i.e. without the presence of the reservoirs) conserves the number of particles. Let $W_{x}, x=1, \ldots N$, be defined by

$$
\begin{equation*}
W_{x}=\sum_{y \leq x-1} \sum_{z \geq x} p(z-y)\left[\eta_{y}-\eta_{z}\right], \quad 1 \leq x \leq N \tag{2.3}
\end{equation*}
$$

In this formula, as explained above, we adopted the convention $\eta_{z}=\alpha$ for $z \leq 0$ and $\eta_{z}=\beta$ for $z \geq N$. It can be checked that since $\gamma>1$, these quantities are well defined. Then for any $x \in \Lambda_{N}$ we have the following microscopic continuity equation

$$
\begin{equation*}
L_{N} \eta_{x}=-\nabla W_{x}:=-\left(W_{x+1}-W_{x}\right) \tag{2.4}
\end{equation*}
$$

Let us denote by $\mu_{N}$ the unique invariant measure of $\{\eta(t) ; t \geq 0\}$. If $\alpha=\beta=\rho$ then $\mu_{N}$ is equal to the Bernoulli product measure with density $\rho$. It is denoted by $\nu_{\rho}$. The expectation of a function $f$ with respect to $\mu_{N}$ (resp. $\nu_{\rho}$ ) is denoted by $\langle f\rangle_{N}$ (resp. $\langle f\rangle_{\rho}$ ) or $\mu_{N}(f)$ (resp. $\left.\nu_{\rho}(f)\right)$. For any $\rho \in(0,1)$ the density of $\mu_{N}$ with respect to $\nu_{\rho}$ is denoted by $f_{N, \rho}$.

[^1]Let $\bar{\rho}$ be the unique weak solution (see Section 3 for a precise definition ) of the stationary fractional heat equation with Dirichlet boundary conditions

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma / 2} \bar{\rho}(q)=0, \quad q \in(0,1)  \tag{2.5}\\
\bar{\rho}(0)=\alpha \\
\bar{\rho}(1)=\beta
\end{array}\right.
$$

We have that (see [6])

$$
\begin{equation*}
\forall q \in(0,1), \quad \bar{\rho}(q)=\int_{\left|y-\frac{1}{2}\right|>\frac{1}{2}} g(y) P_{\frac{1}{2}}\left(q-\frac{1}{2}, y-\frac{1}{2}\right) d y \tag{2.6}
\end{equation*}
$$

where the function $g$ is given by

$$
g(y)= \begin{cases}\alpha & \text { if } y<0 \\ \beta & \text { if } y>1 \\ 0 & \text { otherwise }\end{cases}
$$

and the Poisson kernel $P_{r}(\cdot-\theta, \cdot-\theta), r>0, \theta \in \mathbb{R}$, is defined by

$$
P_{r}(q-\theta, y-\theta)=C_{\gamma}\left[\frac{r^{2}-(q-\theta)^{2}}{(y-\theta)^{2}-r^{2}}\right]^{\frac{\gamma}{2}}|q-y|^{-1}
$$

for $|q-\theta|<r,|y-\theta|>r$ and equal to 0 elsewhere. Here $C_{\gamma}$ is a normalization constant equal to $C_{\gamma}=\Gamma(1 / 2) \pi^{-3 / 2} \sin (\pi \gamma / 2)$. It can be shown that the function $\bar{\rho}$ is smooth in the bulk but only $\gamma / 2$-Hölder at the boundaries.

Our first result is the hydrostatic behavior for the boundary driven exclusion process with long jumps, stated in the following theorem.
Theorem 2.1. Let $\gamma \in(1,2)$. For any continuous function $H:[0,1] \rightarrow \mathbb{R}$ we have that

$$
\lim _{N \rightarrow \infty} \frac{1}{N-1} \sum_{z=1}^{N-1} H\left(\frac{z}{N}\right) \eta_{z}=\int_{0}^{1} H(q) \bar{\rho}(q) d q
$$

in probability under $\mu_{N}$.
Remark 2.2. In [1] and [27], a harmonic chain with energy-momentum conservative noise in contact with thermal baths at different temperatures is considered and it is shown that the temperature profile is given by the solution of a fractional heat equation with Dirichlet boundary conditions. In these papers the baths are of Langevin type and the fractional Laplacian which appears is not the "restricted fractional Laplacian" like in our work but some "spectral fractional Laplacian". We conjecture that if Langevin baths are replaced by infinite thermal baths then the macroscopic behavior is described by the "restricted fractional Laplacian".

Our second result is the following "fractional Fick's law".
Theorem 2.3. Let $\gamma \in(1,2)$ then the following fractional Fick's law holds ${ }^{2}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N^{\gamma-1}\left\langle W_{1}\right\rangle_{N}=c_{\gamma} \int_{-\infty}^{x} d y \int_{x}^{\infty} d z \frac{\bar{\rho}(y)-\bar{\rho}(z)}{(z-y)^{1+\gamma}} \tag{2.7}
\end{equation*}
$$

where $\bar{\rho}: \mathbb{R} \rightarrow[0,1]$ is the unique solution of (2.5) and $x$ is arbitrary in $(0,1)$.
Observe that the current is a non-local function of the density.
${ }^{2}$ The RHS of (2.7) does not depend on $x$. It can be proved by taking the derivative w.r.t. $x$ of the RHS of (2.7) and showing it vanishes thanks to (2.5).

## 3. Weak solution of the stationary fractional heat equation with Dirichlet boundary conditions

The fractional Laplacian $(-\Delta)^{\gamma / 2}$ of exponent $\gamma / 2$ is defined on the set of functions $H: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{|H(q)|}{(1+|q|)^{1+\gamma}} d q<\infty \tag{3.1}
\end{equation*}
$$

by

$$
\begin{equation*}
(-\Delta)^{\gamma / 2} H(q)=c_{\gamma} \lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty} \mathbf{1}_{|y-q| \geq \varepsilon} \frac{H(q)-H(y)}{|y-q|^{1+\gamma}} d y \tag{3.2}
\end{equation*}
$$

provided the limit exists (which is the case if $H$ is $\beta$-Hölder for some $\beta>\gamma$ and satisfies (3.1), e.g. if $H$ is in the Schwartz space). Up to a multiplicative constant, $-(-\Delta)^{\gamma / 2}$ is the generator of a $\gamma$-Levy stable process. The fractional Laplacian can also be defined in an equivalent way as a pseudo-differential operator of symbol $|\xi|^{\gamma}$ (up to a multiplicative constant).

We are interested in the boundary problem (2.5) which has to be suitably interpreted since the fractional Laplacian is not a local operator. The correct interpretation of (2.5) which appears in this paper is that $\bar{\rho}$ is the restriction to $[0,1]$ of a function $u: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma / 2} u(q)=0, \quad q \in(0,1)  \tag{3.3}\\
u(q)=\alpha, \quad q \leq 0 \\
u(q)=\beta, \quad q \geq 1
\end{array}\right.
$$

In the PDE's literature this interpretation corresponds to the so-called "restricted fractional Laplacian". An another popular interpretation of the fractional Laplacian with Dirichlet boundary conditions is the "spectral fractional Laplacian" ([33]). The interpretation appearing in [1] is a third one.

Let the functions $r^{ \pm}:(0,1) \rightarrow(0, \infty)$ be defined by

$$
\begin{equation*}
r^{-}(q)=c_{\gamma} \gamma^{-1} q^{-\gamma}, \quad r^{+}(q)=c_{\gamma} \gamma^{-1}(1-q)^{-\gamma} \tag{3.4}
\end{equation*}
$$

The operator $\mathbb{L}$ is defined by its action on functions $H \in C_{c}^{2}([0,1])$, the space of $C^{2}$ functions with compact suport included in $(0,1)$, by

$$
\begin{equation*}
\forall q \in(0,1), \quad(\mathbb{L} H)(q)=-(-\Delta)^{\gamma / 2} H(q)+r^{-}(q) H(q)+r^{+}(q) H(q) \tag{3.5}
\end{equation*}
$$

Definition 3.1. We say that a continuous function $\rho:[0,1] \rightarrow[0,1]$ is a weak solution of (2.5) if $\rho(0)=\alpha, \rho(1)=\beta$ and for any smooth function $H \in C_{c}^{2}([0,1])$ we have that

$$
-\left\langle\rho,(-\Delta)^{\gamma / 2} H\right\rangle+\left\langle\alpha r^{-}+\beta r^{+}, H\right\rangle=0
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual scalar product in $\mathbb{L}^{2}([0,1])$.
Proposition 3.2. There exists a unique weak solution to (2.5). It is given by (2.6).
Proof. The existence of a continuous (explicit) solution given by (2.6) and satisfying (3.3) is a well known fact (see e.g. [6]). Let us it denote by $\rho$ and let us show it is also a weak solution. For any $H \in C_{c}^{2}([0,1])$ we have

$$
\begin{aligned}
& \langle\rho, \mathbb{L} H\rangle+\left\langle\alpha-\rho, H r^{-}\right\rangle+\left\langle\beta-\rho, H r^{+}\right\rangle \\
& =-\int_{-\infty}^{\infty} \rho(q)(-\Delta)^{\gamma / 2} H(q) d q
\end{aligned}
$$

Since $(-\Delta)^{\gamma / 2}$ is a symmetric operator in $\mathbb{L}^{2}(\mathbb{R})$ we have

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \rho(q)(-\Delta)^{\gamma / 2} H(q) d q=\int_{-\infty}^{\infty} H(q)(-\Delta)^{\gamma / 2} \rho(q) d q \\
& =\int_{0}^{1} H(q)(-\Delta)^{\gamma / 2} \rho(q) d q=0
\end{aligned}
$$

Let us now turn to the uniqueness part. Let $\rho_{1}$ and $\rho_{2}$ be two weak solutions. We extend them continuously to $\mathbb{R}$ by $\rho_{1}(y)=\rho_{2}(y)=\alpha$ if $y \leq 0$ and $\rho_{1}(y)=\rho_{2}(y)=\beta$ if $y \geq 1$. By linearity we have that for any $H \in C_{c}^{2}([0,1])$

$$
\left\langle\rho_{1}-\rho_{2},(-\Delta)^{\gamma / 2} H\right\rangle=0
$$

Since $\rho_{1}-\rho_{2}=0$ outside $(0,1),\langle\cdot, \cdot\rangle$ may be replaced by the scalar product in $\mathbb{L}^{2}(\mathbb{R})$. By using Theorem 3.12 in [6] we deduce that $\rho_{1}=\rho_{2}$.

For any continuous function $F:[0,1] \rightarrow \mathbb{R}$ we denote by $\mathcal{L}_{N} F$ the continuous function on $[0,1]$ obtained as the linear interpolation of the function defined by $\left(\mathcal{L}_{N} F\right)(0)=\left(\mathcal{L}_{N} F\right)(1)=0$ and

$$
\forall x \in \Lambda_{N}, \quad\left(\mathcal{L}_{N} F\right)\left(\frac{x}{N}\right)=\sum_{y \in \Lambda_{N}} p(y-x)\left[F\left(\frac{y}{N}\right)-F\left(\frac{x}{N}\right)\right] .
$$

We introduce also the two linear interpolation functions $r_{N}^{ \pm}:[0,1] \rightarrow \mathbb{R}$ such that for $z \in \Lambda_{N}$

$$
\begin{equation*}
r_{N}^{-}\left(\frac{z}{N}\right)=\sum_{y \geq z} p(y), \quad r_{N}^{+}\left(\frac{z}{N}\right)=\sum_{y \leq z-N} p(y) \tag{3.6}
\end{equation*}
$$

and

$$
r_{N}^{ \pm}(0)=r_{N}^{ \pm}\left(\frac{1}{N}\right), \quad r_{N}^{ \pm}(1)=r_{N}^{ \pm}\left(\frac{N-1}{N}\right)
$$

Let finally $\mathcal{K}_{N}$ the operator defined by

$$
\mathcal{K}_{N}=\mathcal{L}_{N}-r_{N}^{-}-r_{N}^{+}
$$

which, for functions $F$ with compact support in $[0,1]$, satisfies

$$
\left(\mathcal{K}_{N} F\right)\left(\frac{x}{N}\right)=\sum_{y \in \mathbb{Z}} p(y-x)\left[F\left(\frac{y}{N}\right)-F\left(\frac{x}{N}\right)\right] .
$$

Lemma 3.3. Let $H$ be a smooth function with compact support included in $[a, 1-a]$ where $a \in(0,1)$. Then we have the following uniform convergence on $[a, 1-a]$

$$
\begin{align*}
& \lim _{N \rightarrow \infty} N^{\gamma} r_{N}^{-}(q)=c_{\gamma} \gamma^{-1} q^{-\gamma}=r^{-}(q), \\
& \lim _{N \rightarrow \infty} N^{\gamma} r_{N}^{+}(q)=c_{\gamma} \gamma^{-1}(1-q)^{-\gamma}=r^{+}(q),  \tag{3.7}\\
& \lim _{N \rightarrow \infty} N^{\gamma}\left(\mathcal{K}_{N} H\right)(q)=-\left[(-\Delta)^{\gamma / 2} H\right](q) .
\end{align*}
$$

Proof. This Lemma establishes uniform convergence of Riemann sums to corresponding integrals. But since the uniformity statement requires a bit of technical work it is postponed to Appendix B.

## 4. Proofs

The first step consists to obtain a sharp upper bound on the average current in the non-equilibrium stationary state (see Lemma 4.1). This bound will be used to derive an estimate of the entropy production (Lemma 4.2) which is the key estimate to obtain by a coarse graining argument and entropy bounds that the empirical density at each extremity of $\Lambda_{N}$ is given by $\alpha$ and $\beta$ (Corollary 4.4). To identify the form of the stationary profile in the bulk, we use a method introduced in [19] for boundary driven diffusive systems (Lemma 4.6). Fractional Fick's law is then derived.

### 4.1. Entropy production bounds.

Lemma 4.1. Let $\gamma \in(1,2)$. There exists a constant $C>0$ such that for any $N \geq 2$

$$
\left\langle W_{1}\right\rangle_{N} \leq C N^{1-\gamma}
$$

Proof. By stationarity we have that for any $x \in \Lambda_{N},\left\langle W_{1}\right\rangle_{N}=\left\langle W_{x}\right\rangle_{N}$. It follows that

$$
\begin{equation*}
\left\langle W_{1}\right\rangle_{N}=\frac{1}{N-1} \sum_{x=1}^{N-1}\left\langle W_{x}\right\rangle_{N}=\frac{1}{N-1} \sum_{y<z} p(z-y)\left[\left\langle\eta_{y}\right\rangle_{N}-\left\langle\eta_{z}\right\rangle_{N}\right] \theta(y, z) \tag{4.1}
\end{equation*}
$$

where

$$
\theta(y, z)=\operatorname{Card}\left\{x \in \Lambda_{N} ; y+1 \leq x \leq z\right\}
$$

Considering the different positions of $y, z$ in $\Lambda_{N}$, we get

$$
\begin{align*}
\left\langle W_{1}\right\rangle_{N} & =\frac{1}{N-1} \sum_{z=1}^{N-1} z\left[\alpha-\left\langle\eta_{z}\right\rangle_{N}\right] \sum_{y \leq 0} p(z-y) \\
& +\frac{1}{N-1} \sum_{y=1}^{N-1}(N-1-y)\left[\left\langle\eta_{y}\right\rangle_{N}-\beta\right] \sum_{z \geq N} p(z-y) \\
& +(\alpha-\beta) \sum_{y \leq 0} \sum_{z \geq N} p(z-y)  \tag{4.2}\\
& +\frac{1}{N-1} \sum_{y<z} p(z-y)(z-y)\left[\left\langle\eta_{y}\right\rangle_{N}-\left\langle\eta_{z}\right\rangle_{N}\right] \\
& =(I)+(I I)+(I I I)+(I V)
\end{align*}
$$

We have that

$$
|(I)| \leq \frac{2}{N-1} \sum_{z=1}^{N-1} z \sum_{y \geq z} p(y)=\mathcal{O}\left(N^{1-\gamma}\right)
$$

since $\sum_{y \geq z} p(y)=\mathcal{O}\left(z^{-\gamma}\right)$ as $z \rightarrow \infty$. A similar upper bound is valid for $(I I)$ and for (III). For the last term we observe that

$$
\begin{aligned}
(I V) & =-\frac{1}{N-1} \sum_{y=1}^{N-2} \sum_{k=1}^{N-1-y} k p(k)\left[\left\langle\eta_{y+k}\right\rangle_{N}-\left\langle\eta_{y}\right\rangle_{N}\right] \\
& =-\frac{1}{N-1} \sum_{y=1}^{\left[\frac{N-1}{2}\right]} \sum_{k=y}^{N-y-1} k p(k)\left[\left\langle\eta_{N-y}\right\rangle_{N}-\left\langle\eta_{y}\right\rangle_{N}\right]
\end{aligned}
$$

so that

$$
|(I V)| \leq \frac{2}{N-1} \sum_{y=1}^{\left[\frac{N-1}{2}\right]} \sum_{k=y}^{N-y-1} k p(k)=\mathcal{O}\left(N^{1-\gamma}\right)
$$

A simple consequence of this Lemma is the following bound on the Dirichlet forms of the stationary state.

Lemma 4.2. Let $\rho \in(0,1)$. There exists a constant $C:=C(\rho, \alpha, \beta)>0$ such that for any $N \geq 2$

$$
\begin{aligned}
& \sum_{x, y \in \Lambda_{N}} p(y-x)\left\langle\left[\sqrt{f_{N, \rho}}\left(\eta^{x y}\right)-\sqrt{f_{N, \rho}}(\eta)\right]^{2}\right\rangle_{\rho} \leq \frac{C}{N^{\gamma-1}} \\
& \sum_{x \in \Lambda_{N}} \sum_{y \leq 0} p(y-x)\left\langle\left[\sqrt{f_{N, \alpha}}\left(\eta^{x}\right)-\sqrt{f_{N, \alpha}}(\eta)\right]^{2}\right\rangle_{\alpha} \leq \frac{C}{N^{\gamma-1}} \\
& \sum_{x \in \Lambda_{N}} \sum_{y \geq N} p(y-x)\left\langle\left[\sqrt{f_{N, \beta}}\left(\eta^{x}\right)-\sqrt{f_{N, \beta}}(\eta)\right]^{2}\right\rangle_{\beta} \leq \frac{C}{N^{\gamma-1}}
\end{aligned}
$$

Proof. To simplify the notation we denote $f_{N, \rho}$ by $f_{N}$. By definition of stationary state we have:

$$
\begin{align*}
& 0=\left\langle f_{N} L_{N} \log f_{N}\right\rangle_{\rho} \\
& =\left\langle f_{N} L_{N}^{0} \log f_{N}\right\rangle_{\rho}+\left\langle f_{N} L_{N}^{r} \log f_{N}\right\rangle_{\rho}+\left\langle f_{N} L_{N}^{\ell} \log f_{N}\right\rangle_{\rho} \tag{4.3}
\end{align*}
$$

We first obtain an upper bound for the second and the third term on the right hand side of the previous equality. For any $R>0$, the second term is equal to

$$
\begin{align*}
& \sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta) \eta_{x}(1-\beta)\left[\log f_{N}\left(\eta^{x}\right)-\log f_{N}(\eta)\right]\right\rangle_{\rho} \\
& +\sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(1-\eta_{x}\right) \beta\left[\log f_{N}\left(\eta^{x}\right)-\log f_{N}(\eta)\right]\right\rangle_{\rho} \\
& =\sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta) \eta_{x}(1-\beta)\left[\log \frac{R f_{N}\left(\eta^{x}\right)}{f_{N}(\eta)}\right]\right\rangle_{\rho}  \tag{4.4}\\
& +\sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(1-\eta_{x}\right) \beta\left[\log \frac{f_{N}\left(\eta^{x}\right)}{R f_{N}(\eta)}\right]\right\rangle_{\rho} \\
& -\log R \sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(\eta_{x}(1-\beta)-\left(1-\eta_{x}\right) \beta\right)\right\rangle_{\rho}
\end{align*}
$$

Now by the change of variable $w=\eta^{x}$ we have that (4.4) is equal to

$$
\begin{aligned}
& -\sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}\left(w^{x}\right)\left(1-w_{x}\right)(1-\beta)\left[\log \frac{f_{N}\left(w^{x}\right)}{R f_{N}(w)}\right]\left(\frac{\rho}{1-\rho}\right)\right\rangle_{\rho} \\
& +\sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(1-\eta_{x}\right) \beta\left[\log \frac{f_{N}\left(\eta^{x}\right)}{R f_{N}(\eta)}\right]\right\rangle_{\rho} \\
& -\log R \sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(\eta_{x}(1-\beta)-\left(1-\eta_{x}\right) \beta\right)\right\rangle_{\rho}
\end{aligned}
$$

Now, choosing $R=\frac{\beta}{1-\beta} \frac{1-\rho}{\rho}$ and using $(x-y) \log (y / x)<0$, we have that the last expression is equal to

$$
\begin{aligned}
& \frac{\beta}{R} \sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle\left(1-w_{x}\right)\left(R f_{N}(w)-f_{N}\left(w^{x}\right)\right)\left[\log \frac{f_{N}\left(w^{x}\right)}{R f_{N}(w)}\right]\right\rangle_{\rho} \\
& -\log R \sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(\eta_{x}(1-\beta)-\left(1-\eta_{x}\right) \beta\right)\right\rangle_{\rho} \\
\leq & -\log \left(\frac{\beta}{1-\beta} \frac{1-\rho}{\rho}\right) \sum_{\substack{x \in \Lambda_{N} \\
y \geq N}} p(x-y)\left\langle f_{N}(\eta)\left(\eta_{x}-\beta\right)\right\rangle_{\rho}
\end{aligned}
$$

We proved therefore that

$$
\left\langle f_{N} L_{N}^{r} \log f_{N}\right\rangle_{\rho} \leq-\log \left(\frac{\beta}{1-\beta} \frac{1-\rho}{\rho}\right)\left[\left\langle W_{N}\right\rangle_{N}+(\beta-\alpha) \sum_{\substack{x \leq 0 \\ y \geq N}} p(x-y)\right]
$$

Similar computations give that

$$
\left\langle f_{N} L_{N}^{\ell} \log f_{N}\right\rangle_{\rho} \leq-\log \left(\frac{1-\alpha}{\alpha} \frac{\rho}{1-\rho}\right)\left[\left\langle W_{1}\right\rangle_{N}+(\beta-\alpha) \sum_{\substack{x \leq 0 \\ y \geq N}} p(x-y)\right]
$$

Now, it is easy to see that,

$$
\sum_{\substack{x \leq 0 \\ y \geq N}} p(x-y)=\mathcal{O}\left(N^{1-\gamma}\right)
$$

and by Lemma 4.1, we get that there exists a constant $C^{\prime}>0$ such that

$$
\begin{aligned}
& \left\langle f_{N} L_{N}^{r} \log f_{N}\right\rangle_{\rho} \leq C^{\prime} N^{1-\gamma} \\
& \left\langle f_{N} L_{N}^{\ell} \log f_{N}\right\rangle_{\rho} \leq C^{\prime} N^{1-\gamma}
\end{aligned}
$$

Therefore, by (4.3), we have that

$$
-\left\langle f_{N} L_{N}^{0} \log f_{N}\right\rangle_{\rho} \leq C N^{1-\gamma}
$$

Now, using the simple inequality $a(\log b-\log a) \leq 2 \sqrt{a}(\sqrt{b}-\sqrt{a})$, we obtain that

$$
-\left\langle\sqrt{f_{N}} L_{N}^{0} \sqrt{f_{N}}\right\rangle_{\rho} \leq C N^{1-\gamma}
$$

This gives the first inequality in Lemma 4.2 since the left hand side of the previous inequality is equal to the left hand side of the first inequality of Lemma 4.2 because $L_{N}^{0}$ is reversible with respect to $\nu_{\rho}$ for any $\rho$. Choosing now $\rho=\alpha$, and using again the simple inequality $a(\log b-\log a) \leq 2 \sqrt{a}(\sqrt{b}-\sqrt{a})$, we have that

$$
-\left\langle\sqrt{f_{N, \alpha}} L_{N}^{\ell} \sqrt{f_{N, \alpha}}\right\rangle_{\alpha} \leq C^{\prime} N^{1-\gamma}
$$

Since $\rho=\alpha$ the left hand side of the previous inequality is equal to the left hand side of the second inequality of Lemma 4.2 because $L_{N}^{\ell}$ is reversible with respect to $\nu_{\alpha}$. The third inequality of Lemma 4.2 is obtained similarly by choosing $\rho=\beta$.
4.2. Proof of Theorem 2.1. Let $\mathcal{M}_{d}^{+}, d=1,2$, be the space of positive measures on $[0,1]^{d}$ with total mass bounded by 1 equipped with the weak topology. For any $\eta \in \Omega^{N}$ the empirical measures $\pi^{N}(\eta) \in \mathcal{M}_{1}^{+}\left(\right.$resp. $\left.\hat{\pi}^{N}(\eta) \in \mathcal{M}_{2}^{+}\right)$is defined by

$$
\begin{equation*}
\pi^{N}(\eta)=\frac{1}{N-1} \sum_{x=1}^{N-1} \eta_{x} \delta_{x / N} \tag{4.5}
\end{equation*}
$$

resp.

$$
\begin{equation*}
\hat{\pi}^{N}(\eta)=\frac{1}{(N-1)^{2}} \sum_{x, y=1}^{N-1} \eta_{x} \eta_{y} \delta_{(x / N, y / N)} \tag{4.6}
\end{equation*}
$$

where $\delta_{u}$ (resp. $\delta_{(u, v)}$ ) is the Dirac mass on $u \in[0,1]$ (resp. $\left.(u, v) \in[0,1]^{2}\right)$. Let $\mathbb{P}^{N}$ be the law on $\mathcal{M}_{1}^{+} \times \mathcal{M}_{2}^{+}$induced by $\left(\pi^{N}, \hat{\pi}^{N}\right): \Omega^{N} \rightarrow \mathcal{M}_{1}^{+} \times \mathcal{M}_{2}^{+}$when $\Omega^{N}$ is equipped with the non-equilibrium stationary state $\mu_{N}$. To simplify notations, we denote $\pi^{N}(\eta)\left(\right.$ resp. $\left.\hat{\pi}^{N}(\eta)\right)$ by $\pi^{N}\left(\right.$ resp. $\left.\hat{\pi}^{N}\right)$ and the action of $\pi \in \mathcal{M}_{d}^{+}$on a continuous function $H:[0,1]^{d} \rightarrow \mathbb{R}$ by $\langle\pi, H\rangle=\int_{[0,1]^{d}} H(u) \pi(d u)$.

The sequence $\left(\mathbb{P}^{N}\right)_{N \geq 2}$ is tight on $\mathcal{M}_{1}^{+} \times \mathcal{M}_{2}^{+}$. This is obvious since it is a family of probabilities over the compact set $\mathcal{M}_{1}^{+} \times \mathcal{M}_{2}^{+}$. Our goal is to prove that $\mathbb{P}^{*}$ is concentrated on the set of measures $(\hat{\pi}, \pi)$ of $\mathcal{M}_{1}^{+} \times \mathcal{M}_{2}^{+}$such that $\pi$ (resp. $\hat{\pi}$ ) is absolutely continuous with respect to the Lebesgue measure on $[0,1]$ (resp. $[0,1]^{2}$ ) and with a density $\rho(u)$ (resp. $\rho(u) \rho(v)$ ) where $\rho$ is a weak solution of (2.5).

Lemma 4.3. Let $\mathbb{P}^{*}$ be a cluster point of $\left(\mathbb{P}^{N}\right)_{N}$. Then $\mathbb{P}^{*}$ is concentrated on measures $(\hat{\pi}, \pi)$ such that $\pi$ (resp. $\hat{\pi}$ ) is absolutely continuous with respect to Lebesgue measure on $[0,1]$ (resp. $[0,1]^{2}$ ). The density $\rho$ of $\pi$ is a continuous function on $[0,1]$ and the density of $\hat{\pi}$ is equal to $\rho \otimes \rho:(x, y) \in[0,1]^{2} \rightarrow \rho(x) \rho(y)$.

Proof. See Appendix C.
With some abuse of notation we denote by $\left(\mathbb{P}^{N}\right)_{N}$ a fixed subsequence converging to a cluster point $\mathbb{P}^{*}$. A generic element of $\mathcal{M}_{1}^{+} \times \mathcal{M}_{2}^{+}$is denoted by $(\pi, \hat{\pi})$ with the convention that $\pi$ and $\hat{\pi}=\pi \otimes \pi$ denotes the probability measure as well as its density with respect to the Lebesgue measure.

Proposition 4.4. We have that $\mathbb{P}^{*}$ almost surely $\pi(0)=\alpha$ and $\pi(1)=\beta$.
Proof. For small $\varepsilon>0$ and small $\lambda \in \mathbb{R}$, let $B$ be the box $B:=\{[N \varepsilon], \ldots, N\}$ and let $u$ be the function defined by

$$
u=e^{\lambda \sum_{x \in B} \eta_{x}} .
$$

We recall that the action of the generator $L_{N}^{\ell}$ on a function $f: \Omega_{N} \rightarrow \mathbb{R}$ can be rewritten as

$$
\left(L_{N}^{\ell} f\right)(\eta)=\sum_{z \in \Lambda_{N}} r_{N}^{-}\left(\frac{z}{N}\right)\left[\eta_{z}(1-\alpha)+\left(1-\eta_{z}\right) \alpha\right]\left[f\left(\eta^{z}\right)-f(\eta)\right]
$$

where $r_{N}^{-}\left(\frac{z}{N}\right)=\sum_{y \geq z} p(y)$. An elementary computation shows that

$$
\begin{align*}
-\frac{L_{N}^{\ell} u}{u} & =\left[\left(e^{\lambda}-1\right)-2(1-\alpha)(\cosh \lambda-1)\right] \sum_{z \in B} r_{N}^{-}\left(\frac{z}{N}\right)\left(\eta_{z}-\alpha\right)  \tag{4.7}\\
& -2 \alpha(1-\alpha)(\cosh \lambda-1) \sum_{z \in B} r_{N}^{-}\left(\frac{z}{N}\right)
\end{align*}
$$

Multiplying (4.7) by $f_{N, \alpha}$, integrating w.r.t. $\nu_{\alpha}$ and using the variational formula of the Dirichlet form we deduce that

$$
\begin{align*}
& {\left[\left(e^{\lambda}-1\right)-2(1-\alpha)(\cosh \lambda-1)\right] \sum_{z \in B} r_{N}^{-}\left(\frac{z}{N}\right)\left(\left\langle\eta_{z}\right\rangle_{N}-\alpha\right)} \\
& \leq \sum_{z \in \Lambda_{N}} r_{N}^{-}\left(\frac{z}{N}\right)\left\langle\left[\sqrt{f_{N, \alpha}}\left(\eta^{z}\right)-\sqrt{f_{N, \alpha}}(\eta)\right]^{2}\right\rangle_{\alpha}  \tag{4.8}\\
& +2 \alpha(1-\alpha)(\cosh \lambda-1) \sum_{z \in B} r_{N}^{-}\left(\frac{z}{N}\right) \\
& \leq C N^{1-\gamma}+2 \alpha(1-\alpha)(\cosh \lambda-1) \sum_{z \in B} r_{N}^{-}\left(\frac{z}{N}\right)
\end{align*}
$$

where the last inequality is a consequence of Lemma 4.2. Observe that for $\lambda \rightarrow 0$, the term $\left(e^{\lambda}-1\right)-2(1-\alpha)(\cosh \lambda-1)$ is equivalent to $\lambda$ and has therefore the $\operatorname{sign}$ of $\lambda$ for sufficiently small $\lambda$. The term $\cosh \lambda-1$ is of order $\lambda^{2}$. Assume first that $\lambda>0$ is small. Then there exists a constant $C>0$ independent of $\lambda, \varepsilon$ and $N$ such that

$$
\begin{align*}
& \mu_{N}\left(\left\langle\pi_{N}-\alpha, N^{\gamma} \mathbf{1}_{[\varepsilon, 1]}\left(\frac{z}{N}\right) r_{N}^{-}\left(\frac{z}{N}\right)\right\rangle\right)=N^{\gamma-1} \sum_{z \in B} r_{N}^{-}\left(\frac{z}{N}\right)\left(\left\langle\eta_{z}\right\rangle_{N}-\alpha\right) \\
& \leq \frac{C}{\lambda}+C \lambda N^{-1} \sum_{z \in B} N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right) \tag{4.9}
\end{align*}
$$

By Lemma 3.3 we have that for some constant $C>0$

$$
\begin{equation*}
N^{-1} \sum_{z \in B} N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right) \leq C \int_{\varepsilon}^{1} q^{-\gamma} d q=\mathcal{O}\left(\varepsilon^{1-\gamma}\right) \tag{4.10}
\end{equation*}
$$

Therefore we conclude that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \varepsilon^{\gamma-1} \limsup _{N \rightarrow \infty} \mu_{N}\left(\left\langle\pi_{N}-\alpha, \mathbf{1}_{[\varepsilon, 1]}\left(\frac{z}{N}\right) N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)\right\rangle\right) \leq 0 \tag{4.11}
\end{equation*}
$$

Similarly, by considering small $\lambda<0$, we deduce that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \varepsilon^{\gamma-1} \liminf _{N \rightarrow \infty} \mu_{N}\left(\left\langle\pi_{N}-\alpha, \mathbf{1}_{[\varepsilon, 1]}\left(\frac{z}{N}\right) N^{\gamma} r_{N}^{-1}\left(\frac{z}{N}\right)\right\rangle\right) \geq 0 \tag{4.12}
\end{equation*}
$$

By using Lemma 3.3 we deduce that $\mathbb{P}^{*}$ a.s. we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{\gamma-1} \int_{\varepsilon}^{1} \frac{\pi(q)-\alpha}{q^{\gamma}} d q=0 \tag{4.13}
\end{equation*}
$$

But since by Lemma $4.3 \pi$ is a continuous function on $[0,1]$, if $\pi(0) \neq \alpha$, we have that

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon^{\gamma-1} \int_{\varepsilon}^{1} \frac{\pi(q)-\alpha}{q^{\gamma}} d q=\frac{\pi(0)-\alpha}{\gamma-1} \neq 0
$$

and we get a contradiction. We deduce thus that $\pi(0)=\alpha$. Similarly $\pi(1)=\beta$.

Remark 4.5. The usual proof for driven diffusive systems of this proposition is quite different and based on the so-called two-blocks estimate ([12], [20]). It turns out that in the context of exclusion process with long jumps this approach does not work since the control of the entropy production is not sufficient to cancel the heavy tails of $p$, even by using the arguments of [14].

Lemma 4.6. Let $\bar{\rho}$ be the unique weak solution of (2.5). For any $F, G$ in $C_{c}^{\infty}([0,1])$ we have

$$
\begin{equation*}
\int_{[0,1]^{2}}\left[G(u)\left((-\Delta)^{\gamma / 2} F\right)(v)+F(v)\left((-\Delta)^{\gamma / 2} G\right)(u)\right] I(u, v) d u d v=0 \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
I(u, v)=\mathbb{E}^{*}[(\pi(u)-\bar{\rho}(u))(\pi(v)-\bar{\rho}(v))] \tag{4.15}
\end{equation*}
$$

Proof. We have that

$$
\begin{align*}
& L_{N}\left(\left\langle\pi^{N}, F\right\rangle\right)=\frac{1}{N-1} \sum_{x \in \Lambda_{N}} \sum_{y \in \mathbb{Z}} F\left(\frac{x}{N}\right) p(y-x)\left(\eta_{y}-\eta_{x}\right) \\
& =\left\langle\pi^{N}, \mathcal{K}_{N} F\right\rangle+\frac{\alpha}{N-1} \sum_{x \in \Lambda_{N}}\left(F r_{N}^{-}\right)\left(\frac{x}{N}\right)+\frac{\beta}{N-1} \sum_{x \in \Lambda_{N}}\left(\operatorname{Fr}_{N}^{+}\right)\left(\frac{x}{N}\right) \tag{4.16}
\end{align*}
$$

where

$$
\mathcal{K}_{N} F=\mathcal{L}_{N} F-F r_{N}^{-}-F r_{N}^{+}
$$

We then multiply (4.16) by $N^{\gamma}$ and take the expectation with respect to $\mu_{N}$ on both sides, the left hand side being then equal to 0 by stationarity. By using Lemma 3.3 and weak convergence we conclude that

$$
\mathbb{E}^{*}\left[\int_{0}^{1}\left\{\mathbb{L} F-r^{-} F-r^{+} F\right\}(x) \pi(x) d x\right]+\int_{0}^{1}\left\{\alpha r^{-} F+\beta r^{+} F\right\}(x) d x=0
$$

We compute now $L_{N}\left(\left\langle\hat{\pi}^{N}, J\right\rangle\right)$ where $J:[0,1]^{2} \rightarrow \mathbb{R}$ is a smooth test function with compact support strictly included in $[0,1]^{2}$ and which is identically equal to 0 on the diagonal. Consider a small $\delta>0$ and take a smooth even function $H_{\delta}: \mathbb{R} \rightarrow[0,1]$ which is equal to 0 on $[-\delta, \delta]$ and equal to 1 outside of $[-2 \delta, 2 \delta]$. Let then $J_{\delta}(u, v)=F(u) G(v) H_{\delta}(v-u),(u, v) \in[0,1]^{2}$.

For $u \in[0,1]$ we denote by $F_{\delta, u}, G_{\delta, u}$ the functions given by

$$
F_{\delta, u}(v)=F(v) H_{\delta}(v-u), \quad G_{\delta, u}(v)=G(v) H_{\delta}(v-u)
$$

By using Lemma A. 1 we get that

$$
\begin{align*}
L_{N}\left(\left\langle\hat{\pi}^{N}, J_{\delta}\right\rangle\right) & =\frac{1}{N-1} \sum_{x \in \Lambda_{N}} \eta_{x} F\left(\frac{x}{N}\right)\left\langle\pi^{N}, \mathcal{K}_{N} G_{\delta, x / N}\right\rangle \\
& +\frac{1}{N-1} \sum_{x \in \Lambda_{N}} \eta_{x} G\left(\frac{x}{N}\right)\left\langle\pi^{N}, \mathcal{K}_{N} F_{\delta, x / N}\right\rangle \\
& +\frac{\alpha}{N-1} \sum_{x \in \Lambda_{N}} \eta_{x} G\left(\frac{x}{N}\right)\left\{\frac{1}{N-1} \sum_{y \in \Lambda_{N}} F_{\delta, x / N}\left(\frac{y}{N}\right) r_{N}^{-}\left(\frac{y}{N}\right)\right\} \\
& +\frac{\alpha}{N-1} \sum_{x \in \Lambda_{N}} \eta_{x} F\left(\frac{x}{N}\right)\left\{\frac{1}{N-1} \sum_{y \in \Lambda_{N}} G_{\delta, x / N}\left(\frac{y}{N}\right) r_{N}^{-}\left(\frac{y}{N}\right)\right\}  \tag{4.17}\\
& +\frac{\beta}{N-1} \sum_{x \in \Lambda_{N}} \eta_{x} G\left(\frac{x}{N}\right)\left\{\frac{1}{N-1} \sum_{y \in \Lambda_{N}} F_{\delta, x / N}\left(\frac{y}{N}\right) r_{N}^{+}\left(\frac{y}{N}\right)\right\} \\
& +\frac{\beta}{N-1} \sum_{x \in \Lambda_{N}} \eta_{x} F\left(\frac{x}{N}\right)\left\{\frac{1}{N-1} \sum_{y \in \Lambda_{N}} G_{\delta, x / N}\left(\frac{y}{N}\right) r_{N}^{+}\left(\frac{y}{N}\right)\right\} \\
& -\frac{1}{(N-1)^{2}} \sum_{x, y \in \Lambda_{N}} p(y-x)\left(\eta_{y}-\eta_{x}\right)^{2} J_{\delta}\left(\frac{x}{N} \frac{y}{N}\right)
\end{align*}
$$

Since $J_{\delta}(u, v)$ is equal to 0 for $|u-v| \leq \delta$, we have that

$$
N^{\gamma} \mu_{N}\left(\frac{-1}{(N-1)^{2}} \sum_{x, y \in \Lambda_{N}} p(y-x)\left(\eta_{y}-\eta_{x}\right)^{2} J_{\delta}\left(\frac{x}{N} \frac{y}{N}\right)\right)=\mathcal{O}\left(N^{-1}\right)
$$

We multiply (4.17) by $N^{\gamma}$ and take the expectation with respect to $\mu_{N}$ on both sides, the left hand side being then equal to 0 by stationarity. By using Lemma 3.3 and weak convergence we conclude that

$$
\begin{aligned}
& \mathbb{E}^{*}\left[\int_{[0,1]^{2}}\left\{G(u)\left((-\Delta)^{\gamma / 2} F_{\delta, u}\right)(v)+F(v)\left((-\Delta)^{\gamma / 2} G_{\delta, v}\right)(u)\right\} \pi(u) \pi(v) d u d v\right] \\
& +\mathbb{E}^{*}\left[\int_{[0,1]^{2}}\left\{G(u) \alpha r^{-}(v) F_{\delta, u}(v)+G(u) \beta r^{+}(v) F_{\delta, u}(v)\right\} \pi(u) d u d v\right] \\
& +\mathbb{E}^{*}\left[\int_{[0,1]^{2}}\left\{F(u) \alpha r^{-}(v) G_{\delta, u}(v)+F(u) \beta r^{+}(v) G_{\delta, u}(v)\right\} \pi(u) d u d v\right]=0 .
\end{aligned}
$$

We can take the limit $\delta \rightarrow 0$ and since $H_{\delta}$ converges to the function identically equal to 1 , we get

$$
\begin{aligned}
& \mathbb{E}^{*}\left[\int_{[0,1]^{2}}\left\{G(u)\left((-\Delta)^{\gamma / 2} F\right)(v)+F(v)\left((-\Delta)^{\gamma / 2} G\right)(u)\right\} \pi(u) \pi(v) d u d v\right] \\
& +\mathbb{E}^{*}\left[\int_{[0,1]^{2}}\left\{G(u) \alpha r^{-}(v) F(v)+G(u) \beta r^{+}(v) F(v)\right\} \pi(u) d u d v\right] \\
& +\mathbb{E}^{*}\left[\int_{[0,1]^{2}}\left\{F(u) \alpha r^{-}(v) G(v)+F(u) \beta r^{+}(v) G(v)\right\} \pi(u) d u d v\right]=0
\end{aligned}
$$

We have also proved that for any smooth compactly supported function $H$

$$
\mathbb{E}^{*}\left[\int_{0}^{1}\left((-\Delta)^{\gamma / 2} H\right)(u) \pi(u) d u\right]+\int_{0}^{1}\left\{\alpha r^{-} F+\beta r^{+} F\right\}(u) d u=0
$$

Let $\bar{\rho}$ be the unique weak solution of (2.5). Then we have

$$
\int_{0}^{1}\left((-\Delta)^{\gamma / 2} H\right)(u) \bar{\rho}(u) d u+\int_{0}^{1}\left\{\alpha r^{-} F+\beta r^{+} F\right\}(u) d u=0
$$

It follows that

$$
\begin{equation*}
\int_{[0,1]^{2}}\left[G(u)\left((-\Delta)^{\gamma / 2} F\right)(v)+F(v)\left((-\Delta)^{\gamma / 2} G\right)(u)\right] I(u, v) d u d v=0 \tag{4.18}
\end{equation*}
$$

Since $\mathbb{P}^{*}$ almost surely $\pi(0)=\bar{\rho}(0)=\alpha$ and $\pi(1)=\bar{\rho}(1)=\beta$ and that $\pi-\bar{\rho}$ are continuous functions, by extending then to $\mathbb{R}$ by $\pi(x)=\bar{\rho}(x)=\alpha$ if $x \leq 0$ and $\pi(x)=\bar{\rho}(x)=\beta$ if $x \geq 1$, we get that for any $F, G$ in $C_{c}^{\infty}\left([0,1]^{2}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left[G(u)\left((-\Delta)^{\gamma / 2} F\right)(v)+F(v)\left((-\Delta)^{\gamma / 2} G\right)(u)\right] I(u, v) d u d v=0 \tag{4.19}
\end{equation*}
$$

By using Theorem 3.12 in [6] we deduce that $I$ is a.s. constant with respect to Lebesgue measure on $[0,1]^{2}$. Since by Corollary 4.4, we have $I(0,0)=I(1,1)=0$, we deduce that $I$ is identically equal to 0 . Thus $\mathbb{P}^{*}$ almost surely $\pi=\bar{\rho}$.

We have proved
Proposition 4.7. The sequence $\left(\mathbb{P}^{N}\right)_{N}$ converges in law to

$$
(\bar{\rho}(x) d x, \bar{\rho}(x) \bar{\rho}(y) d x d y)
$$

where $\bar{\rho}$ is the unique weak solution of (2.5).
Theorem 2.1 is a trivial consequence of this proposition.
4.3. Proof of Fick's law. Recalling (4.2) we see that

$$
N^{\gamma-1}\left\langle W_{1}\right\rangle_{N}=\left\langle\pi^{N}, \varphi_{N}\right\rangle+N^{\gamma-1} \theta_{N}
$$

where $\varphi_{N}:(0,1) \rightarrow \mathbb{R}$ satisfying

$$
\begin{aligned}
\varphi_{N}\left(\frac{z}{N}\right) & =-N^{\gamma} \sum_{y \leq 0} \frac{z}{N} p(z-y)+N^{\gamma} \sum_{y \geq N}\left[1-\frac{1}{N}-\frac{z}{N}\right] p(y-z) \\
& +N^{\gamma} \sum_{\substack{y>z \\
y \in \Lambda_{N}}} p(y-z)\left(\frac{y-z}{N}\right)-N^{\gamma} \sum_{\substack{y<z \\
y \in \Lambda_{N}}} p(y-z)\left(\frac{z-y}{N}\right)
\end{aligned}
$$

is a discrete approximation of the function $\varphi:(0,1) \rightarrow \mathbb{R}$ given by

$$
\varphi(q)=c_{\gamma} \frac{1}{\gamma(1-\gamma)}\left\{(1-q)^{1-\gamma}-q^{1-\gamma}\right\}
$$

and

$$
\begin{aligned}
\theta_{N} & =\frac{\alpha}{N-1} \sum_{z=1}^{N-1} \sum_{y \leq 0} z p(z-y) \\
& -\frac{\beta}{N-1} \sum_{y=1}^{N-1} \sum_{z \geq N}(N-1-y) p(z-y) \\
& +(\alpha-\beta) \sum_{y \leq 0} \sum_{z \geq N} p(z-y)
\end{aligned}
$$

Observe that the function $\varphi$ is singular at $q=0$ and $q=1$ but that it is integrable on $[0,1]$. Moreover, it is easy to establish that for any $a \in(0,1)$, $\lim _{N \rightarrow \infty}\left|\varphi_{N}([N q] / N)-\varphi(q)\right|=0$ uniformly in $q \in[a, 1-a]$ and to compute the limit of $N^{\gamma-1} \theta_{N}$ :

$$
\lim _{N \rightarrow \infty} N^{\gamma-1} \theta_{N}=c_{\gamma} \frac{1}{\gamma(\gamma-1)(2-\gamma)}(\alpha-\beta)
$$

To compute the limit of $\left\langle\pi^{N}, \varphi_{N}\right\rangle=\frac{1}{N-1} \sum_{z=1}^{N-1} \varphi_{N}\left(\frac{z}{N}\right)\left\langle\eta_{z}\right\rangle_{N}$ we fix some small $a \in(0,1)$ and we split the sum in three sums, one over $z<a N$, one over $a N \leq$ $z \leq(1-a) N$ and the last one over $z>(1-a) N$. By using similar estimates as in Lemma 3.3 we easily show that (use $\left\langle\eta_{z}\right\rangle_{N} \leq 1$ )

$$
\left|\frac{1}{N-1} \sum_{\substack{z<a N \\ z>(1-a) N}} \varphi_{N}\left(\frac{z}{N}\right)\left\langle\eta_{z}\right\rangle_{N}\right| \leq C\left[a^{2-\gamma}+(1-a)^{2-\gamma}\right]
$$

for some constant $C>0$ independent of $N$. By using the uniform convergence of $\varphi_{N}$ to $\varphi$ over $[a, 1-a]$ we get that

$$
\lim _{N \rightarrow \infty} \frac{1}{N-1} \sum_{a N \leq z \leq(1-a) N} \varphi_{N}\left(\frac{z}{N}\right)\left\langle\eta_{z}\right\rangle_{N}=\int_{a}^{1-a} \varphi(q) \bar{\rho}(q) d q
$$

Thus sending first $N \rightarrow \infty$ and then $a \rightarrow 0$ we conclude that

$$
\lim _{N \rightarrow \infty}\left\langle\pi^{N}, \varphi_{N}\right\rangle=\int_{0}^{1} \bar{\rho}(q) \varphi(q) d q .
$$

Then Theorem 2.3 follows by simple integral computations and using the fact that $\bar{\rho}$ is the stationary solution of the fractional diffusion equation with Dirichlet boundary conditions.
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## Appendix A. Computations involving the generator

Lemma A.1. For any $j \neq k \in \Lambda_{N}$, we have

$$
\begin{align*}
& L_{N}^{0}\left(\eta_{j} \eta_{k}\right)=\eta_{j} L_{N}^{0} \eta_{k}+\eta_{k} L_{N}^{0} \eta_{j}-p(k-j)\left(\eta_{k}-\eta_{j}\right)^{2} \\
& L_{N}^{r}\left(\eta_{j} \eta_{k}\right)=\eta_{j} L_{N}^{r} \eta_{k}+\eta_{k} L_{N}^{r} \eta_{j}  \tag{A.1}\\
& L_{N}^{\ell}\left(\eta_{j} \eta_{k}\right)=\eta_{j} L_{N}^{\ell} \eta_{k}+\eta_{k} L_{N}^{\ell} \eta_{j}
\end{align*}
$$

Proof. By definition of $L_{N}^{0}$ we have that

$$
\begin{aligned}
L_{N}^{0}\left(\eta_{j} \eta_{k}\right) & =\frac{1}{2} \sum_{x, y \in \Lambda_{N}} p(y-x)\left[\eta_{j}^{x y} \eta_{k}^{x y}-\eta_{j} \eta_{k}\right] \\
& =\frac{1}{2} \sum_{x, y \in \Lambda_{N}} p(y-x)\left[\left(\eta_{j}^{x y} \eta_{k}-\eta_{j} \eta_{k}\right)+\left(\eta_{k}^{x y} \eta_{j}-\eta_{j} \eta_{k}\right)+\right. \\
& \left.+\eta_{j}^{x y} \eta_{k}^{x y}-\eta_{j}^{x y} \eta_{k}-\eta_{k}^{x y} \eta_{j}+\eta_{j} \eta_{k}\right] \\
& =\eta_{j} L_{N}^{0} \eta_{k}+\eta_{k} L_{N}^{0} \eta_{j}+\frac{1}{2} \sum_{x, y \in \Lambda_{N}} p(y-x)\left[\eta_{j}^{x y}-\eta_{j}\right]\left[\eta_{k}^{x y}-\eta_{k}\right] \\
& =\eta_{j} L_{N}^{0} \eta_{k}+\eta_{k} L_{N}^{0} \eta_{j}-p(k-j)\left(\eta_{k}-\eta_{j}\right)^{2}
\end{aligned}
$$

In order to prove the second expression, note that $\left[\eta_{j}^{x}-\eta_{j}\right]\left[\eta_{k}^{x}-\eta_{k}\right]=0$, for all $x \in \mathbb{Z}$, thus by definition of $L_{N}^{r}$ we have

$$
\begin{aligned}
L_{N}^{r}\left(\eta_{j} \eta_{k}\right) & =\sum_{x \in \Lambda_{N}, y \geq N} p(y-x)\left[\eta_{x}(1-\beta)+\left(1-\eta_{x}\right) \beta\right]\left[\left(\eta_{j} \eta_{k}\right)^{x}-\eta_{j} \eta_{k}\right] \\
& =\eta_{j} L_{N}^{r} \eta_{k}+\eta_{k} L_{N}^{r} \eta_{j}+ \\
& +\sum_{x \in \Lambda_{N}, y \geq N} p(y-x)\left[\eta_{x}(1-\beta)+\left(1-\eta_{x}\right) \beta\right]\left[\eta_{j}^{x}-\eta_{j}\right]\left[\eta_{k}^{x}-\eta_{k}\right] \\
& =\eta_{j} L_{N}^{r} \eta_{k}+\eta_{k} L_{N}^{r} \eta_{j} .
\end{aligned}
$$

The proof of the third expression is analogous.

## Appendix B. Proof of Lemma 3.3

Let us prove the first item, the second one being similar. It is sufficient to prove it for $q$ in the form $z / N, z \geq a N$. We have, by performing an integration by parts, that

$$
\begin{aligned}
& N^{\gamma} \sum_{y \geq z} p(y)-c_{\gamma} \int_{z / N}^{\infty} q^{-\gamma-1} d q=c_{\gamma} \sum_{y \geq z} \int_{y / N}^{(y+1) / N}\left[\left(\frac{y}{N}\right)^{-\gamma-1}-q^{-\gamma-1}\right] d q \\
& =-(\gamma+1) c_{\gamma} \sum_{y \geq z} \int_{y / N}^{(y+1) / N} q^{-(\gamma+2)}\left(q-\frac{y+1}{N}\right) d q
\end{aligned}
$$

The absolute value of the last term is bounded above by $c_{\gamma} N^{-1}(z / N)^{-\gamma-1}=$ $\mathcal{O}\left(N^{-1}\right)$ since $z / N \geq a$.

For the last claim it is sufficient to prove it for $q=x / N$. By using the symmetry of $p$ we can rewrite

$$
\left(\mathcal{K}_{N} H\right)\left(\frac{x}{N}\right)=\frac{1}{2} \sum_{z \in \mathbb{Z}} p(z)\left[H\left(\frac{x+z}{N}\right)+H\left(\frac{x-z}{N}\right)-2 H\left(\frac{x}{N}\right)\right]
$$

We split the sum over $z \in \mathbb{Z}$ into a sum over $z \geq 1$ and over $z \leq-1$ (recall that $p(0)=0$ ) and we treat separately the convergence of these two sums. Since the study is the same we consider only the sum over $z \geq 1$. Then, by a discrete integration by parts, we have

$$
\begin{aligned}
& N^{\gamma} \sum_{z \geq 1} p(z)\left[H\left(\frac{x+z}{N}\right)+H\left(\frac{x-z}{N}\right)-2 H\left(\frac{x}{N}\right)\right] \\
& =\sum_{z=2}^{\infty} N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)\left\{\theta \frac{x}{N}\left(\frac{z}{N}\right)-\theta \frac{x}{N}\left(\frac{z-1}{N}\right)\right\}+N^{\gamma} r_{N}^{-}\left(\frac{1}{N}\right) \theta_{\frac{x}{N}}\left(\frac{1}{N}\right)
\end{aligned}
$$

where

$$
\theta_{u}(v)=H(u+v)+H(u-v)-2 H(u)
$$

By a second order Taylor expansion of $H$, which is uniform over $x$ since $H$ has compact support, we see that since $\gamma<2$,

$$
\lim _{N \rightarrow \infty} N^{\gamma} r_{N}^{-}\left(\frac{1}{N}\right) \theta \frac{x}{N}\left(\frac{1}{N}\right)=0
$$

uniformly over $x$. Our aim is now to replace in the remaining sum the term $N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)$ by $r^{-}\left(\frac{z}{N}\right)$. Recall that we have seen in the proof of the first item that for any $a \in(0,1)$ there exists a constant $C_{a}>0$ such that

$$
\left|N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)-r^{-}\left(\frac{z}{N}\right)\right| \leq C_{a} N^{-1}
$$

We split the sum

$$
\sum_{z=2}^{\infty}\left\{N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)-r^{-}\left(\frac{z}{N}\right)\right\}\left\{\theta \frac{x}{N}\left(\frac{z}{N}\right)-\theta \frac{x}{N}\left(\frac{z-1}{N}\right)\right\}
$$

into the sum over $2 \leq z \leq a N$ and the sum over $z>a N$. In fact the sum over $z>$ $a N$ is equal to the sum over $3 N>z>a N$ since for $z \geq 3 N, \theta_{\frac{x}{N}}\left(\frac{z}{N}\right)-\theta_{\frac{x}{N}}\left(\frac{z-1}{N}\right)=0$. Moreover, we have that $\left|\theta \frac{x}{N}\left(\frac{z}{N}\right)-\theta \frac{x}{N}\left(\frac{z-1}{N}\right)\right|=\mathcal{O}\left(N^{-1}\right)$ uniformly in $x$ and $z$. The sum over $3 N>z>a N$ is thus bounded above by $C_{a}^{\prime} / N$ for some positive constant $C_{a}^{\prime}$ (going to $\infty$ as $a$ goes to 0 ). Since $\theta_{u}(v) \leq C v^{2}$ for some positive constant uniformly in $u$, by using the estimate obtained in the proof of the first item, we have also that

$$
\begin{aligned}
& \left|\sum_{z=2}^{[a N]}\left\{N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)-r^{-}\left(\frac{z}{N}\right)\right\}\left\{\theta_{\frac{x}{N}}\left(\frac{z}{N}\right)-\theta \frac{x}{N}\left(\frac{z-1}{N}\right)\right\}\right| \\
& \leq C^{\prime} \sum_{z=2}^{[a N]}\left(\frac{z}{N}\right)^{2} N^{-1}(z / N)^{-\gamma-1} \leq C^{\prime \prime} a^{2-\gamma}
\end{aligned}
$$

for constants $C^{\prime}, C^{\prime \prime}$ which do not depend on $a$ and $x$. In conclusion, the replacement of the term $N^{\gamma} r_{N}^{-}\left(\frac{z}{N}\right)$ by $r^{-}\left(\frac{z}{N}\right)$ costs $C^{\prime \prime} a^{2-\gamma}+C_{a}^{\prime} / N$. Therefore, by sending
$N \rightarrow \infty$ and then $a \rightarrow 0$, we are reduced to estimate

$$
\sum_{z=2}^{\infty} r^{-}\left(\frac{z}{N}\right)\left\{\theta \frac{x}{N}\left(\frac{z}{N}\right)-\theta \frac{x}{N}\left(\frac{z-1}{N}\right)\right\}=\frac{1}{N} \sum_{z=2}^{\infty} r^{-}\left(\frac{z}{N}\right) \theta_{\frac{x}{N}}^{\prime}\left(\frac{z}{N}\right)+\varepsilon_{N}(x)
$$

By a second Taylor expansion, and using that $\gamma<2$, it is easy to see that

$$
\lim _{N \rightarrow \infty} \sup _{x \in \Lambda_{N}}\left|\varepsilon_{N}(x)\right|=0
$$

To conclude we observe that there exists $C>0$ such that $\left|r^{-}(q) \theta_{u}^{\prime}(q)-r^{-}\left(q^{\prime}\right) \theta_{u}^{\prime}\left(q^{\prime}\right)\right| \leq$ $C\left|q-q^{\prime}\right|\left(q \wedge q^{\prime}\right)^{-\gamma}$, uniformly in $u$. This is because $\theta_{u}^{\prime}(0)=0$. It follows that for some positive constant $C>0$, we have

$$
\begin{aligned}
& \left|\frac{1}{N} \sum_{z=2}^{\infty} r^{-}\left(\frac{z}{N}\right) \theta_{\frac{x}{N}}^{\prime}\left(\frac{z}{N}\right)-\int_{2 / N}^{\infty} r^{-}(q) \theta_{\frac{x}{N}}^{\prime}(q) d q\right| \\
& =\left|\sum_{z=2}^{\infty} \int_{\frac{z}{N}}^{\frac{z+1}{N}}\left(r^{-}\left(\frac{z}{N}\right) \theta_{\frac{x}{N}}^{\prime}\left(\frac{z}{N}\right)-r^{-}(q) \theta_{\frac{x}{N}}^{\prime}(q)\right) d q\right| \\
& \leq C N^{\gamma-2} \sum_{z=2}^{\infty} z^{-\gamma}
\end{aligned}
$$

where the last term goes to 0 as $N$ goes to $\infty$.

## Appendix C. Proof of Lemma 4.3

The fact that $\mathbb{P}^{*}$ is concentrated on absolutely continuous measures is obvious since for any continuous function $H:[0,1] \rightarrow \mathbb{R}$ we have

$$
\left|\left\langle\pi^{N}, H\right\rangle\right| \leq \frac{1}{(N-1)} \sum_{x=1}^{N-1}|H(x / N)|
$$

and similarly for $\hat{\pi}^{N}$. Since for any continuous function $H$, the functional $\pi \in$ $\mathcal{M}_{d}^{+} \rightarrow\langle\pi, H\rangle$ is continuous, by weak convergence, we have that $\mathbb{P}^{*}$ is concentrated on measures $(\pi, \hat{\pi})$ such that for any continuous function $H, \hat{H}$

$$
|\langle\pi, H\rangle| \leq \int_{[0,1]}|H(u)| d u, \quad|\langle\hat{\pi}, \hat{H}\rangle| \leq \int_{[0,1]^{2}}|\hat{H}(u, v)| d u d v
$$

which implies that such a $\pi$ and $\hat{\pi}$ are absolutely continuous with respect to the Lebesgue measure. The densities are denoted by $\pi$ and $\hat{\pi}$. Since $\hat{\pi}^{N}$ is a product measure whose marginals are given by $\pi^{N}$, by weak convergence, we have that $\hat{\pi}(u, v)=\pi(u) \pi(v)$ for any $(u, v) \in[0,1]^{2}$.

To prove that $\pi$ is continuous we adapt the proof of [19] Proposition A.1.1. Let $\nu_{\rho(\cdot)}^{N}$ be the Bernoulli product measure on $\Omega_{N}$ with marginals given by

$$
\begin{equation*}
\nu_{\rho(\cdot)}^{N}\left\{\eta_{x}=1\right\}=\rho\left(\frac{x}{N}\right) \tag{C.1}
\end{equation*}
$$

where $\rho:[0,1] \rightarrow[0,1]$ is a smooth function such that $\alpha \leq \rho(q) \leq \beta$, for all $q \in[0,1]$, and $\rho(0)=\alpha$ and $\rho(1)=\beta$.

Let $F \in C_{c}^{\infty}([0,1])$ be a smooth test function and denote by $(\eta(t))_{t \geq 0}$ the boundary driven symmetric long-range exclusion with generator $N^{\gamma} L_{N}$. By stationarity
of $\mu_{N}$ and the entropy inequality we have

$$
\begin{aligned}
& \mu_{N}\left(N^{\gamma-1} \sum_{x, y \in \Lambda_{N}} F\left(\frac{x}{N}\right) p(y-x)\left(\eta_{y}-\eta_{x}\right)\right) \\
& =\mathbb{E}_{\mu_{N}}\left(\int_{0}^{1} d t N^{\gamma-1} \sum_{x, y \in \Lambda_{N}} F\left(\frac{x}{N}\right) p(y-x)\left(\eta_{y}(t)-\eta_{x}(t)\right)\right) \\
& \leq C_{0}+\frac{1}{N} \log \left\{\mathbb{E}_{\nu_{\rho(\cdot)}^{N}}\left(e^{N^{\gamma} \int_{0}^{1} d t \sum_{x, y \in \Lambda_{N}} F\left(\frac{x}{N}\right) p(y-x)\left(\eta_{y}(t)-\eta_{x}(t)\right)}\right)\right\}
\end{aligned}
$$

where $C_{0}$ is a bound ${ }^{3}$ on the relative entropy of $\mu_{N}$ with respect to $\nu_{\rho(\cdot)}^{N}$.
By Feynman-Kac's formula the last expression is bounded by

$$
\frac{\lambda_{N}}{N}+C_{0}
$$

where the eigenvalue $\lambda_{N}$ is given by the variational formula

$$
\begin{align*}
\lambda_{N}=\sup _{f} & \left\{N^{\gamma} \sum_{x, y \in \Lambda_{N}} F\left(\frac{x}{N}\right) p(y-x)\left\langle\left(\eta_{y}-\eta_{x}\right) f(\eta)\right\rangle_{\nu_{\rho(\cdot)}^{N}}\right.  \tag{C.2}\\
& \left.+N^{\gamma}\left\langle L_{N} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}\right\} .
\end{align*}
$$

Then, by a simple computation, we rewrite

$$
\begin{equation*}
\sum_{x, y \in \Lambda_{N}} F\left(\frac{x}{N}\right) p(y-x)\left\langle\left(\eta_{y}-\eta_{x}\right) f(\eta)\right\rangle_{\nu_{\rho(\cdot)}^{N}}^{N} \tag{C.3}
\end{equation*}
$$

as

$$
\begin{aligned}
& \frac{1}{2} \sum_{x, y \in \Lambda_{N}}\left(F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right) p(y-x)\left\langle\eta_{y}\left(f(\eta)-f\left(\eta^{x y}\right)\right)\right\rangle_{\nu_{\rho(\cdot)}^{N}} \\
+ & \frac{1}{2} \sum_{x, y \in \Lambda_{N}}\left(F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right) p(y-x)\left\langle\eta_{y} f\left(\eta^{x y}\right)\left(1-\theta^{x y}(\eta)\right)\right\rangle_{\nu_{\rho(\cdot)}^{N}} \\
= & (I)+(I I)
\end{aligned}
$$

where $\theta^{x y}(\eta)=\frac{d \nu_{\rho(.)}^{N}\left(\eta^{x y}\right)}{d \nu_{\rho(\cdot)}^{N}(\eta)}$. By Schwarz inequality, the fact that $f$ is a density and $\left|\eta_{y}\right| \leq 1$, we have that $(I)$ is bounded by

$$
\sum_{x, y \in \Lambda_{N}}\left|F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right| p(y-x) \sqrt{\left\langle\left[\sqrt{f}\left(\eta^{x y}\right)-\sqrt{f}(\eta)\right]^{2}\right\rangle_{\nu_{\rho(\cdot)}^{N}}}
$$

Since $\rho(\cdot)$ is Lipshitz we have that $\left|1-\theta^{x y}(\eta)\right|=\mathcal{O}\left(\frac{|x-y|}{N}\right)$. Thus, we have that $(I I)$ is of order

$$
\frac{1}{N^{2}} \sum_{x \neq y \in \Lambda_{N}} \frac{c_{\gamma}}{|x-y|^{\gamma-1}}=\mathcal{O}\left(N^{1-\gamma}\right)
$$

[^2]By using (C.2), Lemma C. 1 and the previous upper bound for (C.3) it follows that

$$
\begin{aligned}
\frac{\lambda_{N}}{N} & \leq N^{\gamma-1} \sup _{f}\left[\sum _ { x , y \in \Lambda _ { N } } p ( y - x ) \left(\left|F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right| \sqrt{\left\langle\left[\sqrt{f}\left(\eta^{x y}\right)-\sqrt{f}(\eta)\right]^{2}\right\rangle_{\nu_{\rho(\cdot)}^{N}}}\right.\right. \\
& \left.\left.-C_{\alpha, \beta}^{\prime}\left\langle\left[\sqrt{f}\left(\eta^{x y}\right)-\sqrt{f}(\eta)\right]^{2}\right\rangle_{\nu_{\rho(\cdot)}^{N}}\right)\right]+\mathcal{O}(1) \\
& \leq \frac{N^{\gamma-1}}{4 C_{\alpha, \beta}^{\prime}} \sum_{x, y \in \Lambda_{N}} p(y-x)\left(F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right)^{2}+\mathcal{O}(1) \\
& =\frac{1}{4 C_{\alpha, \beta}^{\prime} N^{2}} \sum_{x \neq y \in \Lambda_{N}} \frac{c_{\gamma}}{\left|\frac{x}{N}-\frac{y}{N}\right|^{1+\gamma}}\left(F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right)^{2}+\mathcal{O}(1) .
\end{aligned}
$$

We have proved that

$$
\begin{align*}
& \mu^{N}\left(N^{\gamma-1} \sum_{x, y \in \Lambda_{N}} F\left(\frac{x}{N}\right) p(y-x)\left(\eta_{y}-\eta_{x}\right)\right)=\mu^{N}\left(-\left\langle\pi^{N}, N^{\gamma} \mathcal{L}_{N} F\right\rangle\right)  \tag{C.4}\\
& \leq \frac{1}{4 C_{\alpha, \beta}^{\prime} N^{2}} \sum_{x \neq y \in \Lambda_{N}} \frac{c_{\gamma}}{\left|\frac{x}{N}-\frac{y}{N}\right|^{1+\gamma}}\left(F\left(\frac{x}{N}\right)-F\left(\frac{y}{N}\right)\right)^{2}+\mathcal{O}(1) .
\end{align*}
$$

We take the limit $N \rightarrow \infty$ and use Lemma 3.3. We conclude that there exist constants $C, C^{\prime}>0$ independent of $F \in C_{c}^{\infty}([0,1])$ such that

$$
\begin{equation*}
\mathbb{E}^{*}\left[-\int_{\mathbb{R}}(-\Delta)^{\gamma / 2} F(q) \pi(q) d q+C \int_{\mathbb{R}} F(q)(-\Delta)^{\gamma / 2} F(q) d q\right] \leq C^{\prime} \tag{C.5}
\end{equation*}
$$

It is easy to see that the supremum over $F$ can be inserted in the expectation (see Lemma 7.5 in [20]) so that

$$
\begin{equation*}
\mathbb{E}^{*}\left[\sup _{F}\left\{-\int_{0}^{1}(-\Delta)^{\gamma / 2} F(q) \pi(q) d q+C \int_{0}^{1} F(q)(-\Delta)^{\gamma / 2} F(q) d q\right\}\right]<\infty \tag{C.6}
\end{equation*}
$$

The fractional Sobolev's seminorm $\|\cdot\|_{\gamma}$ is defined by

$$
\|u\|_{\gamma}^{2}=\int_{[0,1]^{2}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{1+\gamma}} d x d y
$$

Let $\langle\cdot, \cdot\rangle_{\gamma}$ be the corresponding inner-product. If $F, G \in C_{c}^{\infty}([0,1])$ then

$$
\left\langle F,-(-\Delta)^{\gamma / 2} G\right\rangle=\frac{c_{\gamma}}{2}\langle F, G\rangle_{\gamma}
$$

By (C.6) it follows that there exists $C>0$ such that $\mathbb{P}^{*}$ almost surely

$$
\sup _{F}\left\{\langle\pi, F\rangle_{\gamma}-C\|F\|_{\gamma}^{2}\right\}<\infty
$$

which implies that $\|\pi\|_{\gamma}<\infty$. It follows from Theorem 8.2 of [17] that $\mathbb{P}^{*}$ almost surely $\pi$ is $\frac{\gamma-1}{2}$-Hölder. This concludes the proof of Lemma 4.3.

Lemma C.1. Let $f$ be a density with respect to the product measure $\nu_{\rho(\cdot)}^{N}$ defined by (C.1). Then, there exist constants $C_{\alpha, \beta}, C_{\alpha, \beta}^{\prime}$ such that

$$
\left\langle L_{N} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}} \leq-C_{\alpha, \beta}^{\prime} D_{N}(f)+\frac{C_{\alpha, \beta}}{N^{\gamma-1}} \leq-C_{\alpha, \beta}^{\prime} D_{N}^{0}(f)+\frac{C_{\alpha, \beta}}{N^{\gamma-1}}
$$

where $D_{N}(f)=D_{N}^{0}(f)+D_{N}^{\ell}(f)+D_{N}^{r}(f)$ with

$$
\begin{aligned}
& D_{N}^{0}(f)=\sum_{x, y \in \Lambda_{N}} p(y-x)\left\langle\left[\sqrt{f}\left(\eta^{x y}\right)-\sqrt{f}(\eta)\right]^{2}\right\rangle_{\nu_{\rho(.)}^{N}}, \\
& D_{N}^{\ell}(f)=\sum_{x \in \Lambda_{N}, y \leq 0} p(y-x)\left[\eta_{x}(1-\alpha)+\alpha\left(1-\eta_{x}\right)\right]\left\langle\left[\sqrt{f}\left(\eta^{x}\right)-\sqrt{f}(\eta)\right]^{2}\right\rangle_{\nu_{\rho(\cdot)}^{N}}, \\
& D_{N}^{r}(f)=\sum_{x \in \Lambda_{N}, y \geq N} p(y-x)\left[\eta_{x}(1-\beta)+\beta\left(1-\eta_{x}\right)\right]\left\langle\left[\sqrt{f}\left(\eta^{x}\right)-\sqrt{f}(\eta)\right]^{2}\right\rangle_{\nu_{\rho(.)}^{N}} .
\end{aligned}
$$

Proof. In the proof $C$ and $C^{\prime}$ are constants depending on $\alpha$ and $\beta$ and $\rho(\cdot)$ whose value can change from line to line. We are going to show that

$$
\begin{align*}
& \left\langle L_{N}^{0} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(.)}^{N}} \leq-C^{\prime} D_{N}^{0}(f)+\frac{C}{N^{\gamma-1}}, \\
& \left\langle L_{N}^{\ell} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho_{(.)}^{N}}^{N}} \leq-C^{\prime} D_{N}^{\ell}(f)+\frac{C}{N^{\gamma-1}},  \tag{C.7}\\
& \left\langle L_{N}^{r} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(.)}^{N}} \leq-C^{\prime} D_{N}^{r}(f)+\frac{C}{N^{\gamma-1}} .
\end{align*}
$$

We have that

$$
\left\langle L_{N}^{0} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}=\frac{1}{2} \sum_{x, y \in \Lambda_{N}} p(x-y)\left\langle L_{x, y}^{0} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}
$$

where $\left\langle L_{x, y}^{0} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}=\int p(x-y)\left[\sqrt{f\left(\eta^{x y}\right)}-\sqrt{f(\eta)}\right] \sqrt{f(\eta)} d \nu_{\rho(\cdot)}^{N}(\eta)$. Thus, recalling that $\theta^{x y}(\eta)=\frac{d \nu_{(0,()}^{N}\left(\eta^{x y}\right)}{d \nu_{\rho(,)}^{N}(\eta)}$ we obtain the following

$$
\begin{aligned}
\left\langle L_{x, y}^{0} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}} & =\frac{1}{2} \int\left[\sqrt{f\left(\eta^{x y}\right)}-\sqrt{f(\eta)}\right] \sqrt{f(\eta)} d \nu_{\rho(\cdot)}^{N}(\eta) \\
& -\frac{1}{2} \int\left[\sqrt{f\left(\eta^{x y}\right)}-\sqrt{f(\eta)}\right] \sqrt{f\left(\eta^{x y}\right)} d \nu_{\rho(\cdot)}^{N}(\eta) \\
& -\int\left[\sqrt{f\left(\eta^{x y}\right)}\right]^{2}\left[1-\theta^{x y}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta) \\
& =-\frac{1}{2} \int\left[\sqrt{f\left(\eta^{x y}\right)}-\sqrt{f(\eta)}\right]^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
& -\frac{1}{2} \int\left[\sqrt{f\left(\eta^{x y}\right)}\right]^{2}\left[1-\theta^{x y}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta) .
\end{aligned}
$$

Thus we have that

$$
\begin{aligned}
\left\langle L_{N}^{0} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(.)}^{N}} \leq & -\frac{1}{4} D_{N}^{0}(f) \\
& -\frac{1}{4} \sum_{x, y \in \Lambda_{N}} p(x-y) \int\left[\sqrt{f\left(\eta^{x y}\right)}\right]^{2}\left[1-\theta^{x y}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta) .
\end{aligned}
$$

The second term on the right hand side of the last expression is equal to

$$
\begin{aligned}
& -\frac{1}{8} \sum_{x, y \in \Lambda_{N}} p(x-y) \int\left[\sqrt{f\left(\eta^{x y}\right)}\right]^{2}\left[1-\theta^{x y}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta) \\
& -\frac{1}{8} \sum_{x, y \in \Lambda_{N}} p(x-y) \int[\sqrt{f(\eta)}]^{2}\left[\theta^{x y}(\eta)-1\right] d \nu_{\rho(\cdot)}^{N}(\eta),
\end{aligned}
$$

so using that for any $\varepsilon>0, a b \leq \frac{\varepsilon^{2} a^{2}}{2}+\frac{b^{2}}{2 \varepsilon^{2}}$ and writing $\left[\sqrt{f}\left(\eta^{x y}\right)\right]^{2}-[\sqrt{f}(\eta)]^{2}=$ $\left[\sqrt{f}\left(\eta^{x y}\right)-\sqrt{f}(\eta)\right]\left[\sqrt{f}\left(\eta^{x y}\right)+\sqrt{f}(\eta)\right]$ the last expression is absolutely bounded by

$$
\begin{aligned}
& C \varepsilon^{2} \sum_{x, y \in \Lambda_{N}} p(x-y) \int\left[\sqrt{f\left(\eta^{x y}\right)}-\sqrt{f(\eta)}\right]^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
+ & C \varepsilon^{-2} \sum_{x, y \in \Lambda_{N}} p(x-y) \int\left[\sqrt{f(\eta)}+\sqrt{f\left(\eta^{x y}\right)}\right]^{2}\left[1-\theta^{x y}(\eta)\right]^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
\leq & C \varepsilon^{2} D_{N}^{0}(f)+C \varepsilon^{-2} N^{-2} \sum_{y \neq x \in \Lambda_{N}} \frac{1}{|x-y|^{\gamma-1}}, \\
\leq & C \varepsilon^{2} D_{N}^{0}(f)+C \varepsilon^{-2} N^{-\gamma+1} .
\end{aligned}
$$

We choose then $\varepsilon>0$ sufficiently small to have $C^{\prime}=1 / 4-C \varepsilon^{2}>0$. Then the first inequality in (C.7) follows.

Now we prove only the second inequality in (C.7) since the third one can be proved similarly. We have that

$$
\left\langle L_{N}^{\ell} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}=\sum_{\substack{y \leq 0, x \in \Lambda_{N}}} p(x-y)\left\langle L_{x}^{\ell} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}
$$

where $\left\langle L_{x}^{\ell} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}}=\int I_{\alpha}^{x}(\eta)\left[\sqrt{f\left(\eta^{x}\right)}-\sqrt{f(\eta)}\right] \sqrt{f(\eta)} d \nu_{\rho(\cdot)}^{N}(\eta)$ and $I_{\alpha}^{x}=\left[\eta_{x}(1-\right.$ $\left.\alpha)+\left(1-\eta_{x}\right) \alpha\right]$. Thus, denoting $\theta^{x}(\eta)=\frac{d \nu_{\rho(\cdot)}^{N}\left(\eta^{x}\right)}{d \nu_{\rho(\cdot)}^{N}(\eta)}$ we obtain the following

$$
\begin{aligned}
\left\langle L_{x}^{\ell} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}^{N}} & =-\frac{1}{2} \int I_{\alpha}^{x}(\eta)\left[\sqrt{f\left(\eta^{x}\right)}-\sqrt{f(\eta)}\right]^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
& +\frac{1}{2} \int\left[\sqrt{f\left(\eta^{x}\right)}\right]^{2}\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta)
\end{aligned}
$$

Performing a change of variables we have that the second term on the right hand side of the last expression can be written as

$$
\begin{aligned}
& \frac{1}{4} \int\left[\sqrt{f\left(\eta^{x}\right)}\right]^{2}\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta) \\
- & \frac{1}{4} \int[\sqrt{f(\eta)}]^{2}\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}(\eta)\right] d \nu_{\rho(\cdot)}^{N}(\eta) \\
= & \frac{1}{4} \int\left(\left[\sqrt{f\left(\eta^{x}\right)}\right]^{2}-[\sqrt{f(\eta)}]^{2}\right)\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}\left(\eta^{x}\right)\right] d \nu_{\rho(\cdot)}^{N}(\eta) .
\end{aligned}
$$

Using again the inequality $a b \leq \frac{\varepsilon^{2} a^{2}}{2}+\frac{b^{2}}{2 \varepsilon^{2}}, \varepsilon>0$, the integral above is absolutely bounded by

$$
\begin{aligned}
& C \varepsilon^{2} \int I_{\alpha}^{x}(\eta)\left(\left[\sqrt{f\left(\eta^{x}\right)}\right]-[\sqrt{f(\eta)}]\right)^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
+ & C \varepsilon^{-2} \int \frac{1}{I_{\alpha}^{x}(\eta)}\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}(\eta)\right]^{2}\left(\left[\sqrt{f\left(\eta^{x}\right)}\right]+[\sqrt{f(\eta)}]\right)^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
\leq & C \varepsilon^{2} \int I_{\alpha}^{x}(\eta)\left(\left[\sqrt{f\left(\eta^{x}\right)}\right]-[\sqrt{f(\eta)}]\right)^{2} d \nu_{\rho(\cdot)}^{N}(\eta) \\
+ & C \varepsilon^{-2} \int \frac{1}{I_{\alpha}^{x}(\eta)}\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}(\eta)\right]^{2}\left(f\left(\eta^{x}\right)+f(\eta)\right) d \nu_{\rho(\cdot)}^{N}(\eta)
\end{aligned}
$$

Now, by the smoothness of $\rho$ and the fact that $\rho(0)=\alpha$ we have that

$$
\frac{1}{I_{\alpha}^{x}(\eta)}\left[I_{\alpha}^{x}(\eta)-I_{\alpha}^{x}\left(\eta^{x}\right) \theta^{x}(\eta)\right]^{2} \leq C \frac{x^{2}}{N^{2}}
$$

Thus, using the fact that $f$ is a density, and choosing $\varepsilon>0$ sufficiently small, we get the following bound

$$
\begin{aligned}
\left\langle L_{N}^{\ell} \sqrt{f}, \sqrt{f}\right\rangle_{\nu_{\rho(\cdot)}} & \leq-C^{\prime} D_{N}^{\ell}(f)+\frac{C}{N^{2}} \sum_{\substack{y \leq 0, x \in \Lambda_{N}}} \frac{x^{2}}{[x-y]^{\gamma+1}} \\
& \leq-C^{\prime} D_{N}^{\ell}(f)+\mathcal{O}\left(N^{1-\gamma}\right)
\end{aligned}
$$

which proves the second inequality in (C.7).

## References

[1] G. Basile, T. Komorowski and S. Olla. Private communication (2015).
[2] C. Bernardin, P. Gonçalves and M. Jara. 3/4-Fractional superdiffusion in a system of harmonic oscillators perturbed by a conservative noise, Arch. Ration. Mech. Anal., 1-38 (2015).
[3] C. Bernardin, P. Gonçalves, M. Jara, M. Sasada, M. Simon. From normal diffusion to superdiffusion of energy in the evanescent flip noise limit. J. Stat. Phys. 159 , no. 6, 13271368 (2015).
[4] C. Bernardin, P. Gonçalves and S. Sethuraman. Occupation times of long-range exclusion and connections to KPZ class exponents, Prob. Theory Rel. Fields, DOI 10.1007/s00440-015-0661-5 (2015).
[5] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio and C. Landim. Macroscopic fluctuation theory, Rev. Mod. Phys. 87, 593 (2015).
[6] K. Bogdan and T. Byczkowski, Potential theory for the $\alpha$-stable Schrödinger operator on bounded Lipschitz domains, Studia Mathematica 133 no. 1, 53-92 (1999).
[7] R.M. Blumenthal, R.K. Getoor and D.B. Ray, D. B. On the distribution of first hits for the symmetric stable processes, Trans. Amer. Math. Soc. 99, 540554 (1961).
[8] S. Denisov, J. Klafter and V. Zaburdaev. Levy walks, Rev. Mod. Phys. 87 (2015).
[9] A. Dhar, Heat Transport in low-dimensional systems, Adv. Phys., 57, 457 (2008).
[10] A. Dhar and K. Saito. Anomalous transport and current fluctuations in a model of diffusing Levy walkers, eprint arXiv:1308.5476.
[11] A. Dhar, K. Saito and B. Derrida. Exact solution of a Levy walk model for anomalous heat transport, Phys. Rev. E 87 010103(R) (2013).
[12] G. Eyink, J. Lebowitz and H. Spohn. Hydrodynamics of stationary nonequilibrium states for some stochastic lattice gas models. Comm. Math. Phys. 132, no. 1, 253283 (1990).
[13] G. Gonçalves and M. Jara. Density fluctuations for exclusion processes with long jumps. eprint arXiv:1503.05838 (2015).
[14] M. Jara. Hydrodynamic limit of particle systems with long jumps, arXiv:0805.1326.
[15] M. Jara. Nonequilibrium scaling limit for a tagged particle in the simple exclusion process with long jumps. Comm. Pure Appl. Math. 62, no. 2,198-214 (2009).
[16] M. Jara, T. Komorowski, S. Olla, Superdiffusion of energy in a chain of harmonic oscillators with noise, Comm. Math. Phys. 339, no. 2, 407-453 (2015).
[17] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhikers guide to the fractional Sobolev spaces, Bull. Sci. math.136, 521573 (2012).
[18] C. Kipnis and C. Landim. Scaling Limits of Interacting Particle Systems, Springer-Verlag, New York (1999).
[19] C. Kipnis, C. Landim and S. Olla. Macroscopic properties of a stationary non-equilibrium distribution for anon-gradient interacting particle system. Annales de l'I.H.P. Probabilités et statistiques, 31 no. 1, 191-221 (1995).
[20] C. Kipnis, C. Landim and S. Olla. Hydrodynamic Limit for a Non-Gradient System: the generalized Symmetric Exclusion Process, Comm. Pure Appl. Math. 47 no.11, 1475-1545 (1994).
[21] S. Lepri, R. Livi, A. Politi, Thermal Conduction in classical low-dimensional lattices, Phys. Rep. 377, 1-80 (2003).
[22] S. Lepri and A.Politi. Density profiles in open superdiffusive systems, Phys. Rev. E 83, 030107(R) (2011).
[23] T. Liggett. Interacting Particles Systems, Springer, New York, (1985).
[24] T. Liggett. Stochastic Interacting Systems: Contact, Voter and Exclusion Processes, Springer, New York, (1999).
[25] C. MacDonald, J. Gibbs, and A. Pipkin. Kinetics of biopolymerization on nucleic acid templates, Biopolymers 6, 1 (1968).
[26] C. MacDonald and J. Gibbs. Concerning the kinetics of polypeptide synthesis on polyribosomes, Biopolymers 7, 707 (1969).
[27] S. Lepri, C. Mejia-Monasterio and A. Politi. A stochastic model of anomalous heat transport: analytical solution of the nonequilibrium steady state, Journal of Physics A: Math Theor. 42, 025001 (2009).
[28] S. Sethuraman. On microscopic derivation of a fractional stochastic Burgers equation. Comm. Math. Phys. 341, no. 2, 625665 (2016).
[29] F. Spitzer. Interaction of Markov processes. Advances in Math. 51970246290 (1970).
[30] H. Spohn. Large scale Dynamics of Interacting Particles, Springer-Verlag, Berlin (1991).
[31] H. Spohn, Nonlinear fluctuating hydrodynamics for anharmonic chains, J. Stat. Phys. 154, no. 5, 1191-1227 (2014).
[32] J. Szavits-Nossan and K. Uzelac. Scaling properties of the asymmetric exclusion process with long-range hopping, Phys. Rev. E 77, 051116 (2008).
[33] J.L. Vázquez. Recent progress in the theory of Nonlinear Diffusion with Fractional Laplacian Operators, Discrete Contin. Dyn. Syst. Ser. S 7, no. 4, 857-885 (2014).

Cédric Bernardin, Laboratoire J.A. Dieudonné UMR CNRS 7351, Université de Nice Sophia-Antipolis, Parc Valrose, 06108 NiCE Cedex 02, France

E-mail address: cbernard@unice.fr
Byron Jimenez Oviedo, Laboratoire J.A. Dieudonné UMR CNRS 7351, Université de Nice Sophia-Antipolis, Parc Valrose, 06108 NiCE Cedex 02, France

E-mail address: byron@unice.fr


[^0]:    Date: March 3, 2016.
    Key words and phrases. Fick's law, Exclusion Process with long jumps.

[^1]:    ${ }^{1}$ For $\gamma=2$ the diffusive scaling has to be replaced by a diffusive scaling with some logarithmic corrections but the system behaves macroscopically in a diffusive way.

[^2]:    ${ }^{3}$ The fact that $C_{0}<\infty$ can be proved easily since $\{0,1\}$ is compact.

