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HÖLDERIAN INVARIANCE PRINCIPLE FOR MARTINGALE

DIFFERENCE RANDOM FIELDS

DAVIDE GIRAUDO

Abstract. We investigate the convergence in Hölder spaces of the summation process

based on the collection of products of d intervals and associated to a strictly stationary

orthomartingale random field. We give a sufficient condition in terms of the law of the

common distribution and the conditional variances, and we discuss its sharpness. The main

tools of the proof are a tightness criterion in Hölder spaces for the multidimensional summa-

tion processes associated to a strictly stationary random field and a probability inequality

for strictly stationary orthomartingale random fields. Finally, we obtain by approximation

a Hannan type condition.

1. Introduction and notations

Let (Ω, F , µ) be a probability space. Let T be a Zd-measure preserving action, where d is

an integer greater than 2. We denote the Koopman operator U by U if(ω) = f
(

T iω
)

, ω ∈ Ω,

i ∈ Zd. We will consider the partial order 4 on Zd given by i 4 j (respectively i < j) if iq 6 jq

(resp. iq > jq) for each q ∈ {1 . . . , d} =: 〈d〉. For i < 1, we denote the unit cube with upper

corner at i = (i1, . . . , id) that is,

Ri :=

d
∏

q=1

(iq − 1, iq] . (1.0.1)

For a function f : Ω → R, we consider the partial sum process defined by

Sn(f, t) :=
∑

i∈[1,n]

λ ([0, n · t] ∩ Ri) U if, t ∈ [0, 1]d, n ∈ (N∗)d, (1.0.2)

where λ denotes the Lebesgue on Rd, [0, n · t] =
∏d

q=1[0, nqtq] and

[1, n] =
{

i ∈ Zd, 1 6 iq 6 nq for each q ∈ {1, . . . , d}
}

. (1.0.3)

We are interested in the functional central limit theorem in Hölder spaces for the net (Sn(f, ·))n∈(N∗)d

in order to understand the asymptotic behavior of the partial sums of (f ◦ T i) over rectangles.

By "functional central limit theorem in a function space E", we mean that for each continuous

bounded functional F : E → R, the convergence F (Sn(f, ·)/an) → F (W ) holds as min16i6d ni

goes to infinity, where W is a Gaussian process. Usually, the normalizing term an will be chosen

as |n| :=
∏d

q=1 nq.

The question of the functional central limit theorem in the space of continuous functions

for strictly stationary random fields has been studied. Wichura [Wic69] established such a
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result for an i.i.d. centered random field with finite variance, which generalized Donsker’s

one dimensional result [Don51]. Wichura’s result was extended to a class of stationary er-

godic martingale differences random fields [BD79, PR98], and Dedecker found a projective

condition [Ded01]. Wang and Woodroofe [WW13] attempted to extend the Maxwell and

Woodroofe condition [MW00] but found a weaker condition, which was improved by Volný

and Wang [VW14]. The later is a multidimensional extension of Hannan’s condition [Han73].

In the context of the mentioned works, the limiting process is a standard Brownian sheet

when the considered random field is ergodic, that is, a Gaussian process (Wt)t∈[0,1]d such

that Cov (Wt; Ws) =
∏d

i=1 min {ti, si}. Since the paths of such a process are almost surely

Hölder-continuous with exponent α for each α ∈ (0, 1/2), it is natural to try to investigate

the convergence of Sn(f, ·)/
√

|n| in Hölder spaces. The i.i.d. case has been considered first

by Erickson [Eri81]: he proved that if (f ◦ T i)i∈Zd is an i.i.d. centered random field such that

f ∈ Lq for some q > d/(1/2 − α), then Sn(f, ·)/
√

|n| converges in distribution to a standard

Brownian sheet in the space of α-Hölder continuous functions. This result was improved in

the case d = 2 [RZ05] and then to any d > 2 [RSZ07] in the sense that a necessary and

sufficient condition for the invariance principle in the space of α-Hölder continuous functions

for an i.i.d. centered random field (f ◦ T i) is the boundedness of t(1/2−α)−1

µ {|f | > t}. This

contrasts with the one dimensional case, for which the necessary and sufficient condition reads

t(1/2−α)−1

µ {|f | > t} → 0 as t goes to +∞ (see [RS03]).

Once the i.i.d. case is solved, it is natural natural to seek for sufficient conditions ensuring

the Hölderian invariance principle for strictly stationary random fields. In the one dimensional

case, like for the space of continuous functions, it is possible to approximate by strictly sta-

tionary martingale differences sequences. Indeed, a sufficient condition on the moments of the

increments is known (Theorem 2.2 of [Gir16]), namely, a finite strong moment of order p(α).

Then some projective conditions guarantee the existence of an approximating martingale: a

Hannan type condition (Theorem 2.6 of [Gir16]) and a Maxwell and Woodroofe type condition

(Theorem 1.1 of [Gir15b])

The functional central limit theorem in the space of continuous functions holds for strictly

stationary orthomartingale differences random fields if one of the transformations is ergodic

[Vol15] (see Subsection 1.2 for the definition). Approximating by such random fields, a mul-

tidimensional Hannan condition has been obtained [VW14]. It is thus natural to try such an

approach for the Hölderian invariance principle. Even in the i.i.d. case, this limit theorem

requires a stronger condition on the common law than a finite second moment. In the one

dimensional case, the found condition for i.i.d. sequences does not extend to martingales with

stationary increments. Therefore, the first task is to find a sharp condition for orthomartin-

gales.

Usually, the main difficulty in the proof of Hölderian invariance principle is tightness (the

convergence of finite-dimensional distributions holds because we impose conditions which guar-

antee the invariance principle in the space of continuous functions). To do so, we can use a

tightness criterion, given by (1.4) in [Gir15a]. Althought moment inequalities helped in the

i.i.d. case, counter-example given in Theorem 2.6 in [Gir15a] shows that Burkholder’s type

inequalities are not sufficient in general. This is why it is preferable to work with deviation

inequalities instead of moment inequalities.
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Here we can also formulate a tightness criterion in the multidimensional setting. In order to

check it, we have to establish probability inequalities for orthomartingale differences random

fields, which are of independent interest.

The paper is organized as follows: in the first section, we give some properties of the Hölder

spaces and the definition of orthomartingale random fields as well as that of related projectors.

We state the main results in the second section, with applications for a class of random fields.

In the third section, we establish a tightness criterion for the normalized partial sum process

defined by (1.0.2), which only involves the maxima of partial sums over rectangles. We also

prove probability inequalities for strictly stationary orthomartingale differences random fields.

The last section contains the proofs of main results.

1.1. Hölder spaces. In this subsection, we recall some properties of Hölder spaces. Define

for x : [0, 1]d → R and δ ∈ (0, 1) the modulus of regularity

ωα(x, δ) := sup
0<|t−s|6δ

|x(t) − x(s)|
‖t − s‖α . (1.1.1)

For 0 < α < 1, we denote by Ho
α([0, 1]d) (respectively Ho

α([0, 1]d)) the vector space of function

x : [0, 1]d → R such that

‖x‖α := |x(0)| + ωα(x, 1) < ∞, (1.1.2)

(respectively ωα(x, δ) → 0 as δ → 0).

Set for j > 0,

Wj :=
{

k2−j, 0 6 k 6 2j
}d

(1.1.3)

and

V0 := W0, Vj := Wj \ Wj−1, j > 1. (1.1.4)

We define for v ∈ Vj the pyramidal function Λj,v by

Λj,v(t) := Λ(2j(t − v)), t ∈ [0, 1]d, (1.1.5)

where

Λ(t) := max

{

0, 1 − max
ti<0

|ti| − max
ti>0

|ti|
}

, t = (ti)
d
i=1 ∈ [−1, 1]d. (1.1.6)

For x ∈ Ho
α([0, 1]d), we define the coefficients λj,v(x) by λ0,v(x) = x(v), v ∈ V0 and for j > 1

and v ∈ Vj ,

λj,v(x) := x (v) − 1

2

(

x
(

v−)+ x
(

v+
))

, (1.1.7)

where v+ and v− are define in the following way. Each v ∈ Vj is represented in a unique way

by v =
(

ki2
−j
)d

i=1
. Then v+ := (v+

i )d
i=1 and v− :=

(

v−
i

)d

i=1
are defined by

v−
i

:=

{

vi − 2−j, if ki is odd;

vi, if ki is even
v+

i
:=

{

vi + 2−j, if ki is odd;

vi, if ki is even.
(1.1.8)

The sequential norm is defined by

‖x‖seq
α := sup

j>0
2αj max

v∈Vj

|λj,v(x)| , x ∈ Ho
α

(

[0, 1]d
)

. (1.1.9)

By [RS04], the norm ‖·‖seq
α is equivalent to ‖·‖α on Ho

α

(

[0, 1]d
)

.

1.2. Orthomartingales and projection operators.
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1.2.1. Definition of orthomartingales. Let (Tq)d
q=1 be bijective, bi-measurable and measure

preserving transformations on (Ω, F , µ). Assume that Tq ◦ Tq′ = Tq′ ◦ Tq for each q, q′ ∈
{1, . . . , d}. Let M be a sub-σ-algebra of F such that for each q ∈ {1, . . . , d}, M ⊂ T −1

q M. In

this way, Fi := T −iM, i ∈ Zd, yields a filtration. If for each k, l ∈ Zd and each integrable and

Fl-mesurable random variable Y ,

E [Y | Fk] = E [Y | Fk∧l] almost surely, (1.2.1)

the transformations (Tq)d
q=1 are said to be completely commuting.

The collection of random variables
{

Mn, n ∈ Nd
}

is said to be an orthomartingale random

field with respect to the completely commuting filtration (T −iM) if for each n ∈ Nd, Mn is

Fn-measurable, integrable and for each i, j ∈ Zd
+ such that i 4 j,

E [Mj | Fi] = Mi. (1.2.2)

Here i 4 j means that iq 6 jq for each q ∈ {1, . . . , d}.

Definition 1.1. The random field
(

m ◦ T i
)

i∈Zd is an orthomartingale difference random field

with respect to the completely commuting filtration (T −iM) if the random field (Mn)n∈Nd de-

fined by Mn :=
∑

i∈[0,n−1] m ◦ Ti is an orthomartingale random field.

1.2.2. Some properties of orthomartingales. Orthomartingale random fields have good proper-

ties with respect to marginal filtrations F (d)
j := σ

(

Fk, kq 6 j, k ∈ Zd
)

. Furthermore, when a

coordinate is fixed, we still have an orthomartingale random field with respect to a completely

commyting filtration.

Lemma 1.2. Let
(

m ◦ T i
)

i∈Zd be an orthomartingale difference random field with respect to

the completely commuting filtration
(

T −iM
)

i∈Zd . Then the following properties hold.

(1) For any n = (n1, . . . , nd−1) ∈ Nd−1, the sequence
(

S(n,j)(m)
)

j>0
is a martingale with

respect to the filtration
(

F (d)
j

)

j>0
.

(2) For any n = (n1, . . . , nd−1) ∈ Nd−1, the sequence
(

maxi∈[1,n]

∣

∣S(i,j)(m)
∣

∣

)

j>0
is a non-

negative submartingale with respect to the filtration
(

F (d)
j

)

j>0
.

(3) For any j ∈ N, the random field
(

S(n,j)(m)
)

n<1
is an orthomartingale with respect to

the completely commuting filtration
(

T −iM′)
i∈Zd−1 , where M′ is the σ-algebra gener-

ated by
⋃

j∈Z
T jedM.

1.2.3. Projection operators. The projection operators with respect to a commuting filtration

(Fi)i∈Zd are defined by

Pj :=

d
∏

q=1

P
(q)
jq

, j ∈ Zd, (1.2.3)

where for l ∈ Z, P
(q)
l : L1(F) → L1(F) is defined by

P
(q)
l (f) = E

(q)
l [f ] − E

(q)
l−1 [f ] (1.2.4)
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and

E
(q)
l [·] = E









· |
∨

i∈Z
d

iq6l

Fi









, q ∈ {1, . . . , d} , l ∈ Z. (1.2.5)

2. Main results

2.1. The orthomartingale case. When we try to extend a limit theorem for i.i.d. random to

strictly stationary orthomartingale difference random fields, it is natural to determine whether

the sufficient condition on the common law in the i.i.d. still is sufficient. In the case of the

Hölderian weak invariance principle, like in the one dimensional case, the answer is negative.

Theorem 2.1. Let (Ω, F , µ) be a probability space, T a Zd-measure preserving action. We

assume that the dynamical system (Ω, F , µ, T ) is ergodic and of positive entropy. For each

α ∈ (0, 1/2), there exists a sub-σ-algebra F such that (T −iM)i∈Zd is a commuting filtration, a

function m and an increasing sequence of positive integers (Nl)l>1 such that

(1) limt→∞ tp(α)µ {|m| > t} = 0 where p(α) = (1/2 − α)−1;

(2) (m ◦ T i)i∈Zd is an orthomartingale difference random field with respect to the filtration

(T −iM)i∈Zd;

(3) the sequence
(

(

Nll
d−1
)−1/2

SNl,l,...,l(m, ·)
)

is not tight in Hα

(

[0, 1]d
)

.

In the one dimensional case, a sufficient condition for the Hölderian weak invariance principle

for stationary martingales differences sequences is expressed in terms of the common distribu-

tion of the sequence and the conditional variances. A similar condition can be formulated in

the multidimensional setting.

Theorem 2.2. Assume that T : Ω → Ω is a Zd-measure preserving action with Tq ergodic for

some q ∈ 〈d〉 and M is a sub−σ-algebra such that
(

T −iM
)

i∈Zd is a commuting filtration. If

m is an orthomartingale martingale difference random field with respect to (T −iM)i∈Zd such

that for some p > 2,

(1) limt→+∞ tpµ {|m| > t} = 0;

(2) for each q ∈ {1, . . . , d}, E
[

m2 | TqM
]

∈ Lp/2,

then the convergence

1

|n|1/2
Sn(m, ·) min n→∞→ ‖m‖2 W in distribution in H1/2−1/p

(

[0, 1]d
)

(2.1.1)

takes place. In particular, if m ∈ Lp, then the convergence (2.1.1) holds.

Remark 2.3. Ergodicity of one of the maps Tq is not needed to guarantee asymptotic tightness

of
(

|n|−1/2
Sn(m, ·)

)

n∈(N\{0})d
in H1/2−1/p

(

[0, 1]d
)

. This is only used for the convergence of

the finite dimensional distribution.

Remark 2.4. If (m ◦ T i)i∈Zd =: (εi)i∈Zd is an i.i.d. centered random field, then we do not

exactly recover Theorem 2 of [RSZ07]. Indeed, in this case, the conditions of Theorem 2.2 are

equivalent to µ {|m| > t} = o(t−p), while that of Theorem 2 of [RSZ07] is µ {|m| > t} = O(t−p).
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2.2. Hannan type condition. Once a sharp moment condition on the orthomartingale ran-

dom field is known, it is natural to try to extend it to stationary random fields which are

approximable in a satisfying way by orthomartingales. This is the case for Hannan’s condi-

tion, for which an invariance principle has been established [VW14].

We extend Theorem 2.6 of [Gir16] to random fields.

Theorem 2.5. Let p > 2 and let f be a F∞,...,∞-measurable function such E[f | Fi] → 0 in

Lp as minq∈〈d〉 iq → −∞. Assume that one of the transformations Tq, q ∈ {1, . . . , d} is ergodic

and that
∑

i∈Zd

‖Pi(f)‖p < ∞. (2.2.1)

Then
1

|n|1/2
Sn(f, ·) min n→∞→ σ2W in distribution in H1/2−1/p

(

[0, 1]d
)

, (2.2.2)

where

σ2 = E











∑

i∈Zd

P0(U if)





2





. (2.2.3)

Remark 2.6. Theorem 2.5 improves Theorem 2.3 in [EMG]. The later can be used only if

p > 2d, and the convergence is considered along n1 = · · · = nd, which is less general than

mini∈〈d〉 ni → +∞. Applying Theorem 2.5 with p = 3d, we obtain the invariance princi-

ple in H1/2−1/(3d)

(

[0, 1]d
)

while Theorem 2.3 of [EMG] only gives the invariance principle in

Hγ

(

[0, 1]d
)

for any γ < 1/2 − 1/3. The proof of Theorem 2.3 of [EMG] rests on a general

tightness criterion given in [Kli07]. It turns out that the tightness criterion in Proposition 3.2

is more efficient for partial sum processes associated to a strictly stationary random field.

2.3. Applications. Theorem 2.5 can be applied in the context of functional of i.i.d. random

fields. Let (εi)i∈Zd be an i.i.d. random field and let g : RZ
d → R be a measurable function.

The random field (Xj)j∈Zd defined by

Xj = g(εj−i, i ∈ Zd), j ∈ Zd (2.3.1)

is strictly stationary (such a process is called Bernoulli shift in [Dou03]). Wu [Wu05] introduced

the following measure of dependence: let ε′
0 be a copy of ε0 independent of (εi)i∈Zd and define

the random field
(

ε∗
j

)

j∈Zd
by ε∗

0 = ε′
0 and ε∗

i = εi if i 6= 0. For each p > 1, the physical

dependence measure δj,p is given by

δj,p =
∥

∥Xj − X∗
j

∥

∥

p
, (2.3.2)

where X∗
j is the random variable defined by (2.3.1) with (ε∗

j )j∈Zd instead of (εj)j∈Zd . The

random field (Xj)j∈Zd defined by (2.3.1) is called p-stable if
∑

j∈Zd δj,p is finite.

In [Wu05], Theorem 1, it is shown that in dimension one, ‖Pj‖2 can be bounded by 2δj,2,

where Pj is defined by (1.2.3). By similar argument, for a general d, defining M := σ(εi, i 4 0)

and Pj by (1.2.3), ‖Pj(f)‖p can be controlled by a constant independent of f times δj,p, hence

the conditions of Theorem 2.5 are satisfied by a p(α)-stable centered random field. We now give

some examples of such random fields (the proof of their p(α)-stability is contained in [BD14],

Section 2), which were also given in [EVW13].
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(1) Linear random fields. Let Xj be defined by

Xj =
∑

i∈Zd

aiεj−i, (2.3.3)

where (ai)i∈Zd is a family of real numbers is a family of real numbers such that
∑

i∈Zd a2
i < +∞ and (εi)i∈Zd is a i.i.d. centered random field such that ε0 ∈ Lp(α).

Since p(α) > 2, Rosenthal’s inequality (see Theorem 3 of [Ros70]) shows the ran-

dom field X = (Xj)j∈Zd . is well defined in Lp(α). Moreover, the random field X is

p(α)-stable if and only if
∑

i∈Zd |ai| < +∞.

(2) Functionals of linear random fields. Let Xj be a linear random field as above (such that
∑

i∈Zd |ai| < +∞) and Y = (Yj)j∈Zd be the random field defined by Yj = f (Xj), j ∈ Zd,

where f : R → R is a Lipschitz function. Then Y is p(α)-stable. More generally, if f is

H-Hölder continuous with H ∈ (0, 1], then Y is p(α)-stable if Y0 ∈ Lp(α), ε0 ∈ Lp(α)H

and
∑

j∈Zd |aj|H < +∞.

(3) Volterra fields. They are defined by the equality

Xj =
∑

k,l∈Zd

ak,lεj−kεj−l, (2.3.4)

where (εi)i∈Zd is a i.i.d. centered random field such that ε0 ∈ Lp(α) and (ak,l)k,l∈Zd is

a sequence such that ak,k = 0, k ∈ Zd and
∑

k,l∈Zd a2
k,l < ∞ (in this way, Xj is well

defined in Lp(α)). If furthermore

∑

j∈Zd





∑

l∈Zd

|aj,l + al,j|2




1/2

< +∞, (2.3.5)

then (Xj)j∈Zd is p(α)-stable.

3. Tools for the proofs

3.1. Tightness criterion in Hölder spaces. In this subsection, we give a sufficient condition

for tightness of the partial sum process associated to a strictly stationary random field. No

other assumption is done but of course, some dependence will be required for this condition to

be satisfied. A general tightness criterion is available.

Theorem 3.1 (Theorem 6, [RSZ07]). Let
{

ζn, n ∈ Nd
}

and ζ be random elements with values

in the space Hα

(

[0, 1]d
)

. Assume that the following conditions are satisfied.

(1) For each dyadic t ∈ [0, 1]d, the net
{

ζn(t), n ∈ Nd
}

is asymptotically tight on R.

(2) For each positive ε,

lim
J→∞

lim sup
min n→∞

µ

{

sup
j>J

2αj max
v∈Vj

|λj,v(ζn)| > ε

}

= 0. (3.1.1)

Then the net
{

ζn, n ∈ Nd
}

is asymptotically tight in the space Hα([0, 1]d).
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3.1.1. Statement. In the sequel, we shall denote by log the binary logarithm. Let us state our

tightness criterion.

Proposition 3.2. Let f : Ω → R be a measurable function. Then for each n ∈ Nd, J > 1 and

x > 0, the following inequality holds

µ

{

sup
j>J

2αj max
v∈Vj

|λj,v (Sn(f, ·))| > x

}

6

6 3

d
∑

i=1

log ni
∑

j=J

2jµ







2αj max
16li6ni2−j

max
16lk6nk

k 6=i

∣

∣

∣

∣

∣

∣

∑

14s4l

U sf

∣

∣

∣

∣

∣

∣

> Cx

d
∏

q=1

√
nq







, (3.1.2)

where C depends only on d.

Therefore, if f is such that for each i ∈ {1, . . . , d}, and each positive ε

lim
J→∞

lim sup
min n→∞

log ni
∑

j=J

2jµ







2αj max
16li6ni2−j

max
16lk6nk

k 6=i

∣

∣

∣

∣

∣

∣

∑

14s4l

U sf

∣

∣

∣

∣

∣

∣

> ε

d
∏

q=1

√
nq







= 0, (3.1.3)

then the net
(

|n|−1/2 Sn(f, ·)
)

is asymptotically tight in H1/2−1/p([0, 1]d).

3.1.2. Proof of the tightness criterion. Consider for s := (s2, . . . , sd) ∈ [0, 1]d−1 and t, t′ ∈ [0, 1]

the quantity

∆n(t, t′, s) := |Sn(f, (t′, s)) − Sn(f, (t, s))| . (3.1.4)

We recall the following lemma:

Lemma 3.3 (Lemma 11, [RSZ07]). For any t′, t ∈ [0, 1], t′ > t, we have

sup
s∈[0,1]d−1

∆n(t, t′, s) 6 3d1

{

t′ − t >
1

n1

}

max
16kl6nl

26l6d

∣

∣

∣

∣

∣

∣

∣

∣

[n1t′]
∑

i1=[n1t]+1

∑

16il6kl

26l6d

U if

∣

∣

∣

∣

∣

∣

∣

∣

+

+ 3d min {1, n1(t′ − t)} max
16i16n1

max
16kl6nl

26l6d

∣

∣

∣

∣

∣

∣

∣

∣

∑

16il6kl

26l6d

U if

∣

∣

∣

∣

∣

∣

∣

∣

. (3.1.5)

Now, we define for q ∈ 〈d〉 and s = (sl)l∈〈d〉\{q} ∈ [0, 1]d−1,

∆(q)
n (t, t′, s) := |Sn(f, (s1, . . . , sq−1, t′, sq+1, . . . , sd)) − Sn(f, (s1, . . . , sq−1, t, sq+1, . . . , sd))| .

By definition of λj,v and Vj , the inequality

µ

{

sup
j>J

2αj max
v∈Vj

|λj,v(Sn(f, ·))| > 2d+13dx

}

6

d
∑

q=1

µ











sup
j>J

2αj max
06k<2j

04u42j1

∆(q)
n (tk+1, tk; su) > 2 · 3dx











(3.1.6)

takes place, where tk = k2−j and su =
(

ui2
−j
)

i∈〈d〉\{q}.
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We have in view of Lemma 3.3 that for each q ∈ 〈d〉,

µ











sup
j>J

2αj max
06k<2j

04u42j1

∆(q)
n (tk+1, tk; su) > 2x |n|1/2











6 µ















sup
j>J

max
06a<2j

2αj1

{

2−j >
1

nq

}

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

[nq(a+1)2−j ]
∑

iq=[nqa2−j ]+1

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

+

+ min
{

1, nq2−j
}

max
16iq6nq

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> 2x |n|1/2















6 µ















sup
j>J

max
06a<2j

2αj1

{

2−j >
1

nq

}

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

[nq(a+1)2−j ]
∑

iq=[nqa2−j ]+1

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















+

+ µ















sup
j>J

2αj min
{

1, nq2−j
}

max
16iq6nq

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















. (3.1.7)

Since the indicator in the first term of the right hand side of (3.1.7) vanishes if j > log nq, we

have

µ















sup
j>J

max
06a<2j

2αj1

{

2−j >
1

nq

}

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

[nq(a+1)2−j ]
∑

iq=[nqa2−j ]+1

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















6 µ















sup
J6j6log nq

max
06a<2j

2αj max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

[nq(a+1)2−j ]
∑

iq=[nqa2−j ]+1

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















6

log nq
∑

j=J

2j max
06a<2j

µ















2αj max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

[nq(a+1)2−j ]
∑

iq=[nqa2−j ]+1

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















, (3.1.8)
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and by stationarity, it follows that

µ















sup
j>J

max
06a<2j

2αj1

{

2−j >
1

nq

}

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

[nq(a+1)2−j ]
∑

iq=[nqa2−j ]+1

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















6

log nq
∑

j=J

2jµ















2αj max
06iq62nq2−j

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















. (3.1.9)

For the second term of the right hand side of (3.1.7), notice that

sup
j>J

2αj min
{

1, nq2−j
}

6 nα
j . (3.1.10)

Indeed, if j 6 log nq, then 2j 6 nq hence 2αj min
{

1, nq2−j
}

6 nα
q , and if j > log nq, then

2j > nq, hence min
{

1, nq2−j
}

= nq2−j and for such j’s, we have 2αjnq2−j = nq2−(1−α)j 6 nα
q ,

since α < 1. As a consequence, after having bounded the probability of the max over iq by the

sum of probabilities and used stationarity, we obtain

µ















sup
j>J

2αj min
{

1, nq2−j
}

max
16iq6nq

max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2















6 nqµ















max
16kl6nl

l 6=q

∣

∣

∣

∣

∣

∣

∣

∣

∑

16il6kl

l 6=q

U if

∣

∣

∣

∣

∣

∣

∣

∣

> x |n|1/2 n−α
q















. (3.1.11)

Combining inequalities (3.1.7) with (3.1.9) and (3.1.11), we obtain (3.1.2).

The second part of Proposition 3.2 follows by Theorem 3.1.

3.2. Probability inequalities for orthomartingale random fields.

3.2.1. The one dimensional case. A lot of inequalities for martingales involve the maxima of

increments and the quadratic variance. Let us mention the following result by Nagaev, which

links the tail function of the maxima of a martingale with that of the increments and the

quadratic variance.

Theorem 3.4 (Theorem 1, [Nag03]). Let q > 0 and C(q) := qe3qeq+1

/qeq+1 and let (Sn, Fn)

be a martingale. Then

µ

{

max
16k6n

Sk > t

}

6 C(q)t−q

∫ t

0
Q (u) uq−1du, (3.2.1)

where

Q(u) := µ

{

max
16k6n

|Xk| > u

}

+ µ







(

n
∑

k=1

E
[

X2
k | Fk−1

]

)1/2

> u







. (3.2.2)

Let us focus on the stationary case. If q is a real number greater than 2, we take δ = δ(q) > 0

such that δ(1 + δ +
√

δ)q = 1.
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Proposition 3.5. Let T : Ω → Ω be a measure-preserving map. Assume that F is a sub-σ-

algebra such that T F ⊂ F and that (M ◦T i)i>1 is a martingale difference sequence with respect

to the filtration (T −iF)i>0. Then for each real number t, each q > 2 and each positive integer

n, the following inequalities hold:

µ

{

max
16i6n

|Si(M)| > 2
√

nt/δ

}

6 c(q)n

∫ 1

0
µ
{

|M | >
√

nut
}

uq−1du+

+ c(q)

∫ ∞

0
µ
{

(

E
[

M2 | T F
])1/2

>
√

2vt
}

min
{

v, vq−1
}

dv; (3.2.3)

µ

{

max
16i6n

|Si(M)| >
√

nt

}

6 c(q)

∫ +∞

0
µ {|M | > tv} min

{

v, vq−1
}

dv. (3.2.4)

While this can be deduced from a combination of Theorem 3.4 and the maximal ergodic

theorem, we shall give a complete proof for the following two reasons. First, Nagaev’s result also

applies for supermartingales and in the martingale case, his proof can be simplified. Second,

the constant C(q) obtained in the general case can be improved when restricted to martingales.

The following lemma will be useful in the sequel.

Lemma 3.6. Assume that X and Y are two random non-negative variables such that for each

positive λ, we have

λµ {X > λ} 6 E [Y 1 {X > λ}] . (3.2.5)

Then for each t, the following inequality holds:

µ {X > 2t} 6

∫ +∞

1
µ {Y > st} ds. (3.2.6)

Proof of Lemma 3.6. Rewriting the expectation as

E [Y 1 {X > 2t}] =

∫ +∞

0
µ {Y 1 {X > 2t} > u} du 6 tµ {X > 2t} +

∫ +∞

t

µ {Y > u} du,

(3.2.7)

we derive by the assumption the bound

2tµ {X > 2t} 6 tµ {X > 2t} +

∫ +∞

t

µ {Y > u} du. (3.2.8)

We conclude using the substitution ts := u. �

For example, if (Si, Fi)i>1 is a non-negative submartingale, then (3.2.5) holds with X =

max16i6n Si and Y = Sn for each n > 1.

Proof of Proposition 3.5. If (Si =
∑

j6i Xi, Fi) is a martingale, then for each β > 1, δ ∈
(0, β − 1) and λ > 0, and each integer N > 1, the inequality

µ

{

max
16i6N

|Si| > βλ

}

6
δ2

(β − δ − 1)2
µ

{

max
16i6N

|Si| > λ

}

+

+ µ

{

N
∑

i=1

E[X2
i | Fi−1] > δ2λ2

}

+ µ

{

max
16i6N

|Xi| > δλ

}

(3.2.9)
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takes place (see [HH80], p. 28). Let us consider a positive δ such that δ(1 + δ +
√

δ)q = 1.

For fixed x, and a non-negative integer m, we define

ym := (1 + δ +
√

δ)mx. (3.2.10)

By (3.2.9) applied with β = 1 + δ +
√

δ, it follows that for each m,

µ

{

max
16i6n

|Si(M)| > ym

}

6 δµ

{

max
16i6n

|Si(M)| > ym−1

}

+ Q(δym−1), (3.2.11)

where Q is defined by (3.2.2) (with Xk = M ◦ T k and Fi = T −iF). Denoting by am the

quantity am := δ−mµ {max16i6n |Si(M)| > ym}, we have am 6 am−1 + Q(δym−1), hence

µ

{

max
16i6n

|Si(M)| > ym

}

6

m−1
∑

i=0

Q(δyi)δ
m−i−1 + µ

{

max
16i6n

|Si(M)| > x

}

δm−1. (3.2.12)

Since Q(δyi) 6 2 and δ 6 1, we derive the bound

µ

{

max
16i6n

|Si(M)| > ym

}

6

m−1
∑

i=1

Q(δyi)δ
m−i−1 + 3δm−1. (3.2.13)

Since the function u 7→ Q(u) is non-increasing, we have

Q(δyi)

∫ yi

yi−1

uq−1du 6

∫ yi

yi−1

Q(δu)uq−1du,

hence

Q(δyi) 6

∫ yi

yi−1

Q(δu)uq−1du ·
(

(yi − yi−1)yq−1
i

)−1
. (3.2.14)

Pluging this estimate and (3.2.10) into (3.2.13), we obtain

µ

{

max
16i6n

|Si(M)| > ym

}

6
1

yq
m

m−1
∑

i=1

∫ yi

yi−1

Q(δu)uq−1du · yq
m

(

(yi − yi−1)yq−1
i

)−1
δm−i−1 + 3δm−1. (3.2.15)

Now, since δ(1 + δ +
√

δ)q = 1, it follows that

yq
m

(

(yi − yi−1)yq−1
i

)−1
δm−i−1 =

yq
m

yq
i

yi

yi − yi−1
δm−i−1

= (1 + δ +
√

δ)(m−i)q (1 + δ +
√

δ)yi−1

(δ +
√

δ)yi−1

δm−i−1

=
(1 + δ +

√
δ)

δ(δ +
√

δ)

6
3

δ2
,

hence by (3.2.15), we derive

µ

{

max
16i6n

|Si(M)| > ym

}

6
3

yq
mδ2

∫ ym−1

0
Q(δu)uq−1du + 3δm−1. (3.2.16)
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Let y be such that ym 6 y < ym+1; then

µ

{

max
16i6n

|Si(M)| > y

}

6 µ

{

max
16i6n

|Si(M)| > ym

}

6
3

yq
mδ2

∫ ym−1

0
Q(δu)uq−1du + 3δm−1

6
3

yqδ2

(

ym+1

ym

)q ∫ y

0
Q(δu)uq−1du + 3δm−1

=
3

yqδ2

(

1 + δ +
√

δ
)q
∫ y

0
Q(δu)uq−1du + 3δm−1,

and using again the equality δ(1 + δ +
√

δ)q = 1, we derive

µ

{

max
16i6n

|Si(M)| > y

}

1[x,∞)(y) 6
3

yqδ3

∫ y

0
Q(δu)uq−1du · 1[x,∞)(y)+

+ 3
∞
∑

m=0

δm−1 · 1[x(1+δ+
√

δ)m,x(1+δ+
√

δ)m+1)(y). (3.2.17)

Since x is arbitrary and δ ∈ (0, 1), the second term converges to 0 as x goes to 0, hence

µ

{

max
16i6n

|Si(M)| > y

}

6
3

yqδ3

∫ y

0
Q(δu)uq−1du. (3.2.18)

By definition of Q and the fact that T is measure preserving, we obtain

µ

{

max
16i6n

|Si(M)| >
√

nt

}

6 c(q)n

∫ 1

0
µ
{

|M | >
√

nut
}

uq−1du+

+ c(q)

∫ 1

0
µ







n−1
n−1
∑

j=0

U j
(

E[M2 | T F ]
)

> 4u2t2







uq−1du. (3.2.19)

By the maximal ergodic theorem, inequality (3.2.7) holds with X = sup
n>1

n−1Sn

(

E[M2 | T F ]
)

and Y = E[M2 | T F ], hence by Lemma 3.6 the estimate

µ







n−1
n
∑

j=1

U j
(

E[M2 | T F ]
)

> 4u2t2







6

∫ +∞

1
µ
{

E[M2 | T F ] > 2u2t2s
}

ds (3.2.20)

is valid for any n. We can deduce from inequalities (3.2.19) and (3.2.20) that (3.2.3) is satisfied

(after having switched the integrals).

In order to prove (3.2.4), we go back to (3.2.19) and we define for an integrable function

g : Ω → R, V g := UE[g | T M]. Notice that V is an L1-L∞ contraction and that V n(g) =
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UnE[g | T M]. Therefore, we have the bound

∫ 1

0
µ







n−1
n−1
∑

j=0

U j
(

E[M2 | T F ]
)

> 4u2t2







uq−1du 6

∫ 1

0

∫ +∞

1
µ
{

M2 > 2u2t2v
}

uq−1dudv 6

∫ 1

0

∫ +∞

1
µ
{

|M | > ut
√

v
}

uq−1dudv, (3.2.21)

and using the substitution u′ := u
√

v, we get
∫ 1

0

∫ +∞

1
µ
{

|M | > ut
√

v
}

uq−1dudv =

∫ +∞

0
µ {|M | > tu}

∫ +∞

max{1,u2}
uq−1v−q/2dvdu

=
1

1 − q/2

∫ +∞

0
µ {|M | > tu} uq−1(max

{

1, u2
}

)1−q/2du

=
2

2 − q

∫ +∞

0
µ {|M | > tu} min

{

u, uq−1
}

du.

We now bound the first term of (3.2.19) independently of n. We have

n

∫ 1

0
µ
{

|M | >
√

nut
}

uq−1du = n1−q/2

∫

√
n

0
µ {|M | > vt} vq−1dv. (3.2.22)

If v 6 1, we use the bound n1−q/2vq−1 6 vq−1, and if 1 < v 6
√

n, then n1−q/2vq−1 6 v.

This concludes the proof of Proposition 3.5. �

3.2.2. The multidimensional case. We extend Proposition 3.5 to the multlidimensional setting.

Proposition 3.7. Let (m ◦ T i)i∈Zd be a strictly stationary orthomartingale difference random

field with respect to the completely commuting filtration
(

T −iM
)

i∈Zd and q > 2. Then for each

t, each n ∈ Nd and each j ∈ {1, . . . , d}, the following inequalities take place:

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nlt

}

6 c(q, d)nj

∫ +∞

0
µ
{

|m| > tv
√

nj

}

(1 + |log v|)d−1
min

{

v, vq−1
}

dv

+ c(q, d)

∫ +∞

0
µ
{

(

E[m2 | TjM]
)1/2

> tv
}

(1 + |log v|)d−1
min

{

v, vq−1
}

dv, (3.2.23)

and

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nlt

}

6 c(q, d)

∫ +∞

0
µ {|m| > tv} (1 + |log v|)d−1 min

{

v, vq−1
}

dv. (3.2.24)

Althought it will not be needed in the sequel, let us mention an immediate application of

the previous result.
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Corollary 3.8. Let p > 2 and m a function as in Proposition 3.7 and such that E |m|p is

finite. Then the family

F :=

{

|n|−p/2
max

14j4n
|Sj(m)|p , n < 1

}

(3.2.25)

is uniformly integrable.

Remark 3.9. For a fixed p > 2, one can deduce multidimensional Burkholder’s inequality

(see [Faz05]) by applying Proposition 3.7 with q > p. Indeed, we multliply on both sides of

inequality (3.2.23) by ptp−1 and integrate on [0, +∞) using the convergence of
∫ 1

0 vq−p−1dv

and
∫∞

1 v log v · v−pdv (because 2 < p < q).

However, in this way, the obtained constant is certainly not optimal.

Remark 3.10. It seems that Proposition 3.7 is not efficient for second moments. In particular,

the uniform integrability result in [VW14] does not appear as a consequence of (3.2.24). This

is due to the fact that the integral
∫∞

1 1/vdv is divergent.

Proof of Proposition 3.7. We start by proving (3.2.24) by induction on d.

For d = 1, this reduces to (3.2.4). Assume that for some d > 2, we have the following

property: if (m◦T i)i∈Zd−1 is a strictly stationary orthomartingale difference random field with

respect to the completely commuting filtration
(

T −iM
)

i∈Zd−1 and q > 2. Then for each t > 0

and each n ∈ Nd−1,

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nlt

}

6 c(q, d − 1)

∫ +∞

0
µ {|m| > tv} (1 + |log v|)(d−1)−1 min

{

v, vq−1
}

dv. (3.2.26)

We have to prove that this property is still valid for d, namely, that if (m ◦ T i)i∈Zd is a strictly

stationary orthomartingale difference random field with respect to the completely commuting

filtration
(

T −iM
)

i∈Zd and q > 2. Then for each t, each n ∈ Nd and each j ∈ {1, . . . , d},

(3.2.24) holds. Let us take such a random field and q > 2. Using item 2 of Lemma 1.2 and

Lemma 3.6, we obtain this first estimate

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nl2t

}

6

∫ +∞

1
µ

{

max
i∈[1,n]

∣

∣S(i,nd)(m)
∣

∣ >

d
∏

l=1

√
nlts

}

ds. (3.2.27)

Now, using item 3 of Lemma 1.2 and the induction assumption, we derive

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nl2t

}

6 c(q, d − 1)

∫ +∞

1

∫ +∞

0
µ
{∣

∣S(0,nd)

∣

∣ > tsv
√

nd

}

(1 + |log v|)(d−1)−1 min
{

v, vq−1
}

dvds. (3.2.28)



16 DAVIDE GIRAUDO

Switching the integrals and letting s′ := sv for a fixed v, we get

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nl2t

}

6 c(q, d − 1)

∫ +∞

0
µ
{∣

∣S(0,nd)

∣

∣ > ts′√nd

}

∫ +∞

0
1{s′>v}(1 + |log v|)(d−1)−1 min

{

1, vq−2
}

dvds′. (3.2.29)

Treating the cases s′ > 1 and s′ 6 1, we notice that for some constant K(q, d), we have

∫ s′

0
(1 + |log v|)(d−1)−1 min

{

1, vq−2
}

dv 6 K(q, d)(1 + |log(s′)|)d−2 min
{

s′, s′q−1
}

, (3.2.30)

from which it follows that

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nl2t

}

6 c(q, d − 1)K(q, d)

∫ +∞

0
µ
{∣

∣S(0,nd)

∣

∣ > ts
√

nd

}

(1 + |log s|)(d−1)−1 min
{

s, sq−1
}

ds. (3.2.31)

Now, by (3.2.4), we obtain

µ

{

max
14i4n

|Si(m)| >
d
∏

l=1

√
nl2t

}

6 c(q, d − 1)K(q, d)c(q)

∫ +∞

0

∫ +∞

0
µ {|m| > tsu} (1 + |log s|)(d−1)−1 min

{

s, sq−1
}

min
{

u, uq−1
}

duds

= c(q, d − 1)K(q, d)c(q)

∫ +∞

0

∫ +∞

0
µ {|m| > tv} I(v)dv, (3.2.32)

where

I(v) =

∫ +∞

0
(1 + |log s|)(d−1)−1 min

{

1, sq−2
}

min

{

v

s
,
(v

s

)q−1
}

ds. (3.2.33)

Assume that v < 1. Then

I(v) =

∫ v

0
(1 + |log s|)d−2sq−2 v

s
ds +

∫ 1

v

(1 + |log s|)d−2sq−2
(v

s

)q−1
ds

+

∫ +∞

1
(1 + |log s|)d−2

(v

s

)q−1
ds

6 v

∫ 1

0
(1 + |log s|)d−2sq−3ds + vq−1(1 + |log v|)d−2

∫ 1

v

1

s
ds

+ vq−1

∫ +∞

1
(1 + |log s|)d−2 1

sq−1
ds, (3.2.34)

and since the q > 2, the integrals
∫ 1

0 (1 + |log s|)d−2sq−3ds and
∫ +∞

1 (1 + |log s|)d−2 1
sq−1 ds are

convergent. Consequently, there exists a constant K depending only on d and q such that for

any v ∈ (0, 1), I(v) 6 Kvq−1(1 + |log v|)d−1.
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Assume now that v > 1. Then

I(v) =

∫ 1

0
(1 + |log s|)d−2sq−2 v

s
ds +

∫ v

1
(1 + |log s|)d−2 v

s
ds +

∫ +∞

v

(1 + |log s|)d−2
(v

s

)q−1
ds

6 v

∫ 1

0
(1 + |log s|)d−2sq−3ds + v(1 + |log v|)d−2

∫ v

1

1

s
ds

+ v

∫ +∞

1
(1 + |log(u)| + |log(v)|)d−2 1

uq−1
, (3.2.35)

and here again, there exists a constant K depending only on d and q such that for any v > 1,

I(v) 6 Kv(1 + |log v|)d−1. This shows the estimate

I(v) 6 Kv(1 + |log v|)d−1 min
{

v, vq−1
}

, v > 0. (3.2.36)

The combination of (3.2.32) and (3.2.36) gives (3.2.24), which shows that the considered prop-

erty is valid for d.

We now prove (3.2.23). We start from (3.2.31). Using this time (3.2.3), we obtain

µ

{

max
14i4n

|Si(m)| > 2
d
∏

l=1

√
nlt

}

6 c(q, d − 1)K(q, d)c(q)

nd

∫ +∞

0

∫ +∞

0
µ
{

|m| > tsu
√

nd

}

(1 + |log s|)(d−1)−1 min
{

s, sq−1
}

min
{

u, uq−1
}

duds

+ c(q, d − 1)K(q, d)c(q)

∫ +∞

0

∫ +∞

0
µ
{

(

E
[

m2 | TdM
])1/2

> tus
}

(1 + |log s|)(d−1)−1 min
{

u, uq−1
}

du min
{

s, sq−1
}

ds. (3.2.37)

After having done the substitution v := us for a fixed s and rearranged the integrals, we get

(3.2.23) when j = d. The proof for a general j ∈ {1, . . . , d} can be carried out similarly. This

concludes the proof of Proposition 3.7. �

4. Proofs

4.1. The orthomartingale case.

4.1.1. Proof of Theorem 2.1. In this subsection, we prove Theorem 2.1. The construction will

require a result on dynamical systems of positive entropy.

Lemma 4.1 (Lemma 1, [EV03]). There exist two T -invariant sub-σ-algebras B and C of F
and a function g defined on Ω such that

• the σ-algebras B and C are independent;

• the function g is B-measurable, zero-mean, with values in {−1, 0, 1} and the random

field (g ◦ T k)k∈Zd is independent (identically distributed);

• the dynamical system (Ω, C, µ, T ) is aperiodic: for each k ∈ Zd \ {0},

µ
{

ω ∈ Ω | T kω = ω
}

= 0. (4.1.1)

Moreover, there exists 0 < a 6 1 such that µ {g = 1} = µ {g = −1} = a/2 and µ {g = 0} =

1 − a.
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We consider four increasing sequences of positive integers (Il)l>1, (Jl)l>1, (Kl)l>1 and

(Ll)l>1 such that

∑

l>1

(

ld+1

Ll

)p(α)

is convergent ; (4.1.2)

lim
l→∞

Jlµ

{

|N | >
Ll

‖g‖2

}

= 1; (4.1.3)

lim
l→∞

Il = +∞; (4.1.4)

lim
l→∞

ld−12Il+Jl+Kl

∑

i>l

2−Ki = 0 and (4.1.5)

for each l > 1,

l−1
∑

i=1

L−1
i 2(Ji+Ki)(1/2−α)id−1 6

1

2

(

2Il+Jl+Kl ld−1
)1/2−α

. (4.1.6)

To construct such sequences, first define (Il)l>1 and (Ll)l>1 satisfying (4.1.2) and (4.1.4) re-

spectively. Then consider (Jl)l>1 satisfying (4.1.3). Once these three sequences are chosen, we

can construct (Kl)l>1 inductively such that (4.1.6) holds, Kl+1 > lKl and ld−12Il+Jl−Kl in

order to guarantee (4.1.5).

By the multidimensional version of Rokhlin’s lemma (see Theorem 3.1 in [Con73]), we can

find for each l a measurable set Cl such that the family

(

T iCl

)

06i16Nl−1
06iq6l,q>2

is pairwise disjoint and (4.1.7)

µ









⋃

06i16Nl−1
06iq6l,q>2

T iCl









>
1

2
, (4.1.8)

where Nl := 2Il+Jl+Kl . We define

fl :=
1

Ll

(

Nl

2Il

)1/p(α)

ld−1
Jl
∑

j=1

2−j/p(α)
2Il+j+1

∑

i1=2Il+j+1

∑

06iq6l,q>2

1

(

T Nl−i1

1

d
∏

q=2

T l−iq

q Cl

)

(4.1.9)

and the function m by the equalities

f :=
∑

l>1

fl, m := gf, (4.1.10)

where g is the function obtained in Lemma 4.1.

We define the σ-algebra M by the equality

M := σ
(

g ◦ T l, l 4 0
)

∨ C. (4.1.11)

By Lemma 4.1, the σ-algebra C is T -invariant, hence for each i, j ∈ Zd such that i 4 j, the

inclusion T −iM ⊂ T −jM takes place, hence
(

T −iM
)

i∈Zd is a stationary filtration.

Proposition 4.2. The filtration
(

T −iM
)

i∈Zd is commuting and the random field
(

U im
)

i∈Zd

is an orthomartingale difference random field with respect to this filtration.
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Proof. Denoting for j ∈ Zd, Fj := T −jM, we have to check that for each i, j ∈ Zd and each

bounded random variable X ,

E [E [X | Fi] | Fj] = E
[

X | Fmin{i,j}
]

. (4.1.12)

We define Gi := σ (g ◦ T u, u 4 i) and apply Proposition 2 in [WW13] to the mutually indepen-

dent σ-algebras

F := σ (g ◦ T u, u 4 i, ∃q ∈ 〈d〉 | uq > jq) (4.1.13)

G := Gmin{i,j} ∨ C (4.1.14)

H := σ (g ◦ T u, u 4 j, ∃q ∈ 〈d〉 | uq > iq) (4.1.15)

in order to get (4.1.12).

In order to prove the second part of Proposition 4.2, notice that for each q ∈ 〈d〉, we have

by (4.1.10) and (4.1.11) that

E [m | TqM] = E
[

fg | σ
(

g ◦ T l, l 4 −eq

)

∨ C
]

. (4.1.16)

Since the function f is C-measurable and the function g is independent of σ
(

g ◦ T l, l 4 −eq

)

∨C,

the terms in (4.1.16) are zero. This concludes the proof of Proposition 4.2. �

Proposition 4.3. The function m satisfies limt→+∞ tp(α)µ {|m| > t} = 0.

Proof. We first estimate supt>0 tp(α)µ {|fl| > t} for a fixed l > 1. Using Lemma 1.5 of [Gir16]

with

Aj :=
2Il+j+1

⋃

i1=2Il+j+1

⋃

06iq6l,q>2

T Nl−i1

1

d
∏

q=2

T l−iq

q Cl and (4.1.17)

aj :=
1

Ll

(

Nl

2Il

)1/p(α)

ld−12−j/p(α), (4.1.18)

we have the estimate

sup
t>0

tp(α)µ {|fl| > t} 6 max
16j6Jl−1

(

1

Ll

(

Nl

2Il

)1/p(α)

ld−1

)p(α)

2−j

j
∑

i=1

µ(Ai), (4.1.19)

and since µ(Ai) 6 2Il+ild−12−(Il+Jl+Kl)/ld−1 = 2i−Jl−Kl , we obtain

sup
t>0

tp(α)µ {|fl| > t} 6 21−Jl−Kl

(

1

Ll

(

Nl

2Il

)1/p(α)

ld−1

)p(α)

=

(

ld−1

Ll

)p(α)

. (4.1.20)

Let us fix l0 > 1. Since
∑l0−1

l=1 fl is bounded, we have

lim sup
t→+∞

tp(α)µ {f > 2t} 6 lim sup
t→+∞

tp(α)µ

{

+∞
∑

l=l0+1

fl > t

}

, (4.1.21)

and since
∑+∞

l=1 l−2 6 1, we have, in view of (4.1.20)

lim sup
t→+∞

tp(α)µ {f > 2t} 6

+∞
∑

l=l0+1

(

ld−1

Ll

)p(α)

l2p(α), (4.1.22)

and since l0 is arbitrary and g is bounded by 1, we may conclude the proof of Proposition 4.3

by (4.1.2). �
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Now, we have to prove that the sequence
(

(

Nll
d−1
)−1/2

SNl,l,...,l(m, ·)
)

is not tight in

Hα([0, 1]d). The first step in this direction is

Proposition 4.4. For l large enough, we have

µ

{

ωα

(

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l) (g · fl) , 2−Kl

)

> 1

}

>
1

16
. (4.1.23)

Proof. We fix l > 1.

Let u = (u1, . . . , ud) be such that 0 6 u1 6 Nl − 2Il+Jl and 1 6 uq 6 l for 2 6 q 6 d.

Denoting u′ := (u2, . . . , ud), we observe that for each j ∈ {1, . . . , Jl − 1}, the following equality

holds:

1 (T uCl)
[

S(Nl−u1−2Il+j ,u′) (gfl) − S(Nl−u1−2Il+j+1,u′) (gfl)
]

=
1

Ll

(

Nl

2Il

)1/p(α)

l(d−1)/22−j/p(α)1 (T uCl)
[

S(Nl−u1−2Il+j,u′) (g) − S(Nl−u1−2Il+j+1,u′) (g)
]

.

(4.1.24)

Indeed, if ω belongs to T uCl, then for each v = (v1, . . . , vd) ∈ Nd such that Nl −u1 −2Il+j+1 6

v1 6 Nl − u1 − 2Il+j − 1 and 1 6 vq 6 l for 2 6 q 6 d, we have

fl ◦ T v(ω) =
1

Ll

(

Nl

2Il

)1/p(α)

l(d−1)/22−j/p(α). (4.1.25)

Since 2Il+j/2Il+Jl+Kl 6 2−Kl , the inequality

ωα

(

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l) (g · fl) , 2−Kl

)

>

max
06u162Il+Jl+Kl −2Il+Jl

max
16uq6l
26q6d

∣

∣

∣
S(Nl−u1−2Il+j ,u′) (gfl) − S(Nl−u1−2Il+j+1,u′) (gfl)

∣

∣

∣

√
2Il+Jl+Kl ld−1

(

2Il+j

2Il+Jl+Kl

)α (4.1.26)

holds. In view of equality (4.1.24), it suffices to prove that pl > 1/16, where

pl := µ









⋃

06u162Il+Jl(2Kl −1)

⋃

16uq6l
26q6d

[T uCl∩







max
16j6Jl−1

∣

∣

∣S(Nl−u1−2Il+j ,u′) (g) − S(Nl−u1−2Il+j+1,u′) (g)
∣

∣

∣

√
2Il+j

> Ll













 . (4.1.27)

By (4.1.7) and the fact that the action T is measure preserving, we have

pl > (2Il+Jl
(

2Kl − 1
)

+1)ld−1µ



Cl ∩







max
16j6Jl−1

∣

∣

∣S(Nl−2Il+j ,1) (g) − S(Nl−2Il+j+1,1) (g)
∣

∣

∣

√
2Il+j

> Ll









 ,
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The events
{

max16j6Jl−1

∣

∣

∣S(Nl−2Il+j ,1) (g) − S(Nl−2Il+j+1,1) (g)
∣

∣

∣

√
2−(Il+j) > Ll

}

and Cl be-

longing to B and C respectively, they are independent. Consequently,

pl > (2Il+Jl
(

2Kl − 1
)

+1)ld−1µ(Cl)µ







max
16j6Jl−1

∣

∣

∣S(Nl−2Il+j,1) (g) − S(Nl−2Il+j+1,1) (g)
∣

∣

∣

√
2Il+j

> Ll







,

which entails, by (4.1.7) and (4.1.8),

pl >
1 − 2−Kl

2
µ





⋃

16j6Jl−1

Aj



 , (4.1.28)

where

Aj :=







∣

∣

∣S(Nl−2Il+j ,1) (g) − S(Nl−2Il+j+1,1) (g)
∣

∣

∣

√
2Il+j

> Ll







. (4.1.29)

Using Bonferroni’s inequality and independence of the family (Aj)16j6Jl−1, we derive

µ





⋃

16j6Jl−1

Aj



 >

Jl−1
∑

j=1

µ(Aj) −
∑

16i<j6Jl−1

µ(Ai)µ(Aj)

=

Jl−1
∑

j=1

µ(Aj) − 1

2





Jl−1
∑

j=1

µ(Aj)





2

+ 2

Jl−1
∑

j=1

µ(Aj)2

>

Jl−1
∑

j=1

µ(Aj) − 1

2





Jl−1
∑

j=1

µ(Aj)





2

, (4.1.30)

hence we have to prove that for l large enough,

Jl−1
∑

j=1

µ(Aj) − 1

2





Jl−1
∑

j=1

µ(Aj)





2

>
1

4
. (4.1.31)

By the Berry-Esseen theorem, the estimate

|µ(Aj) − µ {|N | ‖g‖2 > Ll}| 6 C

‖g‖3
2

2−(Il+j)/2 (4.1.32)

holds for any j ∈ {1, . . . , Jl − 1}, where C is independent of l and j. Consequently,
∣

∣

∣

∣

∣

∣

Jl−1
∑

j=1

(µ(Aj) − µ {|N | ‖g‖2 > Ll})

∣

∣

∣

∣

∣

∣

6
C

‖g‖3
2

2−Il/2
+∞
∑

j=1

2−j/2 (4.1.33)

and by (4.1.3), (4.1.4) and (4.1.33), we have

lim
l→+∞

Jl−1
∑

j=1

µ(Aj) − 1

2





Jl−1
∑

j=1

µ(Aj)





2

=
1

2
, (4.1.34)

which gives (4.1.23) in view of (4.1.28) and (4.1.31). This concludes the proof of Proposi-

tion 4.4. �
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Corollary 4.5. For l large enough,

µ

{

ωα

(

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l) (m) , 2−Kl

)

>
1

2

}

>
1

32
. (4.1.35)

Proof. Let l be such that (4.1.23) holds. Since m = gfl +
∑

i6=l gfi, we have to show that

the contribution of the term
∑

i6=l gfi is negligible in (4.1.35). To this aim, we shall show the

following two things:
∥

∥

∥

∥

∥

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l)

(

l−1
∑

i=0

gfi, ·
)∥

∥

∥

∥

∥

Hα

6
1

2
; (4.1.36)

lim
l→+∞

µ





⋃

i>l+1

{

ωα

(

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l) (g · fi) , 2−Kl

)

6= 0

}



 = 0. (4.1.37)

Let us prove (4.1.36). If s and t are two distinct elements of [0, 1]d and n ∈ (N∗)d, then for a

function h,

|Sn (h, t) − Sn (h, s)| =

∣

∣

∣

∣

∣

∣

∑

i∈Zd

(λ ([0, n · t] ∩ Ri) − λ ([0, n · s] ∩ Ri)) h ◦ T i

∣

∣

∣

∣

∣

∣

6 max
u∈[0,n]

|h ◦ T u| ·
∑

i∈Zd

λ (Ri ∩ ([0, nt] ∆ [0, ns]))

6 |n| max
u∈[0,n]

|h ◦ T u| ‖t − s‖ ,

which gives for ‖t − s‖ 6 |n|−1
,

1
√

|n| ‖t − s‖α |Sn (h, t) − Sn (h, s)| 6 |n|−1/2+1−(1−α) max
u∈[0,n]

|h ◦ T u| , (4.1.38)

and if 0 < ‖t − s‖ > |n|−1, we have

1
√

|n| ‖t − s‖α |Sn (h, t) − Sn (h, s)| 6 1

|n|1/2−α
|n|−1/2+1−(1−α)

max
u∈[0,n]

|h ◦ T u| (4.1.39)

As a consequence, we obtain
∥

∥

∥

∥

∥

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l)

(

l−1
∑

i=0

gfi, ·
)∥

∥

∥

∥

∥

Hα

(4.1.40)

6

(

2Il+Jl+Kl l(d−1)
)−(1/2−α)

max
06u162Il+Jl+Kl

max
16uq6l
26q6d

∣

∣

∣

∣

∣

(

l−1
∑

i=0

gfi

)

◦ T u

∣

∣

∣

∣

∣

, (4.1.41)

and since |gfi| is bounded by L−1
i (ni2

−Ii)1/p(α)id−1, we infer that

∥

∥

∥

∥

∥

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l)

(

l−1
∑

i=0

gfi, ·
)∥

∥

∥

∥

∥

Hα

6

(

2Il+Jl+Kl l(d−1)
)−(1/2−α) l−1

∑

i=1

L−1
i (ni2

−Ii)1/2−αid−1, (4.1.42)
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which in turn does not exceed 1/2 by (4.1.6). This proves (4.1.36).

We now show (4.1.37). Let us fix l > 1 and i > l. The inclusion

{

ωα

(

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l) (g · fi) , 2−Kl

)

6= 0

}

⊂
⋃

06u162Il+Jl+Kl

⋃

16uq6l
26q6d

{(g · fi) ◦ T u 6= 0} (4.1.43)

holds. We thus have

µ

{

ωα

(

1√
2Il+Jl+Kl ld−1

S(2Il+Jl+Kl ,l,...,l) (g · fi) , 2−Kl

)

6= 0

}

6 (2Il+Jl+Kl + 1)ld−1µ {fi 6= 0} . (4.1.44)

By (4.1.9), the inclusion

{fi 6= 0} ⊂
⋃

2Il+Jl+Kl −2Il+Jl6u162Il+Jl+Kl

⋃

06uq6l
26q6d

T u(Ci) (4.1.45)

holds, which entails, by (4.1.7) and (4.1.8),

µ {fi 6= 0} 6
(

2Ii+Ji + 1
)

id−12−(Ii+Ji+Ki)/id−1 = 21−Ki (4.1.46)

Now (4.1.37) appears as a consequence of (4.1.44), (4.1.46) and (4.1.5). This concludes the

proof of Corollary 4.5 and that of Theorem 2.1. �

Remark 4.6. Since for each k ∈ Zd, σ
(

f ◦ T i, i 6= k
)

⊂ σ
(

g ◦ T i, i 6= k
)

∨ C, the random field
(

U if
)

i∈Z
is a strong martingale random field in the sense of Nahapetian and Petrosian [NP92].

This shows that even with this choice of martingale random fields, the condition on the law of

m has to be reinforced compared to the i.i.d. case.

4.1.2. Proof of Theorem 2.2. We already know by [Vol15] that the finite dimensional distribu-

tions of |n|−1/2 Sn(m, ·) converge to those of ‖m‖2 W as min n goes to infinity. The rest of the

proof is thus devoted to asymptotic tightness in Ho
α([0, 1]d) of the net (|n|−1/2

Sn(m, ·))n<1.

It suffices to check that (3.1.3) holds. To this aim, we fix ε > 0 and consider J > 1 and n ∈ Nd

such that log min n > J . Let i ∈ {1, . . . , d}. An application of (3.2.23) with q > (1/2 − α)−1,

n′ defined by n′
a = na if a 6= i and n′

i = ni2
−j instead of n and t = 2−αjCε yields

ni
∑

j=J

2jµ







2αj max
16li6ni2−j

max
16lk6nk

k 6=i

∣

∣

∣

∣

∣

∣

∑

14s4l

U sf

∣

∣

∣

∣

∣

∣

> Cε

d
∏

q=1

√
nq







6

c(q, d)ni

log ni
∑

j=J

∫ +∞

0
µ
{

|m| >
√

niCεv2−αj
}

(1 + |log v|)d−1 min
{

v, vq−1
}

dv

+ c(q, d)

log ni
∑

j=J

2j

∫ +∞

0
µ
{

(

E[m2 | TiM]
)1/2

> v2(1/2−α)jCε
}

(1 + |log v|)d−1
min

{

v, vq−1
}

dv

=: A(J, n) + B(J, n). (4.1.47)
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Notice that for each j ∈ {J, . . . , [log ni]}, we have
√

ni2
−αj > n

1/p(α)
i hence each positive v,

the following bound holds:

µ
{

|m| >
√

niCεv2−αj
}

6
(√

niCεv2−αj
)−p(α) · sup

{

tp(α)µ {|m| > t} , t > Cεvn
1/p(α)
i

}

. (4.1.48)

Since p(α) · α = p(α)/2 − 1 and
∑log ni

j=J 2j(p(α)/2−1) 6 κ(α)n
p(α)/2−1
i , we derive the estimate

A(J, n) 6 κ(α, ε)

∫ +∞

0
In(v) (1 + |log v|)d−1 v−p(α) min

{

v, vq−1
}

dv, (4.1.49)

where

In(v) = sup
{

tp(α)µ {|m| > t} , t > Cεv(min n)1/p(α)
}

. (4.1.50)

In order to control B(J, n), we use the following elementary inequality: for a non-negative

function f ,
∑

j>J

2jµ
{

f > 2j
}

6 2E
[

f1
{

f > 2J
}]

. (4.1.51)

Applying this to f :=
(

E[m2 | TiM]
)p/2

, we get

B(J, n) 6 κ(C, ε)

∫ +∞

0
E
[

(

E[m2 | TiM]
)p/2

1
{

(

E[m2 | TiM]
)p/2

> 2JvCε
}]

v−p(α) (1 + |log v|)d−1 min
{

v, vq−1
}

dv. (4.1.52)

Combining inequalities (4.1.47), (4.1.49) and (4.1.52), we get

d
∑

i=1

ni
∑

j=J

2jµ







2αj max
16li6ni2−j

max
16lk6nk

k 6=i

∣

∣

∣

∣

∣

∣

∑

14s4l

U sf

∣

∣

∣

∣

∣

∣

> Cε
d
∏

q=1

√
nq







6

κ(q, α, d)ε−p

∫ +∞

0
In(v) (1 + |log v|)d−1

v−p(α) min
{

v, vq−1
}

dv

+ κ(q, α, d)ε−p
d
∑

i=1

∫ +∞

0
E
[

(

E[m2 | TiM]
)p/2

1
{

(

E[m2 | TiM]
)p/2

> 2JvCε
}]

v−p(α) (1 + |log v|)d−1
min

{

v, vq−1
}

dv, (4.1.53)

from which we deduce that (3.1.3) holds by monotone convergence. This concludes the proof

of Theorem 2.2.

4.2. Hannan type condition. The convergence of the finite dimensional distributions of
(

|n|−1/2 Sn(f, ·)
)

to those of σ2W where σ is given by (2.2.3) is implied by the result of [VW14]

and the Remark 1 of [Vol15]. Therefore, it remains to prove the asymptotic tightness of
(

|n|−1/2 Sn(f, ·)
)

n<1
. The main idea is to use the decomposition f =

∑

i∈Zd Pi(f) and to

split the sum into two parts: the sum on the box [−R1, R1] and its complement for some large

R. The sum
∑

i∈[−R1,R1] Pi(f) admits an orthomartingale-coboundary decomposition, while

the partial sum process associated to Pi(f) has a negligiible contribution.
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Let us write the presented idea in a precise way. The assumptions of Theorem 2.5 imply

that

f =
∑

i∈Zd

Pi(f), (4.2.1)

where the summation converges in Lp. For a fixed positive integer R, let us introduce the

following functions:

f (R) :=
∑

−R·14i4R·1
Pi(f). (4.2.2)

We shall prove the asymptotic tightness of the net
(

|n|−1/2 Sn(f, ·)
)

n<1
by using the following

relationship:

f = f − f (R) + f (R). (4.2.3)

4.2.1. The orthomartingale-coboundary-case. The goal of this subsection is to prove the

Proposition 4.7. For each R > 1, the net
(

|n|−1/2
Sn(f (R), . . . )

)

n<1
is asymptotically tight

in Hα

(

[0, 1]d
)

.

As noted in Theorem 4.1. of [VW14], for each intege R, the function f (R) admits an

orthomartingale-coboundary decomposition, namely,

f (R) =
∑

E⊂{1,...,d}

∏

a∈E

(I − Ua)mE , (4.2.4)

where for each E ( {1, . . . , d}, the random field
(

U imE

)

i∈Z
d

iq=0,q∈E

is an orthomartingale differences

random field with respect to a completely commuting filtration (and an element of Lp(α)). This

was done when the filtration is generated by an i.i.d. random field, but the proof works for a

general completely commuting filtration.

Proof of Proposition 4.7. We have to show that the net of normalized partial sum processes

associated to each element in (4.2.4) is asymptotically tight. This is already done for m∅ (by

Theorem 2.2). Let us fix a non-empty subset E of {1, . . . , d}. We have to check that for each

i ∈ {1, . . . , d} and each positive ε,

lim
J→+∞

lim sup
n→+∞

ni
∑

j=J

2jµ







2αj max
16li6ni2−j

max
16lk6nk

k 6=i

∣

∣

∣

∣

∣

∣

∑

14s4l

U s
∏

a∈E

(I − Ua)mJ

∣

∣

∣

∣

∣

∣

> ε
√

|n|







= 0.

(4.2.5)

We shall bound the involved probability by distinguishing the cases i ∈ E and i /∈ E.

Assume that i belongs to E. Using telescoping properties, we reduce the proof of (4.2.5) to

lim
J→+∞

lim sup
n→+∞

ni
∑

j=J

∏

a∈E

naµ















2αj max
16lk6nk

k /∈E

∣

∣

∣

∣

∣

∣

∣

∣

∑

16sq6lq

q /∈E

∏

q /∈E

Usq

q mE

∣

∣

∣

∣

∣

∣

∣

∣

> ε
√

|n|















= 0. (4.2.6)
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Since
(

U imE

)

i∈Z
d

iq=0,q∈E

is an orthomartingale differences random field with respect to a completely

commuting filtration, we can apply inequality (3.2.24) with an exponent q > p(α). This gives,

accounting the relation p(α)α = p/2 − 1,

∏

a∈E

na

ni
∑

j=J

µ















2αj max
16lk6nk

k /∈E

∣

∣

∣

∣

∣

∣

∣

∣

∑

16sq6lq

q /∈E

∏

q /∈E

Usq

q mE

∣

∣

∣

∣

∣

∣

∣

∣

> ε
√

|n|















6 c(q, d)
∏

a∈E

na

ni
∑

j=J

∫ +∞

0
µ

{

|mE | > 2−αjuε
∏

a∈E

√
na

}

min
{

u, uq−1
}

du

6 c(q, d)
∏

a∈E

n1−p(α)/2
a

ni
∑

j=J

2jαp(α)
∫ +∞

0
E

[

|mE |p(α) 1

{

|mE | > 2−αju
∏

a∈E

√
naε

}]

min
{

u, uq−1
}

du

6 c(q, d)

∫ +∞

0
E
[

|mE |p(α) 1
{

|mE | > n
1/2−α
i ε

}]

min
{

u, uq−1
}

du, (4.2.7)

and (4.2.6) is a consequence of the monotone convergence theorem.

Assume now that i /∈ E. Using again telescoping properties, we have to show that

lim
J→+∞

lim sup
n→+∞

ni
∑

j=J

2j
∏

a∈E

naµ















2αj max
16li62ni2−j

max
16lk6nk

k /∈E∪{i}

∣

∣

∣

∣

∣

∣

∣

∣

∑

16sq6lq

q /∈E

∏

q /∈E

Usq

q mE

∣

∣

∣

∣

∣

∣

∣

∣

> ε
√

|n|















= 0.

(4.2.8)

By (3.2.24) applied with q > p(α), and using (4.1.51) we obtain

ni
∑

j=J

2j
∏

a∈E

naµ















2αj max
16li62ni2−j

max
16lk6nk

k /∈E∪{i}

∣

∣

∣

∣

∣

∣

∣

∣

∑

16sq6lq

q /∈E

∏

q /∈E

Usq

q mE

∣

∣

∣

∣

∣

∣

∣

∣

> ε
√

|n|















6

ni
∑

j=J

2j
∏

a∈E

na

∫ +∞

0
µ

{

|mE | > 2j/p(α)
∏

a∈E

√
nauε

}

min
{

u, uq−1
}

(1 + |log u|)d−1
du

6 2
∏

a∈E

ε−p(α)E [|mE |p] n1−p(α)/2
a

∫ +∞

0
u−p(α) min

{

u, uq−1
}

(1 + |log u|)d−1
du,

which shows (4.2.8) (since p(α) > 2) hence (4.2.5). This concludes the proof of Proposition 4.7.

�

4.2.2. General case. Once we proved that the net
(

|n|−1/2 Sn(f (R), ·)
)

n<1
is asymptotically

tight in Hα

(

[0, 1]d
)

, we have to control the Hölderian norm of the partial sum process associated

to f − f (R). To this aim, we shall use the following inequality:
∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

1
√

|n|
Sn (Pi(f), ·)

∥

∥

∥

∥

∥

Hα

∥

∥

∥

∥

∥

1

6 C(p, d) ‖Pi(f)‖p , i ∈ Zd. (4.2.9)

This can be proved combining inequality (3.1.2) with J = 0 and (3.2.24), since
(

U jPi(f)
)

j∈Zd

is an orthomartingale differences random field.
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Using (4.2.9), we derive that

µ

{∥

∥

∥

∥

∥

1
√

|n|
Sn

(

f − f (R), ·
)

∥

∥

∥

∥

∥

Hα

> ε

}

6
C(p, d)

ε

∑

i∈ER

‖Pi(f)‖p , (4.2.10)

where ER :=
{

i ∈ Zd, |iq| > R for some q ∈ {1, . . . , d}
}

. By Proposition 4.7 and (4.2.10), we

derive that for each R,

lim
J→+∞

lim sup
min n→+∞

µ

{

sup
j>J

2αj max
v∈Vj

|λj,v (Sn(f, ·))| > ε

}

6
2C(p, d)

ε

∑

i∈ER

‖Pi(f)‖p . (4.2.11)

By (2.2.1), we obtain that

lim
J→+∞

lim sup
min n→+∞

µ

{

sup
j>J

2αj max
v∈Vj

|λj,v (Sn(f, ·))| >
√

|n|ε
}

, (4.2.12)

which shows, by Theorem 3.1, that the net
(

|n|−1/2 Sn(f, ·)
)

n<1
is asymptotically tight in

Hα

(

[0, 1]d
)

. This ends the proof of Theorem 2.5.
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