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Abstract

In this work, we develop performance evaluation models for some intra-
site coordination schemes in cellular networks, with a focus on Multi-flow
transmission in HSPA+. We first focus on a static scheme where coordina-
tion is always performed for all users in the overlapping region of two cells.
Through the analysis of a flow-level model, we show that this scheme indeed
improves the cell-edge throughput at low loads but may make the system un-
stable at high loads, due to the suboptimal allocation of radio resources. We
notice also that these results are very sensitive to the coordination threshold.
We thus investigate a dynamic scheme which performs coordination accord-
ing to resource availability in the site and show that this scheme outperforms
the static one at all traffic loads independently of the coordination thresh-
old. Additional results demonstrate an efficient load balancing ability across
cells. We finally analyze how our models extend to the case of opportunis-
tic scheduling schemes, like Proportional Fair, and show the impact of these
schemes on the coordination gains.
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1. Introduction

Inter-cell interference is a major issue in cellular networks, especially with
frequency reuse one. It does not only make users at the cell edge suffer
from low throughputs but also decreases the overall network capacity since
these users consume a significant proportion of the radio resources [1]. Cell
coordination has been proposed as an efficient way for reducing inter-cell
interference by either silencing some base stations or allowing several base
stations to transmit data simultaneously to the same user [2].

Recently, it has been adopted by 3GPP standards for Beyond 3G net-
works. Release 11 introduced cell coordination for High Speed Packet Access
(HSPA+) systems in the Multipoint transmission feature including three
main techniques: the single point data transmission, the multi flow data
transmission and the single frequency network data transmission [3]. In
LTE-Advanced, cell coordination is included in Release 11 under the name
of Coordinated MultiPoint (CoMP) [4]. Two main categories are proposed:
the joint processing scheme and the joint scheduling/ beamforming scheme.

There are two broad classes of cell coordination schemes: inter-site coordi-
nation, where cells of different sites are coordinated, and intra-site coordina-
tion, where cells (or sectors) of the same site are coordinated [5][6]. Inter-site
coordination remains critical to implement for several reasons related mainly
to backhaul limitations. Thus, we focus on intra-site coordination which is
much simpler and more practical since all scheduling decisions are local so
there is no additional signaling overhead to be considered.

The major challenge of cell coordination is to control the strong coupling
of scheduling decisions in the different cells. Indeed, scheduling a user in a
given cell may prevent users in neighboring cells to be served, leading to the
following dilemma:

1. Cell coordination increases substantially the data rates of users when
scheduled.

2. Cell coordination leads to situations where only few users are simul-
taneously scheduled in the network, thus decreasing the proportion of
time where individual users are scheduled.

This tradeoff between higher achievable rates (due to lower interference) and
higher radio resource consumption (due to silences or joint transmissions
to the same user) is arguably the key issue when designing a coordination
scheme.



The present work aims at evaluating the performance of intra-site co-
ordination in cellular networks by addressing this tradeoff analytically, and
numerically in a HSPA+ system. We start by investigating a static scheme
where coordination is always performed in the overlapping area between two
cells. We show in particular that this scheme improves cell-edge throughput
at low loads but may make the system unstable at high loads, due to the
suboptimal allocation of radio resources. We notice also that these results are
very sensitive to the coordination area size. Hence, we investigate a dynamic
scheme which performs coordination according to the resource availability in
the site in the different sectors and we show that it outperforms the static
one in all load situations, independently of the coordination area. Additional
results demonstrate an efficient load balancing ability across cells. Finally,
we investigate the impact of opportunistic scheduling algorithms on the co-
ordination gains.

In summary, the main contributions of this paper are threefold:

e We develop an analytical framework for evaluating the performance of
intra-site coordination in terms of throughput and load balancing.

e We analyze two different coordination schemes and their ability to im-
prove cell edge throughput while preserving the system stability at high
loads.

e We provide numerical performance results for a HSPA+ system.

The remainder of this paper is organized as follows. We start by present-
ing the related work. Then, we describe the cell coordination schemes. We
present the model and we analyze performance in the absence of coordina-
tion in sections 4 and 5. Sections 6 and 7 are dedicated to the performance
analysis of the static and dynamic schemes, respectively. In section 8, we
investigate the impact of opportunistic scheduling algorithms on the coordi-
nation gains. Section 9 concludes the paper.

2. Related work

The idea of cell coordination was originally used in cell breathing methods
applied to multiple cellular networks [7] which allows overloaded cells to
offload traffic to neighboring cells and more explicitly in the soft handover
mechanism in WCDMA system where a user is simultaneously associated to



two or more base stations in order to enhance the system performance in
terms of QoS and coverage [8].

Recently, within the framework of Release 11 of HSPA+ [3], the concept of
Multi-point transmission has been introduced. It is expected to enhance user
experience by improving network performance, especially at the cell edge,
and efficiently balancing load between cells as it has been shown in several
studies, see e.g. [9, 10, 11] and references therein. Equivalently, Release 11 of
LTE-Advanced system has adopted the Coordinated MultiPoint transmission
as a key feature among with other advanced technologies such as Multi-User
MIMO (see [5] and [12] for instance).

The first attempts to evaluate the performance of coordination schemes
(see e.g. [2] and references therein) focused on physical layer aspects and
were based on so-called full buffer simulations, as proposed by 3GPP [13]. In
this approach, a fixed number of users is simulated in each cell with a nearly
complete emulation of the physical and MAC layers. The advantage of these
simulations is their high accuracy with respect to the lower layers as they
take into account a complete channel model including path loss, shadowing
and fast fading. However, they do not capture the dynamic aspect of traffic,
which is critical for the performance of coordination schemes.

Due to this shortcoming, so-called finite buffer simulators have been re-
cently proposed (see the FTP simulation model in [13]). These simulations
add the dynamic traffic layer whereby short-lived data flows are generated at
random times, mimicking the user behavior. Such simulations have recently
been used in [14] to evaluate the performance of coordination schemes in
HSPA networks and in [15] to analyze its ability to balance load. Substantial
throughput gains from coordination are observed, especially at the cell edge.
Although finite buffer simulations provide useful insights into the efficiency
of coordination schemes, they are computationally intensive, especially when
stability issues are addressed.

Analytical methods are practically interesting and, to the best of our
knowledge, have not yet been proposed in the considered dynamic setting
with flow arrivals and departures. Indeed, the underlying model corresponds
to a set of coupled queues, which is known to be intractable beyond some
very specific cases [16]. Bounds and approximations for the impact of inter-
cell interference on user throughput have been derived in [17], [18], [19],
20], and [21].In [22], flow level Markovian analysis was used to evaluate the
performance of coordination using LTE-Advanced codebook-based schemes
jointly with Multi user diversity. Such studies are very relevant but are not

4



Sector 2

Sector 3

Figure 1: A tri-sector site with the coordination regions between sectors.

scalable.

Note that preliminary results on intra-site coordination for HSPA+ sys-
tems have been presented in our conference paper [23]. The present work
extends [23] by studying the sensitivity of the schemes to the coordination
area size, exploring further the cell coordination ability to balance load effi-
ciently between non-uniformly loaded sectors and investigating the impact of
physical layer aspects (fast fading, opportunistic scheduling) on coordination
gains.

3. Cell coordination schemes

We describe in the following the two different intra-site coordination
schemes that are analyzed in this work.

3.1. Static scheme

In the absence of coordination, each user equipment (UE) is associated
and scheduled by the so-called serving sector which offers the best signal qual-
ity. However, when multi-point (MP) transmission is enabled, each UE in
the overlapping area between two sectors (typically the handover region [3])
can be scheduled by both. This coordination region is determined by some
threshold, say 9, on the ratio between the pilot channels of the serving and
the adjacent sectors. This is illustrated for a tri-sector site in figure 1. We
focus on one of the possible multi-point transmission techniques where a user
in the coordination region receives simultaneously different transport blocks
from two different sectors. This corresponds to the so-called multi-flow (MF)
transmission feature in HSPA+ systems and to Joint Processing/transmission



(JP/JT) in LTE-Advanced systems. We refer to this scheme as static since
a UE is simultaneously scheduled by two sectors whenever it lies in the co-
ordination region of these sectors, independently of the network state. We
will see that this scheme is only beneficial at low loads; at high loads, it
brings an additional load which maintains the network in congestion due to
the lack of available resources. Indeed, the performance of the static scheme
is too sensitive to the coordination threshold and thereby to the size of the
coordination area.

3.2. Dynamic scheme

We also investigate a dynamic scheme which performs coordination ac-

cording to resource availability in the different sectors. In fact, a UE in
the coordination region receives data from the non-serving sector only if the
latter has no UE to serve in its serving zone. We refer to this scheme as
dynamic since the coordination decisions depend on the instantaneous state
of the sectors and vary rapidly with time. In [24], a dynamic scheme is de-
scribed where the coordination decisions are based on the channel Quality
Information (CQI) reported to the NodeB. However, in this work, we only
consider the load information.
Note that the condition imposed on the coordination decisions may look
too restrictive at first sight, since only empty sectors coordinate with other
sectors. Our results of section 7 indicate that this is not the case. The rea-
son is that, even at medium loads, the probability that a sector is empty is
significant. At high loads, coordination is almost always deactivated which
preserves the network stability. Hence, the system performance is no more
sensitive to the coordination threshold.

4. Model

4.1. SINR analysis

We consider a radio site consisting of K sectors indexed by k. The signal-
to-noise-plus-interference ratio (SINR) is analyzed as follows.

e (lassical transmission

In the absence of coordination, the SINR of UE u served by sector s is given
by:
Pu,s

SINR, s = ;
: Zk¢spu7k+]u+N
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where P, denotes the power received by UE u from sector k of the same
site, I, is the received inter-site interference and N is the thermal noise. The
resulting data rate is f(SINR, ;) for some function f; a standard model for
f is the Shannon capacity of the Gaussian channel f(s) = Wlog(1l + s),
where W is the channel bandwidth. This only provides an upper bound,
assuming Gaussian noise and interference; more realistic values derived from
real systems are used in §6.4.1.

e Multi-point transmission

When coordination is performed between two adjacent sectors , the UE u
receives simultaneously two different transport blocks from the serving sector
s and from the coordinating sector ¢, leading to two flows with respective

SINRs:

P
SINRMP — o ,
e 6Pu,c + Zk;ﬁ&c Pu,k: + [u +N
and P
SINR}" = e

€P, s + ZI#&C P.op+1,+ N’

where € denotes the receiver capability of canceling the interference from the
other sectors within a given site. The data rate is then the sum f(SINR}"")+
f (SINR%CP ) which is higher than in the absence of coordination, as illustrated
in §6.4.1.

4.2. Scheduling algorithm

The coordination decisions are taken by a centralized scheduler at the site
level. Although the scheduling algorithm should in practice exploit multi-
user diversity in order to improve the spectral efficiency of the system, we
consider first a simple, fair scheduling algorithm that does not exploit fast
fading. The impact of opportunistic scheduling is considered in section 8.

4.3. Traffic aspects

4.8.1. Traffic characteristics

We consider elastic traffic. Data flows arrive according to a Poisson pro-
cess of intensity A in each sector k of the reference site. Each flow stays in the
system as long as the corresponding data have not been completely transmit-
ted to the UE. Flow sizes are assumed to be independent and exponentially



distributed with mean o bits, although all our results are approximately in-
sensitive to the flow size distribution beyond the mean, as explained below.
The traffic intensity in sector k is A\xo in bit/s.

The transmission rate of a UE depends on its location in the cell. We
consider an arbitrary set S of classes of UEs indexed by i to reflect the
different radio conditions (i.e., locations) in the considered site. All UEs
of the same class have approximately the same location and thus the same
serving BS and the same data rate when scheduled.

We denote by Sk the set of classes whose serving sector is k; UEs of
class ¢ have transmission rate R; when scheduled without coordination and
transmission rate R; when scheduled with coordination. The corresponding
flows are referred to as class-i flows in the following. A flow arriving in sector
k is of class © € Sy with probability p;, with:

> pi=1 (1)

1€Sy

Thus class-i flows arrive according to a Poisson process with intensity A\; =
Axpi in sector k, contributing to the traffic intensity A;o (in bit/s).

4.3.2. Throughput metric

Let X;(t) be the number of class-i flows at time ¢. The vector X (¢) =
(Xi)ies is an irreducible Markov process [25] whose transition rates depend
on the considered coordination scheme, as described in the following sections.
Assuming that this Markov process is ergodic, the mean duration 7; of class-i
flows follows from Little’s law [26] :

We define the flow throughput (in bit/s) as the ratio of the mean flow size
(in bits) to the mean flow duration (in s). For class i, we get:

o \Nio
Vi == N (2)

This is the ratio of the traffic intensity of class ¢ (in bit/s) to the mean number
of class-i flows. This throughput metric reflects user experience, accounting
both for the radio conditions, through class 7, and for the random nature of
traffic, through the stationary distribution of the Markov process X (1).
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The mean flow throughput in sector k is given by:
o

’7143 =
Tk

where 7, is the mean flow duration in sector k:
Tk = Z PiTi.
1€SE
We obtain: .
_ Di
- (x2) @
€S i

This is the weighted harmonic mean of the per-class flow throughputs, with
weights given by the per-class traffic intensities.

5. Analysis without coordination

We start with the analysis of the reference system without coordination.

All UEs in each sector k£ are assumed to be served in a fair manner based on
Round-Robin (RR) scheduler.

5.1. Processor-sharing queues

Consider class-¢ flows in sector k. Since the mean flow size is o, the mean
scheduling time required to complete a class-i flow is o/ R;. Since class-i flows
arrive at rate )\;, the load they generate is:

>\i0
r="g (4)

At the flow time-scale, slots are very short (in the range of ms) so that the fair
scheduling algorithm corresponds to a processor-sharing service discipline per
sector. Specifically, the number of flows in sector k evolves like the number

of customers in a multi-class processor-sharing queue or equivalently to a
Whittle network [27] with load:

Pr = Z,Oz‘~ ()

1€SE



Note that, in view of (1) and (4), we have:
—— /_\kO'
Pk = Rk; )

where R, is the harmonic mean transmission rate over sector k:

-1

5 Pi

Ry = (Z E) - (6)
1€SK

Under the stability condition p; < 1,...,px < 1 (no sector is in overload),

the stationary distribution of the number of flows of each class in the site is

given by:
K

(@) =[] - ﬁk)%n i (7)

k=1 €Sk 1 iesy,
where 7 denotes the number of active flows in sector k. Note that, in
the absence of coordination, the sectors are mutually independent and the
probability that sector k is active (in the sense that z; > 0) is equal to py.

5.2. Flow throughputs
For any class i € S, the mean number of class-i flows is given by:

B(X;) = Zm(f) =< fiﬁk.

From (2) and (4), we deduce the class-i flow throughput:

% = Bi(1 = ). (8)

Thus the flow throughput of any UE of class ¢ is maximum and equal to its
transmission rate R; when g, = 0 (no traffic in sector k) and decreases linearly
with the sector load py (due to the sharing of the transmission resource with
other UEs). In view of (3) and (6), the mean flow throughput of sector k is
given by:

Ve = Ri(1 = p). (9)

6. Static coordination scheme

In this section, we focus on the static scheme where the coordination
region is determined by a fixed threshold ¢ as described in §3.1.
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6.1. Scheduling algorithm

Since we neglect fast fading at this stage, the scheduling algorithm reduces
to the random, iterative selection of UEs until all sectors having UEs to serve
are busy. This is equivalent to proportional fair scheduler [28] when radio
channel variations are slow or too fast to be exploited.

Note that a UE in the coordination region can be scheduled only if both its
serving sector s and its coordinating sector ¢ are available at the scheduling
decision time.

6.2. Coordinating two sectors

To gain insight into the behavior of the static coordination scheme, we
start with the simple case of K = 2 sectors. We refer to zone 12 as the
coordination region of sectors 1 and 2. We denote by C15 C S the set of
classes in zone 12; UEs of class i € (15 are served simultaneously by sectors
1 and 2 at rate R]. The sets C; = 51\ C12 and Cy = S5\ Cy2 define zones 1 and
2 of sectors 1 and 2, respectively, where UEs are not subject to coordination;
UEs of class i € C; are served by sector j at rate I;, for j =1, 2.

Let Z;(t) be the total number of flows in zone j at time ¢, for j = 1,2, 12.
Denote by Z(t) the corresponding vector. Whenever Z(t) = Z, the considered
scheduler selects UEs in zones 1 and 2 (assuming 21,2 > 0) a fraction of

time:
21 + Z9

)
21 + 22 + 212

¢1(Z) = ¢2(5) =

and UEs in zone 12 a fraction of time:

— Z12
)= —. 11
¢12( ) 21 -+ Z9 + Z12 ( )

(10)

Indeed, since the coordination requires the simultaneous transmission from
both sectors, the scheduling algorithm does not select a UE in zone 12 when-
ever the first randomly selected UE is either in zone 1 or in zone 2. Note
that this system corresponds to a two-link linear bandwidth-sharing network
which has been investigated in [29] and references therein.

Since the scheduler is fair within each zone, the system corresponds to
a set of three coupled processor-sharing queues with state-dependent service
rates given by (10)-(11) and respective loads:

Ao _ oo _ A 120
PrL="=%"> P2=F > P2= F
Ry,

12
R R2 (12)
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with arrival rates:

M= A A=) A A=) A\,

i€eCq 1€Cy 1€Ch2

and harmonic mean transmission rates:

Ry = Zie(ﬁ Di Ry — ZieCz Di

Ziecl %7 B ZZECQ %’

and
Sl ZiEClz Di

2= -
ziGCm %;
Note that, unlike in zones 1 and 2, the transmission rates in zone 12 benefit
from the coordination gains.

To be more specific, the queuing system is described by the following
transition rates of the Markov process Z(t) from state Z to state z":

5\j B for 277

R;

a_

/

¢12(2) 12 fOI' 5’ = 5— _'12
g

748 j=1,212

Wz =) GO frZ=7-5,j=12, (13)

where €} is the unit vector on component j, for j = 1,2,12. In view of (10)-
(11), this Markov process is reversible [30] (equivalently, the queuing system
is a Whittle network). We deduce the stationary distribution of the Markov

process Z(t):

o (T =p1 = p2)(1 = pa — pr2) (21+Z2+212)—1—2—12
() — % 21 =29 =% 7 14
(2) 0= pr) o+ 2 P1 P2 P12 (14)

under the stability condition:
p1+ p12 < 1, P2+ p12 < 1. (15)

Moreover, the results are insensitive to the flow size distribution beyond the
mean [31]: it is not necessary to assume an exponential flow size distribution.
We deduce from the stationary distribution (14) the mean number of
flows in each zone: 5
E(Z)=—""—
(&) L= p1—pro’
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P2
E(Zy) = — 1
(Z2) 1 — po— P12’

E(Zy) = : P12 <1 X P1 I P2 ) '

— P12 1—p1—p12 1—p2—pi2

and from (2), the flow throughput in each zone:
1 =Ri(1=p1—p12), o= Ro(1—p2— pr2), (16)

Riy(1 = pio)

_Pl —— _P2 §
L=p1—p12 1—pa—pi2
The mean number of flows of class ¢ being proportional to the load of this
class in the corresponding queue, we also obtain the flow throughput of each
class within each zone:

Y2 = (17)

1+

Vie Oy, v =Ri(1—p1— p12),

Vi 6027 PYi:Ri<1_ﬁ2_ﬁl2)7
Ri(1 — pi2)

_,51 _ _/72 i
L=pr=p12 1—p2—pi2

Comparing these expressions to (8) provides the first insights into the
trade-off between achievable transmission rates and radio resource consump-
tion inherent to coordination. When py, p2, p1a — 0, we get v, — R. in
the coordination zone and ~; — R; elsewhere: there is a throughput gain
of R./R; for class i in the coordination zone, as expected. When load in-
creases, the coordination scheme may be detrimental. In the case for two
symmetric sectors for instance, the stability condition (15) is stricter than
the usual condition py < 1 in each sector k whenever R/u < 2R;5, where Rjy
denotes the mean transmission rate in the coordination region in the absence
of coordination:

Zz‘e(]m Di

Secn b
i€C12 R;

Vie Cia, 7=

1+

RIQ =

13



6.3. Coordinating three sectors

We now consider the practically interesting case of K = 3 sectors. The
analysis can be readily extended to any number of sectors. As previously, we
refer to zone k, k41 as the coordination region between sectors k and k41, for
all £ =1,2,3 (with modulo K notations) and denote by Ck 11 C Sk N Sk41
the corresponding classes. Zone k refers to the non-coordination region of
sector k; it corresponds to classes Sk \ (Ck -1 U Ch g41)-

Let Z(t) be the vector of the number of flows in each zone. When Z(t) =
Z, the considered scheduler selects UEs in zone 1 a fraction of time:

¢1(§,> _ 21 + 293 i Z9 21 + Z3 4 ﬁ 21 + Z9 (18)

|2| 2|21+ 25 + 231 |2| 21+ 22 + 212

and UEs in zone 12 a fraction of time:

- <12 <3 <12
A ) )
where |z| denotes the total number of users in the whole site. We obtain (19)
for instance by observing that a UE in zone 12 is either selected first by the
scheduling algorithm, with probability z15/|z|, or after the selection of a UE
in zone 3, with probability z3/|z|; in the latter case, only UEs in zones 1, 2
or 12 can be selected in the same timeslot. Expression (18) can be derived
in the same way, and the timeslot allocation in the other zones follow by
syminetry.
Since time-sharing is fair in each zone, the system corresponds to a set of
six coupled processor-sharing queues with state-dependent service rates (18)-
(19) and loads defined by (12), as in the case of two sectors. Unfortunately,
the service rates violate the balance property so that the system is no longer a
Whittle network, see [25]. To get explicit expressions for the flow throughput,
we proceed by approximation which we validate numerically. Specifically,
we decouple the six zones by neglecting those which are not directly linked
by coordination. For instance, we focus the study on zones 1, 2, 12 and
neglect the impact of sector 3, beyond the load induced on sectors 1 and
2. In doing so, we reduce the analysis to the case of two sectors considered
above. In particular, the stationary distribution of the number of flows in
zones 1,212 is approximated by (14), where the loads of zones 1 and 2 are
replaced respectively by p; + p31 and ps + pa3. We deduce the following
approximations for the flow throughputs in zones 1 and 12:

Y~ Ri(1— p1 — ps1 — pra)s (20)
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Ry(1 — pr1a)
P1+ P31 n P2 + Pa3 ’
L—p1—pi2a—ps1 1 —pa— p12— pas
under the stability condition:

(21)

Y2 ~

1+

p1+ pr2 + p3 < 1,
P2 + P12 + pa3 < 1,
p3 + p31 + paz < L.

Importantly, the analysis is consistent in the sense that the expression for the
flow throughput in zone 1 is the same whether the approximation is applied
to zones 1,2,12 or to zones 1,3,31. Per-class flow throughputs follow by
replacing mean transmission rates by per-class transmission rates, as in the
case of two sectors.

In order to validate the analytical approximation, we consider an isotropic
site with three symmetric sectors. The system is then defined by the following
three dimensionless parameters:

e o, the fraction of traffic in the coordination zone,

e (3, the ratio of mean service rates in the coordination region with and
without coordination, referred to as the coordination gain.

e 7, the ratio of the mean service rates experienced in and out of the
coordination region, in the reference system without coordination.

We have: _ _ _
o= )\12_ Ry, Rio
A+ A Ryp’ Ry
The normalized flow throughput averaged over the whole sector is shown in
figure 2 for « = 0.3, f§ = 1.4 and = 0.5. The chosen throughput unit is the
harmonic mean transmission rate in the absence of coordination.
In view of (9), the flow throughput is then equal to 1 — p in the absence
of coordination, where p denotes the common load of each sector. In the
presence of coordination, the harmonic mean transmission rate is given by:

1—Oé+;

T~ 115
]_—(]./—|—B—77
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Figure 2: Validation of the approximation (static coordination scheme).

corresponding to an average gain of 15%, while the maximum load is:

l-—a+2
L~ 083,
— _+_ ;§;;

corresponding to a loss of 17%. The analytical expression derived from (20)
and (21) is compared with the simulation results of 10° jumps of the Markov
process. We observe that the approximation is very accurate.

6.4. Numerical results

For the numerical applications, we focus on a HSPA+ system where coor-
dination is performed at sector-level according to the multi-flow transmission.

6.4.1. Transmission rates

Zone 12

Sector?2
/ Distance
>

Zone 1

-
Q_//\_\ Sectort

Zone 13

Figure 3: Network model, site model and sector model.

We consider a network of 20 homogeneous tri-sector sites as shown in
figure 3. The transmission rates are observed in different positions of some

16



reference cell with respect to the distance to the BS d and the angle relative
to the main direction of the antenna a. The rates are reported in both cases
(with and without coordination) according to the parameters summarized in
table 1 and assuming that:

e the rate function f, which takes fast fading into account, is that given
in [32],

e the type 3i receiver (diversity equalizer with interference awareness [3])
is able to reduce/suppress the interference from the coordinated sectors,

e when the multi-flow transmission is activated, the coordination region
is assumed to represent a fraction « of the sector area, as illustrated in
figure 3 for a homogeneous network. Note that, in irregular networks,
the coordination area does not necessarily have a regular shape in the
overlapping area between the two sectors.

Table 1: Simulation parameters

Parameter Value

site layout Hexagonal grid, 20 sites, 3 sectors per site
Inter-site distance 500m
Carrier frequency band 2000 MHz
Propagation model COST-231 Hata
Radio channel PA3
Morphology dense urban
Penetration type deep indoor
Penetration margin 21 dB

UE Receiver Type type 3i

UE Antenna gain 0 dB
NodeB maximum power 43 dBm
NodeB Antenna gain 18 dB
Multi-flow operation Intra-site
Load at neighboring sites 100 %
Coordination threshold 12 for a = 30%

In order to illustrate the gain of multi-flow on the transmission rates and
the impact of the receiver, we plot in figure 4 the achievable values with
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respect to the distance between the user and the cell site with a perfect

receiver (corresponding to € = 0%). In figure 5, we plot the achievable rates
for the following cases:

e for an angle of 10° with the main serving beam, corresponding to po-
sitions that are never coordinated.

e for an angle of 60° with the main serving beam corresponding to posi-
tions that are coordinated when MF is activated.

e with a perfect receiver (figure 5a) vs. a receiver that cancels only 50%
of interference (figure 5b).

Transmission rate (Kbit/s)
Transmission rate (Kbit/s)

0.2 20
0.3 0.3 40
Distance (Km) 0.4 60 Angle (°) Distance (Km) 0.4 60 Angle (°)

(a) Without coordination. (b) With coordination (o = 30%).

Figure 4: Achievable rates in the reference cell with a perfect receiver (e = 0%).
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0.1 0.15 0.2 0.25 0.3 0.35 0905 0.1 0.15 0.25 0.3 0.35
Distance (Km)

0.2
Distance (Km)

(a) With a perfect receiver (e = 0%). (b) With an imperfect receiver (e = 50%).

Figure 5: Transmission rates in different cases.

We see that higher rates are achieved when MF is performed in the coor-
dination area, especially with a perfect receiver. Note that at high distance,
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users at sector boundaries suffer from high interference from neighboring sites
in addition to the intra-site interference which makes the transmission rates
low even with a perfect receiver.

6.4.2. Static coordination performance

Using the transmission rates obtained in §6.4.1 at different positions in
the reference site and according to (20) and (21), we get the flow throughputs
for different traffic conditions, as shown in figure 6. In this and subsequent
figures, the flow throughput is averaged either over the whole sector or over
the cell edge, corresponding to 5% of users with the lowest throughputs. The
offered traffic corresponds to the traffic intensity per sector \;o.

With a perfect 3i receiver, we observe a significant throughput improve-
ment at low load (up to 25% at the cell edge, 20% on average) at the expense
of a reduction of the stability region. Static coordination is only beneficial
at low load. Figure 6 shows also the throughputs obtained with an imperfect

receiver referring to the case where e = 50% (i.e. only 50 % of the interference
are suppressed).

N
-

---No coordination (perfect 3i receiver) ---No coordination (perfect 3i receiver)

= a=30% (perfect 3i receiver) B a=30% (perfect 3i receiver)

Ty - - No coordination (imperfect 3i receiver)| - - No coordination (imperfect 3i receiver)|
- f‘\h_‘ - a=30% (imperfect 3i receiver) - a=30% (imperfect 3i receiver)

Y] o
¥

Average throughput (Mbit's)
- &
. ;

o
@
T

Cell edge throughput

o

2 22 GO 0.4

0.4

IS

0.8 12 08 12
Offered traffic (Mbit/s) Offered traffic (Mbit/s)

(a) Average flow throughput. (b) Cell edge flow throughput.

Figure 6: Flow throughput vs. offered traffic (@ = 30%).

We notice that the throughput decreases at the same speed and that the
system capacity is slightly decreased by around 7%. Therefore, in the follow-
ing, we will only consider perfect 3i receiver for the performance evaluation.

6.4.3. Sensitivity to the coordination threshold

We give in figure 7 the average flow throughput for all possible values of
a ranging from 0 to 1 in a given site with three sectors. We observe that
the coordination region defined by the threshold ¢ has a strong impact on
performance, depending on the offered traffic.
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(a) Average flow throughput. (b) Optimal coordination threshold.

0.4 1 12

Figure 7: Impact of the coordination threshold on the average flow throughput under the
static scheme.

The optimal coordination region is given in figure 7 with respect to the
traffic intensity. Observe that no coordination should be performed beyond
a traffic intensity of 1 Mbit/s, corresponding to a cell load of 50%. This
indicates that MF is too sensitive to the coordination threshold when coor-
dination is systematically performed in the overlapping zone. This motivates
the introduction of a more dynamic, load dependent scheme, as the one dis-
cussed in the next section.

7. Dynamic coordination scheme

In this section, we investigate a dynamic scheme which performs coordi-
nation according to the resource availability in the network. Indeed, a UE
in the coordination region of two sectors receives data from the non-serving
BS only if the latter has no UE to serve in its serving zone.

7.1. Scheduling algorithm

The dynamic scheme consists in allowing a sector to coordinate and serve
a UE that is not located in its service area only if it has no other UE to serve.
For simplicity, we suppose that when there is a competition between users
requiring coordination from the same sector, the choice is done uniformly
at random. We shall see that this simple scheme is sufficient to improve
performance at any load. The impact of opportunistic scheduling algorithms
like Proportional Fair is given in section 8.
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7.2. Coordinating two sectors

Like for the static scheme, we start with the case K = 2. We use the same
notation, except that we now differentiate between zone 12, consisting of
classes in the coordination region served by sector 1, and zone 21, consisting
of classes in the coordination region served by sector 2.

We denote by Yi(t) = Zi(t) + Z12(t) and Ys(t) = Zs(t) + Zay(t) the
numbers of flows in sector 1 and 2 at time ¢, respectively. The system is
more complex than in the static case since the two processor-sharing queues
associated with each sector now interact at the class level. Specifically, the
queuing system is described by the following transition rates of the Markov
process Z(t) between two states Z and 7'

(N, for 7 =F485e{1,2,12,21}
0;(2) 2 for 2 = 27 —¢€;,7 € {1,2}
R qﬁlg(é’)% forZ’:Z—é’u,yg >0
q(z,z): 2\ BR12 7 _ 7z _
$12(2) Y for 2/ = 27 — €12, = 0
P (D) for 7 =Z— 1,51 >0
L ¢21(Z) 6]§21 fOl” ? = 2— 512,y1 = 0

with ¢;(2) = %, for each zone j in sector k.

We decouple the system by replacing the state-dependent coordination gain
of each class by its mean, so that the coordination gain in zones 12 and 21
are respectively given by:

D/
12

Bia = P(Ya > 0) + =2 P(Y> = 0), (22)

12

_ R’
Bo1 = P(Y; > 0) + =2
Roy

P(Y; =0). (23)
Sectors 1 and 2 now behave as two independent multi-class processor-sharing
queues with respective loads:

5\20‘ 5\210’

_ 5\10’ 5\120 A20
RQ 621R21'

P R_l BI2R12 7

P2

In particular, we have:
P(Y1>0) =p1, P(Y2>0)=py,
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from which we deduce f12 and Ba;.
The flow throughputs in sector 1 are then given by:

=Rl = p),
Y2 = Br2Ri2 = (Ri2p2 + Riy(1 — p2))(1 — pu),
using (9), we deduce the class-i flow throughput as follows:
Vie Oy, vi=Ri(l—pm),

Vi€ Cra, i = (Ripa + Ri(1 = p2))(1 = pu),

using (8). Expressions for sector 2 follow by symmetry.

It is worth observing that the stability region is preserved: since 512, 5_21 >
1, the stability condition p; < 1, py < 1is not stricter than that in the absence
of coordination. Both stability regions in fact coincide since Bia, Bor — 1 at
high load (when py, ps — 1).

7.3. Coordinating three sectors

The approach is similar for K sectors. We take K = 3 to simplify the
notation. The coordination gain in zone 12 is given by:

_ R
512=P(Y2>0)+R—12P(Y2=O,Y3=0>
12

1 R 7
i1 (1 ; ) Py = 0.5 > 0BCZ]y; > 0
3

2\ " R
R! Y; — 7

+=2P(Y, =0,Y; > 0)E(Z—2Y; > 0),
Ruz Y,

which can be expressed more simply by:

_ R
Bra :P(Y2>O)+R12P(Y2:0) (24)
12
1 R, Z3o
21 == P(Y, =0.Y- E(—Y- .
w5 (1-F) Poa 0w > 0B ZEy > 0

Indeed, a UE in zone 12 benefits from coordination only if sector 2 is
empty and no UE in zone 32 benefits from coordination. When sector 2 is
empty and UEs in zones 12 and 32 are scheduled, we assume that sector 2
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selects sector 1 or 3 uniformly at random for coordination, hence the factor
%. Sectors 1, 2, 3 behave as three independent multi-class processor-sharing
queues with respective loads:

_ Mo A120 Ai30
TR BuRn | Bk
A A A
By = _20 4 2170 4 2370 ’

Ry Bo1Ra1 PasRas
_ 5\30’ 5\310’ /_\320'
pP3 =

Ry fBsiRgi  PsaRse
In particular, we have:

P(Yy > 0) = p2, P(Y3>0) = ps,

7 _
E(E2l, >0 = — 2
Y3 P3 + P31+ P32
with: B
_ Ag20
P32 = 7—=—,
7 BaaRa

from which we deduce the coordination gains 3; for each coordination zone
g = 12,21,23,32,13,31. The stability condition p; < 1, po < 1, p3 < 1 is
the same as without coordination and the flow throughputs in zones 1 and
12 are given by:

Y1 = Ri(1— p), (25)

Ry, — R o -
%(1 - ,02),032)(1 - Pl)-

(26)

Y2 = BraRiz = (Riapa + Rip(1 — p2) +

We obtain the class-i flow throughput:

Vi € Cl, Yi = Ri(l - ﬁl):

R, — R

/
Vi€ Chay i = (Ripa + Ri(l = o) + ———(1 = p2)ps2) (1 = pn).
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The expressions for the other zones follow by symmetry. In the symmetric
case, with the parameters «, 3,n introduced in §6.3, the common coordina-
tion gain ( satisfies the equation:

B= g BlL= )+ (1= D)1 = p)—

(27)

where p denotes the common sector load. The stability condition is p < 1
and the flow throughputs in zone 1 and zone 12 are respectively given by:

Y =Ri(1-p) and 2= BRi2(1-p).

The normalized flow throughput averaged over the whole site is shown in
figure 8 for « = 0.3, § = 1.4 and n = 0.5. As in Figure 2, the throughput
unit is the mean achievable data rate in the absence of coordination. The
flow throughput derived from the solution of the fixed-point equation (27)
is compared with the simulation results of 10° jumps of the Markov process,
assuming an exponential flow size distribution. Again, the approximation
is very accurate and performance is practically insensitive to the flow size
distribution.

---No coordination
—Analysis
+ Simulation

Normalized Throughput

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Load

Figure 8: Validation of the approximation (dynamic coordination scheme).

7.4. Numerical results

We use the HSPA+ system performance obtained details in 6.4.1 with
the analytical study of the dynamic coordination scheme derived previously.
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7.4.1. Dynamic coordination performance

Figure 9 shows the flow throughputs averaged over the site and at the
cell edge, respectively, using the transmission rates of §6.4.1. The first ob-
servation is that, in contrast with the static scheme, the dynamic scheme
always improves performance regardless of the load. Indeed, while the dy-
namic scheme is able to achieve the same gains as the static scheme at low
loads (up to 25% for the cell edge, 20% on average), it preserves the stability
region and prevents throughput degradation at high loads.

I

---No coordination| ---No coordination|
-8~ Static -8~ Static
-©-Dynamic NE -©-Dynamic

o o
o o s
T

°
=

Average throughput (Mbit/s)
Cell edge throughput (Mbit/s)

o
N

N
¥

N

IS

=

0 0.4 0.8 12 0.4 0.8 12
Offered traffic (Mbit/s) Offered traffic (Mbit/s)

(a) Average throughput. (b) Cell edge throughput.
Figure 9: Flow throughput under the static and dynamic schemes (o = 30%).

7.4.2. Sensitivity to coordination threshold

Figure 10 shows the average throughput achievable with different values of
a. We see that changing the coordination region area has only a slight impact
on the performance of the dynamic scheme since it enables coordination only
when resources are available.

This solves a major problem of the static coordination scheme that is its
large sensitivity to the coordination threshold as was illustrated in section
§6.4.3. This also eases the system engineering as it would be sufficient to
set the coordination threshold to a fixed value, e.g. corresponding to the
handover region, without having to adapt it to the traffic load.

7.4.3. Coordinating non-uniformly loaded sectors

While we considered up to this point the case of uniform traffic load
across the site, we now move to the case of non-uniformly loaded sectors.
Indeed, one of the major advantages of cell coordination is that it allows
to naturally balance the load between neighboring cells by allowing a low
loaded sector to handle a part of the traffic of its highly loaded neighbors.
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Figure 10: Impact of the coordination threshold on the average flow throughput under the
dynamic scheme.

Note that the dynamic coordination scheme tends particularly to balance
load across sectors as it benefits from the idle periods of time in order to
help its neighbors in handling their traffic.

Figure 11 shows this ability of multi-flow transmission to balance load
across non-uniformly loaded sectors. It compares the case of uniformly loaded
sectors (figure 9) to the case where one sector of the site is highly loaded and
the two others have a traffic that is 80% lower. Results show that the average
throughput is improved and the system stability is enlarged when neighboring
sectors are relatively less loaded.

3.5

---No coordination (uniform load)
-©-With MF (uniform load)

---No coordination (non-uniform load)
~£=With MF (non-uniform load)

Average flow throughput (Mbit/s)

2.8 32 35

1.2 1.6 2 24
Offered traffic (Mbit/s)

Figure 11: Average flow throughput under dynamic scheme in different load conditions.
Note that the performance of the baseline system (without coordination)

is different in the two cases as in the case of non-uniform traffic, the inter-cell
interference is lower, leading to better baseline performance.
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7.4.4. Coordinating in a homogeneous network
So far, we have considered a constant transmission rate referring to the
case where neighboring sites are fully loaded (see table 1). We suppose now

that the transmission rate depends on the load at neighboring sites, through
interference.

o1
oo

T
—No coordination

-®- Dynamic

- Static

>

N
O e N o w o s O
— 7T

w

[

Average throughput (Mbit/s)

=]

JuS)

0.4 0.8 1.2
Offered traffic (Mbit/s)

Figure 12: Average flow throughput in a network with homogeneous load.

We show in figure 12 the performance in terms of average throughput
with static and dynamic coordination. The 11 points correspond to the
increasing values of the load from 0.01 to 1. We notice the same performance
of coordination over the classical system without coordination. However,
we see that the throughput achieves higher values at low loads due to less
interference from neighboring sites.

8. Impact of opportunistic scheduling

Finally, we study the impact of opportunistic scheduling, namely propor-
tional fair, on the coordination gains.

8.1. Proportional fair scheduler

We recall in this section the principles of the Proportional Fair (PF) sched-
uler [28]. The scheduling decision is based on the instantaneous throughput
ru(t) of user w at time t and on the average throughput R,(t) of user u at
time ¢, evaluated through the moving average:

R,(t) = (1 = 0)R,(t — 1) + Or,(t),

for some fixed time parameter 6.
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The PF policy schedules the user with the best relative radio conditions,
that is with the maximum ratio:

Tu(t)
R,(t)

The scheduling gain over a blind algorithm like round-robin depends on the
number of users n and on the channel model.

In the following, we consider Rayleigh fast fading and we assume that the
rate variations around the mean are symmetric in all classes [33]. so that
the gain G(n) is approximately equal to the min(3,1+4 ...+ %) for n users
[34]. We limit this gain to 3 which corresponds to n = 10 users per sector.
Note that the gain can be obtained numerically for more realistic channels
like PA3 or VA3 channels [35].

For the classical case without coordination, a user scheduled in sector k
with Z; active flows has the best relative radio conditions among all users of
the same sector, corresponding to a scheduling gain of G(Z). The stationary
distribution of the number of flows in the site can be expressed by:

K 7|
Tl

1 N
T Pi "
k=1 HiESk xl‘ anzl G(TL) ,Lg

8.2. Static coordination scheme

We start with the simple case of two sectors. Let |z| = 21 + 22 + 219
denotes the total number of users in the site. Considering proportional fair
algorithm, a user in zone 1 can be scheduled first, or after the selection of a
user in zone 2. Accordingly, it has the best relative radio conditions among
either all users of the site or only z; users, corresponding to a scheduling
gain of G(|z|) with |z] = 21 + 22 + 212 or G(21), respectively. However, a
user scheduled in zone 12 has necessarily the best relative radio conditions
among all users, corresponding to the scheduling gain of G(|z|). In view of
(10)-(11), users in zone 1 and zone 12 are selected with a normalized service

rates of:
— 2 G+ —2—G(x),
21+ 29 + 219 (| D zZ1 + 29 + 219 (1>

A~ Zl

¢1(77) =

)

and R

P12(2) = ¢12(2)G([2]).
In this case, we notice that the service rates do not satisfy the balance prop-
erty and the corresponding Markov process is no longer reversible.
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This approach can be extended to any number of sectors and particularly
to K = 3 sectors. In view of (18)-(19), UEs in zone 1 and zone 12 are selected
with a normalized service rates of:

a z z 2o 21G(21 4+ 23+ 2 23G(z
512 = 26l + B + ZAGET B ) | B0k
2] ] ] 21+ 23 + 231 21+ 23+ 231
z 211G (21 + 22 + 212) N 20G(21)
E 21+ 22 + 212 21+ 20+ 2127
Yo Z12 23 212G (21 + 22 + 212)
7)) =—G(z]) + —
¢12< ) |Z| (| |) |Z| 21+ 2o+ 210

and so on for the selected user in other zones.

We proceed by simulation of the Markov process. The corresponding
normalized flow throughput is shown in figure 13 for « = 0.3, § = 1.4 and
n = 0.5. We notice an improvement in throughput at low load at the expense
of a decrease in the network stability of around 17% compared to the case
without coordination.

8.3. Dynamic coordination scheme
Considering proportional fair algorithm, a scheduled user in sector k has
the best relative radio conditions in this sector, yielding a scheduling gain
equal to G(n) for n users in sector k. Using the decoupling approach of §7.3,
we get the stationary distribution of the number of users in sector k:
o
T (Ye) = Wk(o)m,

where pj, denotes the load per sector k. We deduce:

P(Y,>0)=1—m(0)=1-— (i ykﬁ—%;(n)>_ ;

yp=0 +in=1

from which we can derive the average coordination gains using (24), then we
can obtain the flow throughputs.

Figure 13 compares the performance of the static scheme, the dynamic
scheme and the classical case without coordination under opportunistic schedul-
ing. The conclusions drawn in the case of random scheduling remain valid:
The static scheme introduces a decrease in the network stability at high load
while the dynamic scheme improves performance at low load while preserving
the network stability. Besides, we note that the scheduling gain dominates
the coordination gain at high loads.
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Figure 13: Performance of the static and dynamic schemes under opportunistic scheduling.

9. Conclusion

We developed performance evaluation models for several intra-site coordi-
nation schemes in HSPA+ networks. We notably showed that using a static
scheme, where coordination is systematically performed for users that are
in the overlapping areas between the sectors, regardless of the system load,
improves throughput at low load at the expense of a reduced stability region
when sectors are equally loaded. Besides, we showed that performance is
too sensitive to the coordination threshold, i.e. to the size of the coordina-
tion area. Alternatively, we investigated a dynamic scheme that takes into
account the instantaneous load when making coordination decisions. Our
results showed that this scheme improves considerably the throughput per-
formance while preserving the system stability. This dynamic scheme has
also shown to be less sensitive to the setting of the coordination threshold,
thus easing the system design and management. In addition, we showed
that multi-flow transmission is able to balance load between sectors in non
homogeneous settings, thus increasing the overall network capacity. We fi-
nally showed that these results remain valid for opportunistic scheduling like
proportional fair.

Although the focus of this paper was on intra-site coordination applied
to macro cells, the framework developed in this work could be used in het-
erogeneous networks (HetNets) with Remote Radio Heads (RRHs) where
centralized coordination schemes can be performed under ideal backhaul as-
sumption. Moreover, this framework could be extended for other systems
like LTE-Advanced where Coordinated Multi-point (called CoMP) is used
among other techniques (e.g. Multi-User MIMO for instance) in order to
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mitigate intra-site and inter-site interference. This is left as a future work.
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