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As suggested by Itai Benjamini, we introduced a variant of the Erdős-
Rényi random graph process with a forbidden degree k, in which every edge
adjacent to a vertex v is removed when the degree of v reaches k (but the
removed edges may very well be added again later). We study the existence
of a giant component, depending on the forbidden degree k and the time
parameter t. We prove that for k > 4 a giant component appears at some
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point, while for k < 4, a giant component never occurs. The main tool of
our study is the local limit of the random graph process: it provides useful
information about the cases k > 4, but also the threshold case k=4.

1 Introduction

1.1 The model

We consider a sequence of multigraph-valued stochastic processes Gk
n =

(Gk
n,t)t≥0, in which n and k, two positive integers, stand for the number of

vertices and for the forbidden degree, respectively. The vertices are labelled
from 1 to n, and E denotes the set of their

(n
2

)
eventual edges.

The multiplicity of the edges depends on a Poisson point process Π with
intensity 1

n1t≥0dt ⊗ µ on R+ × E, where µ is the counting measure on E.
Π will be seen as a marked point process, with elements in R+, marked by
an edge in E. For any e ∈ E, Πe denotes the point process on R+ of the
elements of Π marked by e, and is the set of times when the multiplicity of
the edge e is increased by 1. More precisely, initially, Gk

n,0 does not contain
any edge. At each time t ∈ Πe, the multiplicity of the edge e is increased by
1, and, for any endpoint w of e that reaches degree k at this step, every edge
incident to w, including e, is removed (when both endpoints reach degree
k simultaneously, the destruction of edges takes place on both sides)1. A
given edge can be added several times to the process, therefore an edge can
be removed, and added again at a later time; multiple edges can also occur.
A vertex of Gk

n,t is said saturated if its degree is k−1, the maximum possible
degree.

At some point, a discrete time version of the continuous time process
Gk

n will be needed: the unmarked version of Π is a Poisson point process
with intensity n−1

2 on R+, so it is a.s. possible to order the points of Π in
increasing order. For any integer i, let τi = inf{t ≥ 0 : Π([0, t] × E) ≥ i}.
By the memoryless property of the Poisson point process, the times τi are
independent of the discrete process (Gk

n,τi)i. This discrete process can be
described as follows:

• At step i = 0, there is no edge.

• At each step i ≥ 1, choose an edge uniformly at random among the
(
n
2

)
elements of E and increase its multiplicity by one.

• For each endpoint reaching degree k, remove every edge incident to
this endpoint.

1Technically, the endpoints will never reach degree k, going directly from degree k − 1

to 0, but we will describe this situation as reaching degree k and immediately going to

degree 0.
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The multigraph-valued stochastic process in which the edges appear ac-
cording to (Πe)e∈E , but are never erased, is denoted G∞

n = (G∞
n,t)t≥0. We

shall call it the Erdős-Rényi multigraph process, or the Erdős-Rényi multi-
graph. For any graph G, Cmax(G) will denote the size (the number of ver-
tices) of the largest connected component of G.

Possible generalisations Let G be a locally finite simple graph. For
every edge e, let Πe be a locally finite subset of R+. Define the forbidden
degree version of G as the multigraph process with the same set of vertices
as G evolving in the following way:

• Initially no edge is present.

• For every point t of Πe, increase the multiplicity of e by one at time t.

• If a vertex reaches the degree k, remove every adjacent edges.

This model is not always well-defined when the graph is infinite. A sufficient
condition will be described in Section 4.2.

It is possible to allow the forbidden degree to depend on the vertex by
using the following generalisation:

• Let (kv)v∈V be a sequence of integers, indexed by the set of vertices.
The integer kv will be called the forbidden degree of v.

• The edges are added as previously. Whenever a vertex v reaches degree
kv, remove every edge adjacent to v.

This generalization allows to interpolate between two forbidden degrees,
by setting the proportion of vertices of each forbidden degree, e.g. by having
a proportion λ of the vertices with forbidden degree k+1 and a proportion
1− λ with forbidden degree k + 1.

Heuristically, we expect that the resulting random graph process is stochas-
tically increasing with the forbidden degree, even if it is not deterministically
increasing, as explained in part 1.3.

1.2 Context

In [ER60], Erdős and Rényi obtained a striking result: the largest component
of the Erdős-Rényi graph with tn edges and n vertices has two radically
different behaviors depending on t. If t ≤ 1

2 , Cmax(G
∞
n,m) = o(n) a.a.s

whereas as soon as t > 1
2 Cmax(G) = Θ(n). For this reason we will study

the evolution of Cmax(G
k
n,t), depending on (k, t, n).

Another model with a degree constraint is the graph process with degree
restriction [RW92]. There also exists several models with local constraints,
e.g. the triangle-free process[Boh09] and H-free processes[ESW95, BR00,
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OT01] where H is a given subgraph. These models differ with the for-
bidden degree on many aspects, but in our eye the essential difference is
that the graph processes are increasing in the former models, while in the
forbidden degree model the graph process is not, as edges are routinely re-
moved. Another model with edge removal is the Drossel-Schwab forest-fire
model[DS92], where full components are removed with a rate proportional
to their size.

1.3 Issues we have to deal with

Several points need to be considered when studying this process:

1. Chronology. For a fixed t, the Erdős-Rényi multigraph G∞
n,t does not

depend on the chronology of the apparition of edges, but only on the set
of added edges, while due the forbidden degree constraint, chronology
suddenly matters for Gk

n,t.

2. Monotony. Gk
n is not an increasing process, and the existence of a

giant component at a given time does not imply the existence of a
giant component at a later time. Actually, having more edges at a
given time can lead to a smaller graph at a later time.

3. Locality. The degree of a given vertex depends on which adjacent edges
have been removed. In turn, this depends on the degrees of the other
endpoints of these edges, and these degrees depend on the neighbors
of these endpoints, and so on... As a consequence, the existence of
a local limit is questionable, much more than for the Erdős-Rényi
random multigraph.

1.4 Results

The main results obtained in this article are the following:

Theorem 1.1. For every k ≤ 3 and for every sequence of non negative real
numbers (tn)n≥0,

Cmax(G
k
n,tn) = o(n).

Theorem 1.1 means that there is no giant component for k ≤ 3.

Theorem 1.2. If k ≥ 5, there exists an interval I such that for any time
t ∈ I, Cmax(G

k
n,t) = Θ(n).

According to Theorem 1.2, there exists a giant component at some point
if k ≥ 5, but this does not entail that a giant component still exists at a
later time.
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Theorem 1.3. Let v be a random vertex of Gn,t, chosen uniformly among
the vertices of Gn,t independently of (G∞

n,t)t≥0. Then for any k ∈ N ∪ {∞},
(Gk

n,t, v) converges in distribution, for the local limit topology, to T k
t , when

n tends to ∞.

T∞
t is a Galton-Watson tree with Poissonian offspring distribution. T k

t

is the forbidden degree version of T∞
t , and turns out to be a two-stages

multitype branching process. The convergence is with respect to the local
topology, as introduced by Benjamini and Schramm [BS01].

Theorem 1.4. For any t ≥ 0 and k ∈ N,

Cmax(G
k
n,t)

n

p−−−→
n→∞

P(|T k
t | = ∞).

Expectedly, the behavior of the local limit predicts somehow the exis-
tence of the giant component, as the supercriticality of the local limit T k

t is
equivalent to the existence of a giant component.

Section 2 will be about Theorem 1.1, Theorem 1.2 will be discussed in
Section 3, the existence and properties of the local limit in Section 4 and
the Theorem 1.4 will be discussed in Section 5.

2 There is no giant component if k ≤ 3

If k ≤ 2, no component has more than 2 vertices. Thus, this section dealing
only with the case k = 3, G3

n,t is denoted Gn,t. The largest allowed degree
being 2, the connected components are either paths or cycles, which limits
their growth. Theorem 1.1 follows from the next proposition.

Proposition 2.1. There exists a constant A such that for any ℓ ∈ N, and
for n ≥ 10,

E
[
Cmax(Gn,τℓ)

2
]
≤ An.

Proof of Theorem 1.1. Let |a| denote the cardinality of a finite set a, and
set N(t) = |Π ∩ [0, t]×E|, resp. Ne(t) = |Πe ∩ [0, t]|. Since the two families
(τi)i∈N and (Gn,τi)i∈N are independent, we obtain:

E
[
Cmax(Gn,tn)

2
]

≤
∑

i

E
[
Cmax(Gn,tn)

2 |N(tn) = i
]
P(N(tn) = i)

≤
∑

i

E
[
Cmax(Gn,τi)

2
]
P(N(tn) = i)

≤ An.
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Proof of Proposition 2.1. For any n and ℓ, let Bℓ (resp. Aℓ, Cℓ) denote the
set of connected components of Gn,τℓ (resp. the set of acyclic connected
components of Gn,τℓ , the set of cycles of Gn,τℓ). Consider Zℓ defined by:

Zℓ =
∑

a∈Aℓ

|a|2 + 2
∑

b∈Cℓ

|b|2. (1)

The reason for counting cycles twice will be clear later. Proposition 2.1
follows at once from the next Proposition.

Proposition 2.2. There exists a positive constant A such that for all inte-
gers n and ℓ, E(Zℓ) ≤ An.

Proof. Set

uℓ = E

[
Zℓ

n

]

.

Let Fℓ be the σ-algebra generated by (Gn,t)t≤τℓ , and let ∆ denote the vari-
ation of Zℓ:

∆ℓ+1 = Zℓ+1 − Zℓ.

We shall prove that, for suitable constants α and β, both larger than 1,

E(∆ℓ+1|Fℓ) ≤ α+ β Zℓ

n − 1
4
Z2
ℓ

n2 . (2)

As a consequence,

n(uℓ+1 − uℓ) ≤ α+ βuℓ − 1
4u

2
ℓ ,

Note that u0 = 1 and let r denote the positive root of α+ βX − 1
4X

2. Now,

• if r ≤ uℓ ≤ r + α+ β2, then (2) entails that uℓ+1 ≤ uℓ;

• if 0 ≤ uℓ ≤ r, then (2) entails that uℓ+1 − uℓ ≤ 1
n(α+ β2).

Thus A = r + α+ β2 is a suitable choice since u0 = 1 ≤ A.

Now, due to (1),
Zℓ ≥ Cmax(Gn,τℓ)

2,

which concludes the proof of Proposition 2.1, assuming relation (2).

Proof of (2). Consider a graph process Γ = (Γℓ)ℓ≥0 that starts from n ver-
tices and no edges. At each step ℓ ≥ 1 a first random vertex vℓ is picked
uniformly and a second random vertex wℓ different from vℓ is picked uni-
formly too. Then the multiplicity of the edge eℓ = {vℓ, wℓ} is increased by
1, provided that the forbidden degree rule allows it. If either vℓ or wℓ has
degree 2 in Γℓ−1 then its edges are erased and eℓ is not added. Since Γ has
the same distribution as (Gn,τℓ)ℓ≥0, we shall consider, in what follows, that
the process (Zℓ) is a functional of Γ, rather than a functional of (Gn,τℓ)ℓ≥0.
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Let us decompose the variation ∆ℓ according to the connected compo-
nents of vℓ and of wℓ. For c, d ∈ Bℓ, set

Xc,d = ∆ℓ1vℓ∈c1wℓ∈d,

so that
∆ℓ =

∑

(c,d)∈B2
ℓ

Xc,d.

Since Aℓ, Bℓ, Cℓ are measurable with respect to Fℓ,

E [∆ℓ|Fℓ] =
∑

(c,d)∈B2
ℓ

E [Xc,d|Fℓ] .

Let us list the cases in which Zℓ increases:

1. The edge eℓ makes c a cycle. This entails that c = d ∈ Aℓ and that
vℓ and wℓ are the two endpoints of c, which happens with probability
at most 2

n(n−1) . In this case

∆ℓ = |c|2.

2. The edge eℓ merges c and d. The components c and d merge only
if c, d ∈ Aℓ, c 6= d and vℓ and wℓ are endpoints of c and d. There are
at most 2 endpoints per component, so, given c and d, this happens
with probability at most 4

n(n−1) . In this case

∆ℓ = (|c| + |d|)2 − |c|2 − |d|2 = 2|c||d|.

Now let us list two of the cases in which Zℓ decreases:

3. c is a cycle. If c 6= d, the cycle c is split into a path of length |c| − 1
on one hand and an isolated vertex on the other hand. If c = d the
cycle can even be split in smaller parts, but in both cases Xc,d ≤ −|c|2
with a probability |c|

n .

4. c has endpoints but vℓ is not one of them. Let us say that vℓ
is the mth vertex of c. If c 6= d, the path c is split into three paths,
of length m − 1, |c| − m and 1. If c = d, one of the three previous
paths can be split again due to the effect of wℓ. Thus, for any m with
1 < m < |c| − 1, with probability 1

n ,

Xc,d ≤ (m− 1)2 + (|c| −m)2 + 1− |c|2 ≤ 2m(m− |c|).

These 4 cases cover the possible contributions of (c, vℓ) to ∆ℓ. The two
first cases, in which the two sides of eℓ play symmetric rôles, also cover the
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positive contributions of the other side of eℓ, (d,wℓ), to ∆ℓ. As we aim
to provide an upper bound for ∆ℓ, we do not need to discuss the negative
contributions of the other side, and considering the 4 cases, we obtain:

∑

(c,d)∈B2
ℓ

E [Xc,d|Fℓ] ≤
∑

1≤i≤4

Di,

in which

D1 = 2
n(n−1)

∑

c∈Aℓ

|c|2 ≤ 2Zℓ

n(n− 1)
,

D2 = 8
n(n−1)

∑

c,d∈Aℓ

|c||d| ≤ 8n

n− 1
,

D3 = − 1
n

∑

c∈Cℓ

|c|3

and

D4 = 1
n

∑

c∈Aℓ

|c|−1
∑

m=2

2m(m− |c|)

= 1
3n

∑

c∈Aℓ

(−|c|3 + 7|c| − 6)1|c|≥2

≤ 7
3 − 1

3n

∑

c∈Aℓ

|c|3.

Thus, for n ≥ 9,

E [∆ℓ|Fℓ] ≤ 12 +
3Zℓ

n2
− 1

4n




∑

c∈Aℓ

|c|3 +
∑

c∈Cℓ

4|c|3


 .

Let (ac)c∈Bℓ
and (bc)c∈Bℓ

denote two sequences defined as follows:

• if c ∈ Aℓ, ac =
√

|c| and bc = |c|
3
2 ;

• if c ∈ Cℓ, ac =
√

|c| and bc = 2|c|
3
2 .

Then, by the Cauchy-Schwarz inequality, we have:

(Zℓ)
2 = (

∑

c∈Bℓ

acbc)
2 ≤

∑

c∈Bℓ

a2c
∑

c∈Bℓ

b2c = n(
∑

c∈Aℓ

|c|3 +
∑

c∈Cℓ

4|c|3).

As a consequence, (2) holds true for (α, β) = (12, 3).
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3 At some point, there is a giant component if

k ≥ 5

In this part, rather than considering the process with forbidden degree, we
shall consider a lower bound, i.e. a new process in which all the edges inci-
dent to a vertex to which at least k edges have been added are removed. For
k ≥ 5, this new process is supercritical, allowing us to prove Theorem 1.2.

3.1 Approximation by a simpler model

Consider the graph gkn,t obtained when one erases all the edges of G∞
n,t that

are incident to a vertex with degree k or more. As opposed to Gk
n,t, g

k
n,t

depends on Π only through (Ne(t))e∈E , thus it does not depend on the
chronology. Let Tk denote the transformation that maps (Ne(t))e∈E to gkn,t:

gkn,t = Tk(N·(t)).

Lemma 3.1. For any n and t,

gkn,t ≤ Gk
n,t ≤ G∞

n,t.

If G(e) denotes the multiplicity of the edge e in G, the order we consider
in this section is the product order for (G(e))e∈E .

Proof. The second inequality is clear. For the first one, note that if 0 ≤
Gk

n,t(e) < G∞
n,t(e), then one of the endpoints of e reaches the threshold k

in G∞
n at some point s before t, and, as a consequence, gkn,t(e) = 0. Else

none of the endpoints’ degrees of e reach the threshold k in G∞
n,t, and as a

consequence gkn,t(e) = Gk
n,t(e) = G∞

n,t(e).

The graph gkn,t, conditionally on its degree sequence, is distributed as
a configuration model conditioned on being loopless, as will be proven in
Corollary 3.3. The configuration model, introduced by Bender and Canfield
[BC78, page 297] is defined as follow:

Definition 3.1. Let (cv)1≤v≤n be a finite sequence of non-negative integers,
such that

∑

v cv is even. The configuration model associated to (cv)1≤v≤n is
the random graph constructed as follow:

• The set of vertices V is {1, . . . , n}.

• Let L be the multiset containing cv copies of each vertex v of V .

• A random uniform pairing E of the elements of L is chosen.

• The set of edges is defined by the pairing, with each pair (x, y) corre-
sponding to an edge between x and y.
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By construction, the vertex v has degree cv in the resulting graph.

Remark. The configuration model is sometimes defined from the sequence
(dj)j≥0 where dj = #{v : cv = j} denotes the number of vertices of degree
j, instead of the degree sequence c.

Let c = (ci)1≤i≤n be a sequence of integers smaller than k such that
∑

ci is even and let Gc denote the set of loopless multigraphs with degree
sequence c. An element of Gc is described by the sequence (ge)e∈E of its
edges’ multiplicity.

Lemma 3.2. For g1, g2 ∈ Gc, let mj
i denote the number of edges with

multiplicity i in gj . Then for any t ≥ 0,

P(gkn,t = g1)
∏

i≥2

(i!)m
1
i = P(gkn,t = g2)

∏

i≥2

(i!)m
2
i .

Corollary 3.3. The graph gkn,t, conditionally given its degree sequence, is a
configuration model conditioned to be loopless.

In the configuration model, the number of configurations corresponding

to a given multigraph is
∏

v cv!∏
i(i!)

mi
, thus Lemma 3.2 implies Corollary 3.3.

Proof of Lemma 3.2. Set B = {v ∈ V : cv > 0}. Let g ∈ Gc. Let s(e)e∈E be
a multigraph on the set of vertices {1, . . . , n}.
Lemma 3.4. For all e ∈ E, let r(e) = s(e)− g(e). Tk(s) = g if and only if
the following three conditions hold:

1. For all e in E, r(e) ≥ 0.

2. For all v ∈ B, the degree of v in the graph r is strictly smaller than
k − cv.

3. For all e ∈ E such that r(e) > 0, one of the endpoints of e is not in B
and has degree at least k in r.

Proof. Let us first assume that Tk(s) = g. The graph g is obtained from s by
removing every edge adjacent to a vertex of degree at least k in s. Therefore
g is a subgraph of s, r denotes the removed edges, and Condition 1 holds.
If the degree of v is at least k in s, then every edge adjacent to v is removed
when building the graph Tk(s). Therefore, if v is in B (i.e. if the degree of v
is positive in g), the degree of v in s is strictly smaller than k. As v has degree
cv in g, v has degree strictly smaller than k − cv in r, proving Condition 2.
If r(e) > 0, this means that the edge e is removed when building Tk(s), i.e.
that one of its endpoint v has degree at least k in s. As by Condition 2, v
cannot be in B, this means that cv = 0 and therefore that v has degree at
least k in r, proving Condition 3.
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Conversely, let us assume that r satisfies conditions 1-3. Then by Con-
dition 1, g is a subgraph of s = g+r. The endpoints of the edges e of g have
positive degree in g and therefore they belong to B. By Condition 2, their
degree in s is strictly smaller than k, and therefore the edges of g are not
removed when building Tk(s). The edges of r are removed, as by Condition
3, one of their endpoints has degree at least k in r and therefore degree at
least k in s = g + r.

Let Ec denote the set of graphs satisfying Conditions 1-3 of Lemma 3.4.
It should be noted that Ec only depends on c, not on g. It should also be
noted that for any r ∈ Ec and g ∈ Gc, the set of edges of r and g are disjoint,
as the endpoints of edges of g are in B, whereas at least one endpoint of the
edges of r is not in B, by Condition 3.

Since Ne(t) is a Poisson random variable with parameter λ = t
n , for any

graph s:

P(G∞
n,t = s) =

∏

e∈E
P(Ne(t) = s(e))

= e−(n−1)t/2λ
∑

e s(e)
∏

e∈E

1

s(e)!

Therefore, for g ∈ Gc,

P(gkn,t = g) =
∑

s:Tk(s)=g

P(G∞
n,t = s)

=
∑

r∈Ec
P(G∞

n,t = g + r)

= e−(n−1)t/2
∑

r∈Ec
λ
∑

e g(e)+r(e)
∏

e∈E

1

(g(e) + r(e))!

= e−(n−1)t/2 λ
∑

e g(e)

∏

e∈E g(e)!

∑

r∈Ec
λ
∑

e r(e)
∏

e∈E

1

r(e)!
.

Note that for any edge e, r(e)g(e) = 0, hence (g(e) + r(e))! = g(e)!r(e)!
holds. Thus

P(gkn,t = g)
∏

i≥1

(i!)mi = P(gkn,t = g)
∏

e∈E
g(e)!

= e−(n−1)t/2λ
∑

e g(e)Ψ

= e−(n−1)t/2λ
∑n

i=1 ci/2Ψ,

in which Ψ, defined by

Ψ =
∑

r∈Ec
λ
∑

e r(e)
∏

e∈E

1

r(e)!
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depends only on c, as the set Ec does.

In the rest of the section, t is fixed, so G∞
n,t and gkn,t are abridged in G∞

n

and gkn for readability. In [MR95], Molloy and Reed first study the configu-
ration model associated to a degree sequence, and then extend the results to
the configuration model conditioned on being simple (this conditional model
is called random graph with given degree sequence). In our case, we will
first study the configuration model associated to the degree sequence of gkn,
using [MR95, Theorem 1] and then extend the result to gkn by mirroring the
proof used for [MR95, Lemma 2]. For a vertex v, the degree of v in G∞

n

(resp. in gkn) is denoted Cn(v) (resp. cn(v)). Set

dn(i) = #{v : cn(v) = i}.

LetGconf
n be the configuration model associated to the degree sequence cn.

We shall see that the sequence dn satisfies the assumptions of [MR95, The-
orem 1], i.e. for each i, there exists a constant pt,i such that

lim
n

dn
n
(i) = pt,i.

As the degree in the graph is bounded by k − 1, the sequence dn is sparse
and well-behaved (with the vocabulary of [MR95]).

Let PGW(t) denote a Galton-Watson tree whose offspring is Poisson
distributed with parameter t. By [DM10, Proposition 2.6], for any given
vertex v, the rooted graph (G∞

n , v) converges in distribution to PGW(t)
when n tends to infinity. Since cn(v) depends only on the vertices of the
ball with radius 2 in (G∞

n,t, v) and on the edges between them, the asymptotic
distribution of cn(v) can be read on the first two levels of PGW(t). Two
cases arise:

• if Cn(v) ≥ k, the degree of v in G∞
n exceeds the threshold k, and

cn(v) = 0;

• if Cn(v) < k, an edge {v,w} incident to v in G∞
n is erased in gkn if and

only if Cn(w) exceeds the threshold k.

Owing to [DM10, Proposition 2.6], (Cn(v), Cn(w)) weakly converges to
(C(v), C(w)) such that (C(v), C(w) − 1) are i.i.d. and Poisson distributed
with parameter t, for both its offspring and its father v contribute to the
degree of w in PGW(t). Thus the degree of a neighbor of v is less than k−1
with an asymptotic probability:

πk(t) = e−t
k−2∑

i=0

ti

i!
,

and the asymptotic distribution c(v) of cn(v) is obtained by the following
algorithm:

12



1. draw a Poisson random variable C(v) with parameter t;

2. build a Poisson random variable Y with parameter tπk(t) by a thinning
of C(v) with parameter πk(t), so that the conditional distribution of
Y given C(v) is binomial with parameters C(v) and πk(t);

3. set c(v) = Y 1C(v)≤k−1.

Set
pt,i = P(c(v) = i) = lim

n
P(cn(v) = i).

Lemma 3.5. For 0 ≤ i < k, dn(i)/n
(P )−−−→

n→∞
pt,i.

Proof. Since P(cn(1) = i) −−−→
n→∞

pt,i, and the vertices play symmetric rôles,

E [dn(i)] =
n∑

i=1

P(cn(v) = i) = nP(cn(1) = i),

and the limit holds for expectations. Let us show that it holds in probability.

E
[
dn(i)

2
]

=
∑

v,w∈[[n]]
P(cn(v) = i = cn(w))

=
∑

v

P(cn(v) = i) +
∑

v 6=w

P(cn(v) = i = cn(w))

= nP(cn(1) = i) + n(n− 1)P(cn(1) = i = cn(2))

As the birooted local limit of G∞
n,t is a couple of independent PGW(t),

P(cn(1) = cn(2) = i) converges to p2t,i, and:

E
[
dn(i)

2
]
= n2p2t,i + o(n2).

Thus V ar(dn(i)) = o(n2), leading to the desired result.

Let
Qt =

∑

i

i(i− 2)pt,i.

According to [MR95, Theorem 1], if Qt > 0, there exists a constant α

P(Cmax(G
conf
n ) ≥ αn|cn)

(P )−−−→
n→∞

1.

Moreover, the law of Gconf
n conditionally on cn and on Gconf

n being loop-
less is equal to the law of gkt conditionally on cn. By the main result of
[McK85], there exists a constant β > 0 such that P(Gconf

n is loopless|cn) > β
a.a.s, and therefore, if Qt > 0:

P(Cmax(g
k
n) ≥ αn|cn)

(P )−−−→
n→∞

1.

13



To conclude, we need to to compute the sign of

Qt = E [c(v)(c(v) − 2)] = E [c(v)(c(v) − 1)]− E [c(v)] .

According to the points 2 and 3 of the description of the law of c(v) above,
E [c(v)|C(v)] = πk(t)C(v)1C(v)<k and E [c(v)] = πk(t)E

[
C(v)1C(v)<k

]
. Sim-

ilarly, E [c(v)(c(v) − 1)] = πk(t)
2
E
[
C(v)(C(v)− 1)1C(v)<k

]
. Moreover, we

have:

E(C(v)1C(v)<k) = e−t
k−1∑

i=1

i
ti

i!

= e−t
k−1∑

i=1

ti

(i− 1)!

= e−t
k−2∑

i=0

ti+1

i!

= tπk(t)

Thus the equation for the existence of a giant component become succes-
sively:

πk(t)
2
E(C(v)(C(v) − 1)1C(v)<k) > πk(t)E(C(v)1C(v)<k)

πk(t)
2
E(C(v)(C(v) − 1)1C(v)<k) > tπk(t)

2

e−t
k−1∑

i=2

i(i− 1)
ti

i!
> t

te−t
k−3∑

i=0

ti

i!
> 1

• If k ≥ 5, there exists a t such that the condition is satisfied. (e.g.
t = 2).

• If k ≤ 4, the condition does not hold for any t.

This ends the proof of Theorem 1.2.

Remark. This part does not prove the existence (nor the non-existence) of a
giant component for k = 4, and only proves that there is a giant component
for some bounded interval of t (and not, as it could be expected, for every
t larger than some t0) for k ≥ 5.

4 The local limit

The aim of this part is to prove the existence of a local limit, and to study
the link between this local limit and the existence of a giant component.

14



4.1 Local topology

For the purpose of this study, the objects used are multigraphs with labelled
edges, where the edges are labelled by the time of addition. A root of a
graph G is either a vertex or an edge of G. We consider the local topology,
as introduced by Benjamini and Schramm[BS01].

Definition 4.1. Given a graph G, an edge e = (v1, v2) of G, a vertex v of G,
and a non-negative integer l, Bl(G, v) denotes the set of vertices of the ball
of radius l centered at v in G, and Bl(G, e) denotes Bl(G, v1) ∪ Bl(G, v2).
The notation Bl(G, v) (resp. Bl(G, e)) will also denote the subgraph of G
induced by the set of vertices Bl(G, v) (resp. Bl(G, e)), and Sl(G, v) (resp.
Sl(G, e)) will denote the sphere of radius l centered at v (resp. e) i.e. the
set of vertices Bl(G, v) \ Bl−1(G, v) (resp. Bl(G, e) \ Bl−1(G, e)), where by
convention B−1 = ∅. The ball (resp. sphere) of radius l will be called l-ball
(resp. l-sphere).

Definition 4.2. For an integer l, a l-rooted multigraph (G, r) with labelled
edges is the data of a multigraph G with labelled edges equipped with a
l-tuple r = (r1, . . . , rl) of roots of G: the set of roots is ordered, and a given
root can appear several times.

For an integer j and an l-rooted graph (G, r), Bj(G, (r)) denotes the
l-rooted graph ∪1≤i≤lBj(G, ri).

Definition 4.3 (Isomorphism and distance).

• Two l-rooted multigraphs (G, r) and (G̃, r̃) are said to be isomorphic
if there is a graph isomorphism Φ from G to G̃ preserving the edges’
labels such that for all i, Φ(ri) = r̃i.

• For any integer j, (G, r) and (G̃, r̃) are said to be j-isomorphic if their
j-balls are isomorphic.

• The pseudo-distance between two l-rooted graphs G and G̃ is defined
as 2−j , with j the largest integer such that G and G̃ are j-isomorphic
(as l-rooted labelled multigraphs). The convergence according to this
distance is called the local convergence (this is a straightforward exten-
sion of the definition of the local convergence, according to Benjamini
et al).

If (G, r) and (G̃, r̃) are isomorphic, then they are j-isomorphic for any j.
The converse holds if there is at least one root in each connected component
of each graph, but can be false otherwise.

Definition 4.4. Let T∞
t be the labelled random graph defined by:

• The shape of T∞
t is a Galton-Watson tree with Poisson offspring with

mean t.
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• Conditionally on the shape of T∞
t , the edges’ labels are uniform on

[0, t] and independent.

Lemma 4.1. For any integer l, the unlabelled graph G∞
n,t, rooted at l

vertices chosen independently uniformly at random, converges toward
l independent copies of a Galton-Watson tree with Poisson offspring
with mean t, while the labelled graph G∞

n,t, rooted at l vertices chosen
independently uniformly at random, converges toward l independent
copies of T∞

t .

The one-rooted version of the first part of Lemma 4.1 is a well-known
result, for various versions of the Erdős-Rényi graph. One instance can
be found in [DM10, Proposition 2.6], for G∞

n,t with no multiple edges. For
completeness, a proof of this multi-roots, multigraph version of the result in
[DM10] can be found below:

Proof. For l and j some positive integers, consider (G, r), r = (ri)1≤i, a l-
rooted finite graph with radius not larger than j (such that ∪1≤i≤lBj(G, ri) = G).
Let us compute pn(G), the probability that Bj(G

∞
n,t, v) is isomorphic to

(G, r), in which (vi)1≤i≤l is a sequence of l vertices chosen independently at
random. We need a few notations:

• VG is the vertex set of G, and NV = |VG|;

• EG is the edge set of G and NE = |EG|;

• for any edge e ∈ EG, let me denote the multiplicity of e in G.

• N b
V is the number of vertices of G that are in Bj−1(G, r);

• (wi)1≤i≤NV
is a specific ordering of VG, such that (wi)1≤i≤Nb

V
are the

elements of Bj−1(G, r), and (wi)Nb
V
+1≤i≤NV

are the remaining vertices
of G.

There are at most l components of G = ∪1≤i≤lBj(G, ri), therefore l+NE ≥
NV . If l +NE = NV , then G is a forest of l simple trees.

Lemma 4.2. If l +NE > NV , then pn(G) → 0.

Proof of Lemma 4.2. Let Φ be an injection from VG to {1, . . . , n}. If Φ
induces an isomorphism between (G, r) and Bj(G

∞
n,t, v), then the following

conditions holds:

1. For every 1 ≤ i ≤ l, vi = Φ(ri).

2. For every edge (wi, wj) of G, there is an edge, with the same multi-
plicity, between Φ(wi) et Φ(wj), in G∞

n,t.
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These conditions are only necessary, not sufficient. For any given Φ, the
probability of the first condition is 1

nl . The probability of the second condi-
tion, being of the following form:

∏

e∈EG

tme

nmeme!

is smaller than ( t
n)

NE . Therefore, by independence between G∞
n,t and v, the

probability that Φ induces an isomorphism between (G, r) and G(∞n,t, v) is

smaller than tNE

nl+NE
. By union bounds, as there are less than nNV injections

between (wi)1≤i≤NV
to {1, . . . , n}, we obtain:

pn(G) ≤ tNEnNV −l−NE

proving Lemma 4.2.

A Galton-Watson is usually described as a genealogy tree, i.e. the planer
embedding of a rooted tree, or ”plane tree”: a plane tree is a rooted tree with
an order relation between the children of the same node (see [FS09][Annex
A.9]). An isomorphism of plane trees (resp. of a sequence of plane trees)
is an isomorphism preserving the root (resp. the sequence of roots, with
order) and the children’s order. Assuming that Bj(G

∞
n,t, v) is a forest with l

components, let B∗
j (G

∞
n,t, v) be the plane representation of Bj(G

∞
n,t, v), where

the children are ordered according to their original label, in {1, . . . , n}. The
rooted graph Bj(G

∞
n,t, v) and G are isomorphic as rooted graphs, if and only

if the plane representation of Bj(G
∞
n,t, v) is isomorphic to one of the plane

representations of (G, r), as a plane tree or forest. Therefore

P(Bj(G
∞
n,t, v) ∼ (G, r)) =

∑

(G∗,r)

P(B∗
j (G

∞
n,t, v) ∼

plane
(G∗, r))

where the summation is taken over the plane representations of (G, r).
Let us compute the number of injections Φ from VG to {1, . . . , n} pre-

serving the order among the children of each node of G. First we choose the
NV elements of Φ(VG), without ordering (there are

( n
NV

)
possible choices).

From there, choosing Φ is equivalent to choosing a plane forest isomorphic
to G∗ on NV vertices. The number of such plane forests is:

NV !

Nb
V∏

i=1

doutwi
!

where doutwi
is the outdegree of wi, i.e. the number of children of wi (cf.

[Spe97][p.2], [CM01][p.5] or [CF03][p.12]). Therefore the number of injec-
tions Φ from VG to {1, . . . , n} preserving the order among the children of
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each node of G is
n!

(n−NV )!

Nb
V∏

i=1

doutwi
!

. (3)

It should be noted that

NE =

Nb
V∑

i=1

doutwi
(4)

Such an injection Φ induces an isomorphism of plane forests between
(G∗, r) and (B∗

j (G
∞
n,t, v) if and only if:

1. For each i, the random uniform root vi is equal to Φ(ri);

2. For any 1 ≤ i ≤ N b
V and 1 ≤ j ≤ NV , there is the same number of

edges (either 0 or 1) between wi and wj in G and between Φ(wi) and
Φ(wj) in G∞

n,t;

3. For any i ≤ N b
V and vertex j ∈ {1, . . . , n} \ Φ(VG), there is no edge

between Φ(wi) and j in G∞
n,t.

For a given Φ, the probability of the first property is 1
nl . As the multiplic-

ity of each edge of G∞
n,t is a Poisson random variable of parameter t

n , the
probability of the last two properties is:

(

e−
t
n
( t
n)

1

1!

)NE (

e−
t
n
( t
n)

0

0!

)(n−1)Nb
V −NE

= e−tn−1
n

Nb
V

(
t

n

)NE

. (5)

Combining (3), (4), (5), the fact that the probability of the first property is
1
nl and Nv = l +Ne, we obtain:

P

(

B∗
j (G

∞
n,t, v) ∼

plane
(G∗, r)

)

=
n!

(n−NV )!

Nb
V∏

i=1

doutwi
!

e−tn−1
n

Nb
V

(
t

n

)NE

−−−→
n→∞

e−tNb
V tNE

∏Nb
V

i=1 d
out
wi

!

=

Nb
V∏

i=1

(

e−t t
doutwi

doutwi
!

)

= P(GW l
j ∼
plane

(G∗, r))

where GW l
j denotes l independent copies of a Galton-Watson tree with Pois-

son offspring with mean t. By summing over all the plane representations
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of G, one obtains that:

P
(
Bj(G

∞
n,t, v) ∼ (G, r)

)
→ P

(

GW l
j ∼ (G, r)

)

for all G and j, ending the proof of the first part of Lemma 4.1.
By the properties of Poisson point processes, conditionally given its unla-

belled version, the labels of the edges of G∞
n,t are independent and uniform on

[0, t]. Therefore, the labelled graph G∞
n,t l-rooted at l independent uniform

random roots converges weakly toward l independent copies of T∞
t .

By the standard properties of Poisson processes, T∞
t can be described

as a branching tree such that the law of the set of labels of outgoing edges
is a Poisson point process of intensity 1 on [0, t].

Let T∞
∞ denote the Poisson-Weighted Infinite Tree in dimension 1, or

PWIT, as defined by Aldous and Steele [AS04]. The distribution of T∞
t can

also be described as follows:

• Remove every edge of T∞
∞ whose label is larger than t.

• Let T∞
t be the connected component of the root in the resulting sub-

graph.

It should be noted that the notion of convergence used here is not exactly
the same as the one used in [AS04], as the latter allows the edges’ labels to
converge toward their limit, whereas the former requires the edges’ labels to
be eventually constant.

4.2 The forbidden degree version of infinite graphs.

4.2.a Neighborhood with boundaries

Definition 4.5. Let Ω be the set of locally finite graphs with labelled edges
such that no two edges have the same label. Let Ω<∞ be the set of finite
graphs in Ω. For any non-negative t and graph G , let Gt be the subgraph
of G restricted to its edges with label smaller than t.

For any graph G ∈ Ω<∞, the forbidden degree version Gk = Φ(G) of G
is defined by adding the edges of G in their labelling order and by removing
the edges adjacent to any vertex reaching degree k. If G ∈ Ω \ Ω<∞, the
labels are not necessarily well-ordered, so some care is needed to extend Φ
to a larger class of graphs of Ω. This is the aim of this section.

Definition 4.6. Let e be an edge of G. (GB , B, S) is called a neighborhood
with boundary of e in G if:

• S and B are subset of the set of vertices of G.
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• GB is the induced subgraph of G restricted to B.

• The edge e is in GB .

• S is a subset of B.

• S contains the boundary of B in G (i.e. the sets of vertices of B with
a neighbor not in B in the graph G)

Remark. The last condition means that elements of B \ S in G are never
endpoints of edges between B and G \ GB , while vertices in S may be so.
Sometimes we shorten (GB , B, S) in (GB , S) as B can be retrieved from GB .

Example. For any graphG, integer l, and vertex or edge x ofG, (Bl(G,x), Sl(G,x))
is a neighborhood with boundary.

Definition 4.7. Let e be an edge of G, V = (GB , B, S) a neighborhood
with boundary of e in G. Let us consider the set SV of finite graphs G̃ with
an edge ẽ ∈ G̃ and a neighborhood with boundary (G̃B̃ , B̃, S̃) of ẽ in G̃ such

that (GB , B, S, e) is isomorphic to (G̃B̃ , B̃, S̃, ẽ). If either,

1. ẽ is present in Φ(G̃) for every G̃ ∈ SV ,

2. or ẽ is removed in Φ(G̃) for every G̃ ∈ SV ,

then we say that the knowledge of V is sufficient to know whether e is
removed in the forbidden degree version of G.

The set SV depends both on (GB , B) and on S: the subgraph of G̃
induced by B̃ is isomorphic to GB , but one can obtain G̃ only by growing
new edges on the vertices of S̃. That is, only the vertices of S̃ may have a
different degree in G̃B̃ and in G̃. Thus S matters in the definition above, in
a somehow hidden way. If finally we are able to extend Φ to some infinite
graph G, we expect, obviously, that the status of e in Φ(G) (present or
absent) is the same as the status of its counterpart ẽ in Φ(G̃).

4.2.b Locality of the forbidden version

For each edge e of G, let l(e) denote the smallest integer l such that, for
all t, the knowledge of (Bl(G, e), Sl(G, e)) is sufficient to ascertain whether
e is removed in the forbidden degree version of Gt. If there is no such l, let
l(e) = ∞.

For any vertex v of G, let l(v) be the smallest integer such that the
knowledge of (Bl(G, v), Sl(G, v)) is sufficient to know which edges adjacent
to v are removed in the forbidden degree version of Gt for all t.

In this section, we shall prove that for any T ≥ 0, a.s. l(v) < ∞ (resp.
l(e) < ∞) for any vertex v (resp. any edge e) of T∞

T .
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Definition 4.8. Let Ω+ ⊂ Ω be the set of labelled graphs G such that for
all edges e of G, l(e) < ∞.

For any graph G ∈ Ω+, Φ(G) is defined as follows:

• the set of vertices of Φ(G) is V ;

• the set of edges of Φ(G) is a subset of E;

• for each e ∈ E, e is an edge of Φ(G) if and only if e is present in
Φ(Bl(e)(G, e)).

The main result of this part is the following lemma:

Lemma 4.3. Almost surely, for all t ≥ 0, T∞
t ∈ Ω+.

Lemma 4.3 will be proven in part 4.2.c. By Lemma 4.3, Φ(T∞
t ) is well

defined, and, as a subgraph of the tree T∞
t , Φ(T∞

t ) is a forest. Let T k
t be

the connected component of the root ∅ in Φ(T∞
t ).

Corollary 4.4. For any i, Gk
n,t rooted at m independent uniform vertices

locally converges in distribution toward m independent copies of (T k
t , ∅).

Proof. By Lemma 4.1, G∞
n,t rooted at m random uniform vertices (vi)1≤i≤m

locally converges in distribution toward T := ∪1≤i≤m(Ti, ri)1≤i≤m, where
(Ti, ri) are m independent copies of (T∞

t , ∅).
Lemma 4.5. For any positive integer m, let Ω+

m be the set of m-rooted
elements of Ω+. Then the application

Ω+
m → Ω+

m

(G, (ri)1≤i≤m) → (Φ(G), (ri)1≤i≤m)

is continuous for the local topology.

Lemma 4.5 entails that (Gk
n,t, v) locally converges toward (Φ(T ), r), as

Gk
n,t = Φ(G∞

n,t). As Φ(T ) = ∪i(Φ(Ti)), and T k
t is the connected component

of the root in Φ(T∞
t ), (Gk

n,t, v) locally converges toward m independent

copies of T k
t .

Proof of Lemma 4.5. Let (Gn, (rni )1≤i≤m) be a sequence of n-rooted graphs
converging toward (H, (si)1≤i≤m) ∈ Ω+

m for the local topology and let j
denote a positive integer. As H ∈ Ω+, ∪iBj(H, si) is finite, and l(e) is fi-
nite for every edge e of H. Therefore, L = maxe∈∪iBj(H,si) l(e) < ∞. By
definition of the local convergence, for n large enough, there exists an isomor-
phism Ψn between ∪iBj+L+1(G

n, rni ) and ∪iBj+L+1(H, si). By definition of
L and l(e), every edge e of ∪iBj(G

n, rni ) is present in Φ(Gn) if and only if
Ψn(e) is present in Φ(H). Therefore Ψn induces an isomorphism between
∪iBj(Φ(G

n), rni ) and ∪iBj(Φ(H), si). As this construction works for any in-
teger j, (Φ(Gn), (rni )1≤i≤m) locally converges toward (Φ(H), (si)1≤i≤m).
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4.2.c Propagation paths

Definition 4.9. For any element G of Ω, a propagation path of length l ∈ N

is the data of a self-avoiding path (v0, e1, v1, e2, . . . , el, vl) of length l and a
sequence of edges (ẽ1, ẽ2, . . . , ẽl−1) of length l − 1 in G such that

• for all 1 ≤ i ≤ l − 1, ẽi is adjacent to vi;

• for all i 6= i′, ẽi 6= ei′ ;

• the labels of the sequence (ẽi) are decreasing.

For any vertex v of G, let l′(v) ∈ N ∪ {∞} be the supremum of the lengths
of the propagation paths starting at v, i.e. such that v = v0.

Lemma 4.6. Let G ∈ Ω. For every vertex v in G:

l(v) ≤ l′(v) + 1.

Lemma 4.6 has a useful consequence:

Corollary 4.7. Let Ω− be the set of graphs G ∈ Ω such that for all vertex
v ∈ G, l′(v) < ∞. Then

Ω− ⊂ Ω+.

Lemma 4.3 is a consequence of Corollary 4.7 and the following lemma:

Lemma 4.8. For all t, a.s. T∞
t ∈ Ω−.

The rest of this subsection is devoted to the proof of Lemmata 4.6 and
4.8.

Proof of Lemma 4.6. Let G be a graph in Ω, e∗ be an edge of G and l a
positive integer. In order to simplify the notations, B will denote Bl(G, e∗)
and S will denote Sl(G, e∗).

Definition 4.10. An edge e of B will be said certain at time t if, for all
t′ ≤ t, the knowledge of (B,S) allows one to determine if e is removed in
the forbidden degree version of Gt′ and uncertain at time t otherwise.

The edges in G \B are said uncertain at any time.

By definition, l(e∗) > l if and only if e∗ is uncertain at some time t. G is
a locally finite graph, therefore B is a finite graph. Let J denote the finite
set of labels of B. The application t → Bt is a right-continuous piecewise
constant function jumping only at elements of J .

For every edge e ∈ B, let ye denote the infimum of the times where e is
uncertain, and te denote the label of e.

Lemma 4.9. For every edge e ∈ B \ S, there exists:
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• an edge e′ adjacent to one endpoint v of e such that te′ = ye;

• an edge e′′ 6= e′ adjacent to v such that ye′′ < ye.

Proof. Let e be an edge in B \ S. ye corresponds to a jump of t → Bt,
therefore there exists an edge e′ such that te′ = ye. As e is certain at
time y−e and uncertain at time ye, then,, ẽ is removed at time ye in some
graph G̃, and it is not in some other graph G̃ (according to the notations
of Definition 4.7). Let e′ denote the only edge with label ye ( e′ is unique
by definition of Ω). Only the endpoints of e′ can reach the forbidden degree
at time ye, and only edges adjacent to an endpoint of e′ can be removed at
time ye thus e′ and e share a common endpoint v. Moreover, in order for
the removal of e to be uncertain, the degree of v must be uncertain before
time ye = te′ in the forbidden degree version of G·2, i.e. one of the edge
adjacent to v is uncertain before time ye. Let e′′ denote such an edge. As
an edge cannot be uncertain before its label, e′′ 6= e′.

Lemma 4.10 (Necessary condition for the uncertainty to spread). Given an
edge e ∈ B such that ye < ∞, there exists a self-avoiding path e1, v1, e2, . . . ep, vp
in B with e1 = e and a sequence of edges (ẽi)1≤i≤p−1 in B such that:

1. for every i ∈ {1, p − 1}, ẽi is adjacent to vi;

2. for every i 6= j, ẽi 6= ej ;

3. tẽ1 > tẽ2 · · · > tẽp−1 ;

4. the vertex vp is in S.

Proof. Let Ξ denote the set of integers p such that there exists a path e =
e1, v1, e2, . . . ep, vp in B and a sequence of edges (ẽi)1≤i≤p−1 such that:

1. for every i ∈ {1, p − 1}, ẽi is adjacent to vi;

2’. for every i, ẽi 6= ei+1;

3a. ye1 > ye2 · · · > yep−1 ;

3b. for every i ∈ {1, p − 1}, tẽi = yei .

Such a path trivially exists for p = 1. The edges ei in the path are distinct by
condition 3a, and the graph B is finite, thus Ξ is bounded from above. Let
pmax = maxΞ. By Lemma 4.9, if epmax ∈ B \ S, the path can be extended
one step further, by taking e = ep, ẽp = e′ and ep+1 = e′′, and therefore
p is not maximal. This entails that for any maximal path, either vpmax or

2it is possible that e and e
′ share both their endpoints, e.g. if e = e

′. In that case,

the degree of at least one of their endpoints must be uncertain. Let v denote such an

endpoint.
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vpmax −1 is in S, and therefore there exists a path satisfying conditions 1, 2’,
3a, 3b and 4 (and condition 3, as a consequence of 3a and 3b). The shortest
path satisfying conditions 1, 2’, 3a, 3b and 4 is self-avoiding (otherwise it
would not be the shortest). If this path does not satisfy condition 2, while
satisfying condition 2’, there exists (i, j) such that j /∈ {i, i+1} and ẽi = ej.
In that case, ej is incident to vi, and the path is not self-avoiding.

As a consequence of Lemma 4.10, if l(e∗) > l, then e∗ is uncertain at
some time t, and there exists a propagation path of length l starting at an
endpoint of e∗, proving Lemma 4.6.

Proof of Lemma 4.8. We will now prove that for all t ≥ 0, T∞
t ∈ Ω− a.s. If

T∞
t contains only the root, T∞

t ∈ Ω−. With positive probability, the root
has at least one child. Let T be the tree T∞

t conditioned on having at least
one edge, and let v be one children of the root of T chosen uniformly at
random. The law of T rerooted at v is absolutely continuous with respect to
the law of T . Therefore, it is sufficient to prove that almost surely l′(∅) < ∞
in T , and therefore in T∞

t .

Definition 4.11. A possible propagation path of length l is the data of:

• a self-avoiding path ∅ = v0, e1, v1, e2, v2, . . . el, vl in Bl from ∅ to a
vertex vl of Sl.

• a sequence of edges (ẽi)1≤i≤l−1 in Bl such that:

– for every i ∈ {1, l − 1}, ẽi is adjacent to vi;

– for every i 6= i′, ẽi 6= ei′ .

Let Hl be the set of such possible propagation paths.

A possible propagation path is a propagation path if the labels of ẽ are
decreasing. Let p(l) denote the probability that there exists a propagation
path of length l starting at the root of T∞

t . The set Hl only depends on the
unlabelled version of the tree T∞

t . Conditionally on the unlabelled version
of the tree T∞

t , the labels of the edges are i.i.d. uniform on [0, t], thus the
conditional probability that a given possible propagation path is actually a
propagation path is 1

(l−1)! . Therefore, by union bound, p(l) ≤ E(|Hl|)
(l−1)! .

The following lemma gives an explicit formula for the expected size of
Hl:

Lemma 4.11. Let Xt be a Poisson random variable of parameter t. Then:

E(|Hl|) = E(Xt)E(X
2
t )

l−1 = t(t+ t2)l−1
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Proof. The proof is done by induction on l.
H1 is the set of self-avoiding paths of length 1 starting from the root,

equal to the degree of the root, distributed as Xt.
The set Hl+1 can be constructed from Hl in the following way:

• Take an element of Hl and denote its endpoint by vl.

• Take a child vl+1 of vl and extend the self-avoiding path to vl+1.

• Choose w a neighbor of vl different from vl+1 (either a child of vl, or
vl−1). Let ẽl be the edge between vl and w.

This construction gives every element of Hl+1 once. Therefore an element
of Hl gives d

2 elements of Hl+1 with d the number of children of vl. By the
branching property of T∞

t , this implies that E(|Hl+1|) = E(X2
t )E(|Hl|).

By a quick computation:

p(l) ≤ E(|Hl|)
(l − 1)!

=
t(t+ t2)l−1

(l − 1)!
−−−→
l→∞

0

ending the proof of Lemma 4.8.

Lemma 4.3 allows us to study the local limit, and therefore the conver-
gence of l balls of radius i, with i and l fixed. In Section 5, more precise
results will be needed, in which i and l can depend on n. For this reason,
the following lemma will be useful:

Lemma 4.12. There exist two sequences bn = o(lnn) and cn = o(1) such
that, asymptotically almost surely:

1. For every v in G∞
n,t, l(v) ≤ bn.

2. For every v in G∞
n,t, the ball of radius bn centered at v in G∞

n,t contains
at most xn vertices, where xn = ncn.

Definition 4.12 (Good event characteristic functions). To avoid dealing
with problematic events of vanishing probability, we will introduce sev-
eral characteristic functions, denoted GE1, GE2, . . . (GE stands for “Good
Event”) such that GEi is a Bernoulli variable of parameter tending to 1.
Let GE1 be the characteristic function of the events of Lemma 4.12.

Proof. By Lemma 4.6, proving that a.a.s. there is no propagation path of
length bn in G∞

n,t implies the first part of Lemma 4.3. The total number

of edges in G∞
n,t is a Poisson variable of parameter

(
n
2

)
t
n = t(n−1)

2 and is
smaller than tn with high probability. As a consequence, G∞

n,t is a.a.s. a
subgraph of G∞

tn = G∞
n,τ⌊nt⌋ , the graph G∞

n,· stopped the first time τ⌊tn⌋ there
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are ⌊tn⌋ edges in G∞
n,·, thus it is sufficient to prove the absence of propagation

path of length bn in G∞
nt instead of G∞

n,t, and for this proof we shall rely on
combinatorial arguments.

To detect a propagation path, we do not need the label of each edge,
only its rank among the ⌊nt⌋ edges of G∞

nt . It is convenient to see G∞
nt as the

result of a random allocation of ⌊nt⌋ balls in n(n−1)
2 urns (the edge r ≤ ⌊nt⌋

being incident to 2 random vertices {v(r), ṽ(r)}).
Remark (Alternative description of propagation paths). A propagation path
of length l can be described by a sequence of vertices (v0, v1, . . . , vl) without
repetition together with a l-uple without repetition (r1, . . . , rl) of integers
smaller than tn and a strictly decreasing l− 1-uple (r̃1, . . . , r̃l−1) of integers
smaller than tn such that:

(C1) For every i ∈ {1, . . . , l}, {v(ri), ṽ(ri)} = {vi−1, vi}.

(C2) For every i ∈ {1, . . . , l − 1}, vi ∈ {v(r̃i), ṽ(r̃i)}.

(C3) If j 6= j′, then r̃j 6= rj′ .

This description is equivalent to the description in Definition 4.9, where
the edge ei (resp. ẽi) in Definition 4.9 corresponds to the edge ri (resp. r̃i)
in this remark.

The collision set of a propagation path is the set of integers i such that
ri = r̃i. The collision set is a subset of {1, . . . , l − 1}.
Definition 4.13. A potential propagation path with collision set S is the
data of a l-uple without repetition (r1, . . . , rl) of integers smaller than tn
and a strictly decreasing l− 1-uple (r̃1, . . . , r̃l−1) of integers smaller than tn
such that:

• ri = r̃i ⇔ i ∈ S.

• If i 6= j, then r̃i 6= rj .

A potential propagation path is only two sequences of edges (denoted by
their corresponding integer), without any constraint on their endpoints: the
sequence of edges described by (ri)1≤i≤l does not need to constitute a path
nor does the edges ri and r̃i need to share a common endpoint. A potential
propagation path will be a propagation path if and only if there exists a
sequence of vertices (v0, v1, . . . , vl) without repetition such that conditions
(C1) and (C2) are satisfied.

The number of potential propagation paths with collision set S is:

(⌊tn⌋
l − 1

)
(⌊tn⌋ − l)!

(⌊tn⌋ − 2l + |S|)! ≤
(tn)2l−1−|S|

(l − 1)!

This formula is obtained by choosing first (r̃i)1≤i≤l−1, and then choosing the
l − |S| elements of (ri)1≤i≤l that are still unknown.
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Given two vertices v1 and v2 and an integer r, P({v(r), ṽ(r)} = {v1, v2}) =
(n
2

)−1
, and P(v1 ∈ {v(r), ṽ(r)}) = 2

n . Therefore, given a potential propa-
gation path ((ri)i, (r̃i)i) and a sequence of vertices (v0, v1, . . . , vl) without
repetition, the probability that conditions (C1) and (C2) hold is:

(
n

2

)−l( 2

n

)l−1−|S|
= (n− 1)−l

(
2

n

)2l−1−|S|
.

There are less than n(n − 1)l possible choices for (vi)0≤i≤n, therefore,
by union bound, the probability pl that there exists a propagation path of
length bn in G∞

tn is bounded by:

pl ≤
∑

S⊂{1,...,l−1}

(tn)2l−|S|−1

(l − 1)!
n(n− 1)l(n− 1)−l

(
2

n

)2l−1−|S|

=
∑

S⊂{1,...,l−1}
n
(2t)2l−|S|−1

(l − 1)!

=
n

(l − 1)!

l−1∑

i=1

(
l − 1

i

)

(2t)2l−i−1

=
n(2t)l(2t+ 1)l−1

(l − 1)!

Taking l = lnn√
ln lnn

=: bn, and using Stirling formula, one obtains that
pl → 0.

We now need to bound the volume of the ball of radius bn in G∞
n,t. For any

w ∈ Sl(G
∞
n,t, 1), let d∗(w) be the number of edges that connects w to some

vertex of G∞
n,t \ Bl(G

∞
n,t, 1). Conditionally on Bl(G

∞
n,t, 1), (d

∗
w)w∈Sl(G

∞
n,t,1)

is

an i.i.d. family of Poisson variables of parameter
(
n− |Bl(G

∞
n,t, 1)|

)
t
n ≤

t. Therefore the volume of the ball of radius bn in G∞
n,t is stochastically

dominated by the volume of the first bn generations of T∞
t . We assume that

t > 1.
Let Zl be the number of vertices in the lth generation of T∞

t . Con-
ditionally on Zi, Zi+1 is the sum of Zi independent Poisson variables of
parameter t, i.e. a Poisson variable of parameter tZi. Using large devia-
tions theory (or direct computation), there exists a positive constant α such
that:

∀x ≥ 1, P(Poi(x) ≥ 2x) ≤ exp(−αx) (6)
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For all integers i, let pi = P
(
Zi+1 > (2t)i+1 ln2 n and Zi ≤ (2t)i ln2 n

)
.

pi = E

(

P
(
Zi+1 > (2t)i+1 ln2 n|Zi

)
1
Zi≤(2t)i ln2 n

)

= E

(

P
(
Poi(tZi) > (2t)i+1 ln2 n|Zi

)
1
Zi≤(2t)i ln2 n

)

≤ E

(

P
(
Poi(t(2t)i ln2 n) > (2t)i+1 ln2 n|Zi

)
1
Zi≤(2t)i ln2 n

)

≤ P
(
Poi(t(2t)i ln2 n) > (2t)i+1 ln2 n

)

≤ exp(−αt(2t)i ln2 n)

≤ exp(−α ln2 n)

= o(
1

n2
)

Therefore Pn :=
∑bn

i=0 pi = o( 1n ). With probability larger than 1 − Pn, for

all i ≤ bn, Zi ≤ (2t)i ln2 n, and therefore
∑bn

i=0 Zi ≤ (2t)bn+1−1
2t−1 ln2 n =: ncn,

where cn = o(1). Therefore, Bbn(G
∞
n,t, 1) contains less than ncn vertices

with probability larger than 1 − Pn. By union bounds, all the balls of
radius bn in G∞

n,t contain less than ncn vertices with probability larger than
1− nPn → 1.

4.3 The local limit is a branching process

Definition 4.14. For any G ∈ Ω+ and t ≥ 0, let Φt(G) = Φ(Gt), where Gt

still denotes the subgraph of G restricted to edges with labels smaller than
or equal to t.

Given a vertex v of T∞
∞ , different from the root, let w denote the parent

of v and T∞,v
∞ denote the connected component of v in T∞

∞ \ {v,w} i.e. the
subtree of T∞

∞ starting at v, and let T̃∞,v
∞ = (T∞,v

∞ ∪ {v,w}) and T̃∞,v
t =

(T∞,v
∞ )t. See figure 1 for an example.

∅

v v v

Figure 1: Example of T∞
∞ , T∞,v

∞ and T̃∞,v
∞ .
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Lemma 4.13. For a graph G ∈ Ω+, an edge e ∈ G and a non-negative t,
we say that e is removed in Φt(G) if e ∈ Gt and e /∈ Φt(G).

Let t be a non-negative number and v vertex of T∞
∞ . If T∞

t ∈ Ω−, then,
at least one of the following propositions hold:

• Φ(T∞
t ) ∩ T̃∞,v

∞ = Φ(T̃∞,v
t );

• the edge between v and its parent w is removed in Φt(T
∞
∞ ).

An immediate corollary of Lemma 4.13 is:

Corollary 4.14. With the notation of Lemma 4.13, if (v,w) is removed in
Φ(T̃∞,v

t ), then it is removed in Φ(T∞
t ).

In other words, until (v,w) is removed in Φt(T
∞
∞ ), the knowledge of

T̃∞,v
∞ is sufficient to know the evolution of the subtree starting at v in the

forbidden degree version of T∞
∞ .

Proof. The graphs Φ(T∞
t ) ∩ T̃∞,v

t and Φt(T̃
∞,v
t ) have the same vertex set

(the vertex set of T̃∞,v
t ), therefore any difference comes from the set of edges.

Given two graphs G1 and G2 with the same set of vertices and an edge e,
we are going to say that e separates G1 and G2 if e is present in one of the
graphs but not the other. Let us assume that Φ(T∞

t ) ∩ T̃∞,v
t 6= Φ(T̃∞,v

t ),
and let e be an edge separating Φ(T∞

t ) ∩ T̃∞,v
t and Φ(T̃∞,v

t ).
The graph T∞

t is in Ω− a.s., so is T̃∞,v
t , and therefore these two graphs are

in Ω+. By definition of Ω+, there exists an integer l such that the knowledge
of the balls of radius l centered at e and (v,w) in T∞

t and T̃∞,v
t are sufficient

to know whether e and (v,w) are present in Φ(T∞
t ) and Φ(T̃∞,v

t ). Let
Ba = Bl(T

∞
t , e) ∪ Bl(T

∞
t , (v,w)) and Bb = Bl(T̃

∞,v
t , e) ∪ Bl(T̃

∞,v
t , (v,w)).

By Definition 4.7, e and (v,w) are present in Φ(T∞
t ) (resp. Φ(T̃∞,v

t )) if and
only if they are present in Φ(Ba) (resp. Φ(Bb)). It should be noted that
Bb = Ba ∩ T̃∞,v

t . Ba is a finite graph, therefore the set of labels of Ba (and
Bb) is finite. Let s be the first time such that Φs(B

a)∩T̃∞,v
t 6= Φs(B

b) holds,
and let e′ be an edge of T∞,v

t that separates Φs(B
a)∩ T̃∞,v

t and Φs(B
b), i.e.

e′ is removed at time s in either Φ·(Ba) or Φ·(Bb). Let x be an endpoint
of e′ that reaches the forbidden degree at time s in one of the graphs, but
not the other. Therefore the degree of x is different in Φ(Ba) and in Φ(Bb)
strictly before time s. This implies that an edge e′′ adjacent to x is present
in either Φs−(B

a) or Φs−(B
a) but not in the other graph. If x 6= w, every

edge adjacent to x in either Ba or Bb is in T̃∞,v
t , and e′′ contradicts the

definition of s and e′. Therefore x = w and e′ = (v,w) (as (v,w) is the only
edge of T̃∞,v

t adjacent to w). As the degree of w in Bb is 1, w cannot reach
the forbidden degree in Φ(Bb). Therefore w reaches the forbidden degree in
Φ(Ba) and (v,w) is removed from Φ(Ba) i.e. (v,w) is removed in Φ(T∞

t ).
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Let us add to the set of rooted graphs an element X , used to denote a
graph that is no longer relevant : let T̃ k,v

t (resp. T k,v
t ) be defined as equal to

Φ(T̃∞,v
t ) (resp. T̃ k,v

t ∩T∞,v
t ) if the edge between v and its parent has not been

removed from Φ(T̃∞,v
t ) and equal to X otherwise. Let τ1, . . . , τl denote the

labels of the edges adjacent to the root in T∞
t , ordered in increasing order,

and let v1, . . . , vl denote the other endpoints of these edges. For any s ≤ t,
let S̃s denote the set of integers such that {vi : i ∈ S̃s} is the set of neighbors
of the root in Φs(T

∞
t ) i.e. S̃s records which edge is present in the forbidden

degree version of T∞
t at time s. For any i ≤ l, let ρi = inf{s : T k,vi

s = X }.
Let Γτ = {τi, 1 ≤ i ≤ l} and Γρ = {ρi, 1 ≤ i ≤ l}.

Lemma 4.15. Almost surely, for every 1 ≤ i < j ≤ l, τi 6= τj , ρi 6= τj, and
either ρi 6= ρj or ρi = ρj = ∞.

Proof. By definition, τi is the label of (∅, vi) and ρi is the first time (∅, vi) is
removed in Φ(T̃∞,vi

t ), i.e. is either infinite or equal to the label of an edge
adjacent to vi. As T

∞ ∈ Ω, no two edges have the same label.

Lemmata 4.13 and 4.15 allow us to consider the following dynamic set
(Ss)0≤s≤t:

• at time 0, S0 is empty;

• s → Ss is piecewise constant, and its set of jumps is included in Γρ∪Γτ ;

• for every τi /∈ Γρ, if |Sτ−i
| = k − 1, then Sτi = ∅, otherwise Sτi =

Sτ−i
∪ {i};

• for every finite ρi /∈ Γτ , Sρi = Sρ−
i
\ {i};

• for every i such that τi = ρi, if |Sτ−i
| = k − 1, then Sτi = ∅, otherwise

Sτi = Sτ−i
.

In other words, the element i is added at time τi, removed at time ρi, and
S becomes empty whenever it reaches size k, even fleetingly3.

Corollary 4.16. For any time s, Ss = S̃s and the connected component of
the root is the same in Φ(T∞

s ) and in ∪i∈SsΦ(T̃
∞,vi
s ).

Proof. Let first assume that for some s, Ss 6= S̃s. The set S can only change
at the times (τi)1≤i≤l and (ρi)1≤i≤l; and the set S̃ can only change at times
equal to a label of an edge in B2(T

∞
t , ∅). These two sets of times are finite,

therefore there exists a smallest s such that Ss 6= S̃s. Let i ∈ Ss∆S̃s, in
which ∆ denotes the symmetric difference. The element i is added to S
and S̃ at time τi, therefore the difference eventually comes from the removal

3Actually, S never reaches size k, going directly from size k− 1 to 0, but we informally

say that S reaches size k for an instant, as described in the footnote 1 page 2
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times: when i is in S and S̃ at time s− and is removed from one, but not
the other at time s. An element can be removed from S or S̃ at time s for
the following reasons:

1. S (resp. S̃) reaches size k at time s. Therefore |Ss− | = k − 1 (resp.
|S̃s− | = k − 1) and an element is added to S (resp. S̃) at time s. As
Ss− = S̃s− by definition of s, and the times of addition are identical
for S and S̃, S reaches size k at time s if and only if S̃ reaches size k
at time s.

2. ρi = s, that is (∅, vi) is removed from Φ(T̃∞,v
· ) at time s. By Corol-

lary 4.14, (∅, vi) is also removed from Φ(T∞
s ), and i is removed from

S̃.

3. (∅, vi) is removed from Φ(T∞
· ) at time s because the vertex vi reaches

degree k in Φ(T∞
· ), i.e. vi has degree k − 1 in Φ(T∞

s−), and an edge

is added to vi. i ∈ Ss− , therefore (∅, vi) is present in Φ(T̃∞,vi
s− ). By

Lemma 4.13, Φ(T∞
s−) ∩ T̃∞,vi∞ = Φ(T̃∞,vi

s− ), and therefore vi has degree

k − 1 in Φ(T̃∞,vi
s− ), and reaches degree k at time s. Therefore ρi = s,

and i is removed from S at time s.

Therefore, for all s, Ss = S̃s. Moreover, for any i ∈ Ss, (∅, vi) ∈ Φ(T̃∞,vi
s ),

therefore, by Lemma 4.13, Φ(T∞
s ) ∩ T̃∞,vi∞ = Φ(T̃∞,vi

s ), ending the proof of
Corollary 4.16.

Definition 4.15. Given a rooted graph (G, ∅) in Ω and a non-negative
number y, we introduce the following notations:

• Θy(G, ∅) denotes the graph G rooted at ∅ with an extra vertex w and
an edge between w and ∅, labelled by y;

• if Θy(G, ∅) ∈ Ω+, then Φ̃y(G, ∅) and Φy(G, ∅) are defined as follows:
if (w, ∅) is removed from Φ(Θy(G, ∅)), then let Φ̃y(G, ∅) = X and
Φy(G, ∅) = X ; otherwise, let Φ̃y(G, ∅) = Φ(Θy(G, ∅)) and Φy(G, ∅) =
Φ̃y(G, ∅) ∩G;

• let T∞,y
t = Θy(T∞

t ), T̃ k,y
t = Φ̃y(T∞

t ) and T k,y
t = Φy(T∞

t ).

Let m(t, y) = P(T k,y
t 6= X ). The tree T∞

t contains no edge with proba-

bility e−t > 0 and in that case T k,y
t 6= X , therefore m(t, y) > e−t > 0. Let

T k+,y
t (resp. T̃ k+,y

t ) be the random tree T k,y
t (resp. T̃ k,y

t ) conditioned on not
being equal to X .

Lemma 4.17. Conditionally on (τi)1≤i≤l and (Ss)0≤s≤t:

• the graphs (T k,vi
t )i∈St (resp. (T̃ k,vi

t )i∈St) are independent:
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• for each i ∈ St, T
k,vi
t (resp. T̃ k,vi

t ) has the same law as T k+,τi
t (resp.

T̃ k+,τi
t ).

Proof. Let F be the σ-algebra generated by the sequences (τi)1≤i≤l and
(ρi)1≤i≤l, and F1 be the σ-algebra generated by (τi)1≤i≤l and (Ss)0≤s≤t. As
F1 ⊂ F , it is sufficient to prove Lemma 4.17 with F instead of F1. By
the branching property, conditionally on (τi)1≤i≤l, the trees (T̃

∞,vi
t )1≤i≤l are

independent, and for each i, T̃∞,vi
t is a copy of T̃∞,τi

t . Each ρi only depends
on T̃∞,vi

t , and St is F -measurable. Therefore, conditionally on F : the trees
(T̃∞,vi

t )1≤i≤l are independent and for each i, T̃∞,vi
t has the same law as T̃∞,τi

t

conditionally on inf{s : T̃ k,τi
s = X } = ρi. It follows that conditionally on

F : the trees (T̃ k,vi
t )i∈St are independent and for each i in St, T̃

k,vi
t has the

same law as T k+,τi
t .

As T k,vi
t = T̃ k,vi

t ∩ T∞,vi
t and T k,τi

t = T̃ k,τi
t ∩ T∞,τi

t , Lemma 4.17 with

T̃ k,vi
t imply Lemma 4.17 with T k,vi

t .

Lemma 4.17 implies the following theorem:

Theorem 4.18. Let B(y) be the law of the set of the labels of the edges

adjacent to the root of T k+,y
t . Let BP be the multitype branching process

with offspring law B(·). Then T k+,y
t has same law as BP starting with a

root of label y.

Proof. T k,y
t is either equal to T k

t or to X . With the notations of the proof of

Lemma 4.17, the event T k,y
t = X is F1-measurable, therefore, conditionally

on T k,y
t 6= X and the sequence (τ1, . . . , τl) of labels of the edges adjacent to

the root, the subtrees starting at the children of the root are independent
copies of T k+,τi

t .

Lemma 4.17 also implies that T k
t is a two-stages branching process:

Theorem 4.19. Conditionally on the set (τi)i∈St of labels of edges adjacent
to the root in T k

t , the subtrees starting at the root’s children are independent,
and copies of T k+,τi

t .

4.3.a Properties of the branching process

Let µt,y (resp. µ
+
t,y, νt) be the law of the set of labels of edges adjacent to the

root in T k,y
t (resp. T k+,y

t , T k
t ). This measure can be decomposed according
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to the degree of the root in these trees:

µt,y =

k−2∑

i=−1

µi
t,y;

µ+
t,y =

k−2∑

i=0

µi+
t,y;

νt =
k−1∑

i=0

νit .

in which µi
t,y (resp. µi+

t,y, ν
i
t) only puts mass on sets of cardinality i and µ−1

t,y

is equal to (1−m(t, y))δX .

Definition 4.16. For X be a finite subset of [0, t], let us define the random
rooted tree T∞,X

t as follows:

• let P be a Poisson point process of intensity 1 on [0, t];

• conditionally on P , let (T z)z∈P∪X be an i.i.d family of copies of T∞
t ;

• then, adding a root ∅ to the forest (T z)z∈P∪X , and, for each z ∈ P ∪X,
adding an edge with label z between ∅ and the root of T z, one obtains
T∞,X
t . T∞,X is rooted at ∅.

Let EX
t denote the event ”the only edges adjacent to the root in Φ(T∞,X

t ) are

the edges labelled by X”. If y /∈ X, let Ey,X
t denote the event ”Φy(T∞,X

t ) 6=
X and the only edges adjacent to the root in Φy(T∞,X

t ) are the edges labelled
by X”.

Informally, T∞,X
t is the conditional distribution of the tree T∞

t , given
that the root is incident to edges with labels inX. This informal explanation
will be justified rigorously with the help of Campbell formulas in the follow-
ing pages. If y /∈ X, a.s., Θy(T∞,X

t ) ∈ Ω+ and Φy(T∞,X
t ) is well-defined.

Definition 4.17. Let 0 ≤ j ≤ i ≤ k − 2 be two integers. Qj
i is the set

{(t, y, x1, . . . , xi) : 0 ≤ x1 ≤ . . . xj ≤ y ≤ xj+1 ≤ · · · ≤ xi ≤ t}, and Qi is the
simplex {(t, x1, . . . , xi) : 0 ≤ x1 ≤ · · · ≤ xi ≤ t}.

Lemma 4.20. For any integer i and j, (t, y, x1, . . . , xi) → P(E
y,{x1,...,xi}
t )

(resp. (t, x1, . . . , xi) → P(E
{x1,...,xi}
t )) is continuous on Q̊j

i (resp. Q̊i), and
both are larger than exp(−(i+ 1)t).

Lemma 4.21. (y, t) → m(t, y) is continuous on {0 ≤ y < t} and is larger
than e−t. For any integer i and y < t, µi

t,y, µi+
t,y and νit are absolutely
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continuous with respect to the Lebesgue measure on [0, t]i, with respective
densities:

∂µi
t,y

∂x
= fi(t, y, x) = P(E

y,{x1,...,xi}
t )

∂µi+
t,y

∂x
= gi(t, y, x) = P(E

y,{x1,...,xi}
t )/m(t, y).

∂νit
∂x

= hi(t, x) = P(E
{x1,...,xi}
t )

The functions fi, gi and hi are not defined on the null set where two
or more coordinates are equal. They are by definition symmetric in the
variables (xj)1≤j≤i. By Lemma 4.20, fi and gi are continuous on every set

Q̊j
i , and hi is continuous on Qi, and fi, gi and hi are larger than exp(−(i+

1)t).
The continuity in Lemma 4.20 will be proven by a coupling argument:

• Let P coupl be a Poisson point process of intensity 1 on (0,∞).

• Let (T z,coupl)z∈P coupl be a family of independent copies of the process
T∞
∞ .

• Let (T j,coupl)j≤i be i independent copies of T∞
∞ .

Let T∞,{x1,...,xi} be constructed in the following way:

• P is the restriction of P coupl to (0, t).

• For any z ∈ P , T z = T z,coupl
t .

• For any xj, T
xj = T j,coupl

t .

This construction allows to couple every T
∞,{x1,...,xi}
t by using the same

randomness. Let T be a positive real number, and let (t, y, x1 . . . , xl) and
(t̃, ỹ, x̃1 . . . , x̃l) be two elements of Q̊j

i such that T ≥ t and T ≥ t̃. Using the
notation [a, b] to describe the non-empty interval [min(a, b),max(a, b)], let
I = [t̃, t] ∪ [y, ỹ] ∪i [xi, x̃i]. Let l be a positive integer. Let X = {x1 . . . , xi}
and X̃ = {x̃1 . . . , x̃i}

Lemma 4.22. If the following properties hold,

1. P coupl ∩ I = ∅;

2. For every z ∈ P coupl∩[0, T ], no edge in the first l generation of T z,coupl
T

has a label in I.

3. For every j, no edge in the first l generation of T j,coupl
T has a label in I.
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4. For every z ∈ P coupl ∩ [0, T ], there is no propagation path of length l

starting from the root of T z,coupl
T .

5. For every j, there is no propagation path of length l starting from the
root of T j,coupl

T .

then EX,y
t holds if and only if EX̃,ỹ

t̃
holds, and EX

t holds if and only if EX̃
t̃

holds.

Proof. The knowledge of Bl(Θy(TX
t ), ∅) (resp. Bl(Θỹ(T X̃

t̃
), ∅)) is sufficient

to know which edges are adjacent to the root in Φ(Θy(TX
t )) (resp. Φ(Θỹ(T X̃

t̃
))),

by properties 4 and 5. By properties 1, 2 and 3, the unlabelled versions of
Bl(Θy(TX

t ), ∅) and Bl(Θỹ(T X̃
t̃
), ∅) are equal. For any graph G ∈ Ω+, the set

of removed edges in Φ(G) only depends on the unlabelled graph G and the
respective order of the edges’ labels, not on the actual labels. By hypoth-
esis, the elements of (t, y, x) and (t̃, ỹ, x̃) are in the same respective order.
Therefore, by properties 2 and 3, the respective order of the labels is the
same in Bl(Θy(TX

t ), ∅) and Bl(Θỹ(T X̃
t̃
), ∅), and therefore Ex,y

t holds if and

only if Ex̃,ỹ

t̃
holds.

The proof for EX
t is identical upon removing Θy.

Proof of Lemma 4.20. For a given T , the probability of the properties 4
and 5 tends to 1 when l tends to ∞. For a given T and l, the properties of
properties 1, 2 and 3 tends to 1 when (t̃, ỹ, x̃1, . . . x̃l) tends to (t, y, x1, . . . xl),
proving the continuity of P(Ey,X

t ) and P(EX
t ).

If P = ∅ and every subtree starting from a children is empty, the events
Ey,X

t and EX
t hold. |P | is a Poisson variable of parameter t, and T∞

t is empty

with probability exp(−t), therefore P(Ey,X
t ) = (resp. P(EX

t )) is larger than
exp(−(i + 1)t) for all set X of size i ≤ k − 2 and any y /∈ X (resp. for all
set X of size i ≤ k − 1).

Proof of Lemma 4.21. For any finite set X ⊂ [0, t] and y ∈ [0, t] \ X, we
consider the following construction:

• Let (T z
t )z∈X be an i.i.d. family of copies of T∞

t .

• Let T
∞,(X)
t is the tree obtained by taking a vertex ∅, every tree (T z

t )z∈X
and adding an edge, labelled by z, between ∅ and the root of T z

t .

T
∞,(X)
t is rooted at ∅.

• Let Zy
X ⊂ X (resp. ZX) be equal to the random set of labels of the

edges adjacent to the root of Φy(T
∞,(X)
t ) (resp. Φ(T

∞,(X)
t )), if defined.

Remark. The difference between T∞,X
t and T

∞,(X)
t is that the latter have

only edges labelled by elements of X adjacent to the root, whereas the
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former have edges labelled by X and additional edges, according to the
Poisson point process P .

By the branching property, conditionally on P , the set of edges adjacent to

the root of T∞
t , T∞

t has same distribution as T
∞,(P )
t , and therefore the set

of edges adjacent to Φy(T∞
t ) has same distribution as Zy

P .
Let λ be a bounded positive continuous function [0, t]i → [0,∞).

∫

[0,t]i
λ(x1, . . . , xi)µ

i
y,t(d(x1 . . . xi)) =

∫

[0,t]i
λ(x1, . . . , xi)f(t, y, x1 . . . , xl)dx1 . . . dxi.

Let A denote the left-hand side:

A = E





6=
∑

x1,...,xi∈P
λ(x1, . . . , xi)1Zy

P
={x1,...,xi}





= E



E





6=
∑

x1,...,xi∈P
λ(x1, . . . , xi)1Zy

P
={x1,...,xi}

∣
∣
∣
∣
P









= E





6=
∑

x1,...,xi∈P
λ(x1, . . . , xi)P(Z

y
P = {x1, . . . , xi})





= E





6=
∑

x1,...,xi∈P
γ(x1, . . . , xi, P )





in which γ(x1, . . . , xi, Y ) = λ(x1, . . . , xi)P(Z
y
Y = {x1, . . . , xi}) for every set

Y and real numbers x1, . . . , xi. By the reduced Campbell formula, [BB09,
formula (9.12)]:

E





6=
∑

x1,...,xi∈P
γ(x1, . . . , xi, P )



 =

∫

[0,t]i
E(γ(x1, . . . , xl, Px1,...,xi

))M (i)(dx1 . . . dxn).

in which, for a Poisson point process of intensity Λ equal to the Lebesgue
measure, M (i) = Λi, by [BB09, Proposition 9.1.3] and Px1,...,xi

has same law
as P ∪ {x1, . . . , xi} by [BB09, Corollary 9.2.5]. Therefore:

A =

∫

[0,t]i
E(γ(x1, . . . , xl, Px1,...,xi

))dx1 . . . dxi

=

∫

[0,t]i
λ(x1, . . . , xi)P

(

Zy
{x1,...,xi}∪P = {x1, . . . , xi}

)

dx1 . . . dxi

=

∫

[0,t]i
λ(x1, . . . , xi)P(E

y,X
t )dx1 . . . dxi

Therefore µi
y,t is absolutely continuous with respect to the Lebesgue measure

with density (x1, . . . , xi) → P(E
y,{x1...,xi}
t ). This density is a probability,
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and is therefore bounded by 1, and is continuous by Lemma 4.20. Therefore
(t, y) → m(t, y) =

∑k−2
i=0 µi

y,t(Qi) is continuous.

As the random tree T k+,y
t is equal to the tree T k,y

t conditioned on not
being equal to X , µi+

y,t is absolutely continuous with respect to the Lebesgue

measure with density (x1, . . . , xi) → P(Ey,X
t )/m(t, y).

The proof for νit is identical to the proof for µi
y,t upon replacing Φy by

Φ, Ey,X
t by EX

t and Zy
X by ZX .

4.3.b Link between µ.,t and νt

Lemma 4.23. For every integer i ≥ 1 and iuple (x1, . . . xi) ∈ (0, t)i,
hi(t, x1 . . . , xi) = m(t, x1)fi−1(t, x1, . . . , xl).

Let X = {x1, . . . , xi} and X̃ = {x2, . . . , xi}. By Lemma 4.21, the density
hi(t, x1 . . . , xi) is equal to P(EX

t ), i.e. the probability that the only edges
adjacent to the root in Φ(T∞,X

t ) are the edges labelled by elements of X.
Let v be the other endpoint of the edge labelled by x1, and T∞,x1

t the

subtree of T∞,X
t starting at v and rooted at v. L et T

∞,X,\x1

t be the tree

T∞,X
t \ T∞,x1

t . The figure 4.3.b illustrates these trees.

∅

v

x1 x2 x3

∅

v

x2 x3

Figure 2: Example of T∞,X
t , T∞,x1

t and T
∞,X,\x1

t , from left to right.

By definition of T∞,X
t , T∞,x1

t and T
∞,X,\x1

t are independent, and have

same distribution as respectively T∞
t and T∞,X̃

t .

EX
t implies that the edge labelled by x1 is present in Φ(T∞,X

t ), therefore,
by Lemma 4.13, EX

t is equivalent to:

• the edge labelled by x1 is present in Φ(Θx1(T∞,x1
t )), i.e. Φx1(T∞,x1

t ) 6=
X , and

• the edges adjacent to the root in Φ(Θx1(T∞,X,\x1)) are the edges la-
belled by x1, . . . , xi.

This two events are independent and of probabilitym(t, x1) and P(E
{x2,...,xi}
x2 ),

therefore P(EX
t ) = m(t, x1)P(E

x1,X̃
t ), proving Lemma 4.23.
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This formula allows to compute the density of any νit for i ≥ 1 from
the density of µi

t,y. As the probability that the root of T k
t is isolated is

1 −∑k−1
i=1 νi(Qi), it is sufficient to study the measure µ to know ν. This

computation also implies that m(t, x1)fi−1(t, x1, x2 . . . , xi) is symmetric in
the xi.

5 The equivalence between supercriticality of the

local limit and the existence of the giant com-

ponent

Let akt be the probability that the tree T k
t is infinite. The goal of this section

is to prove Theorem 1.4.

Theorem 1.4. For all t ≥ 0,
Cmax(Gk

n,t)
n converges in probability to akt .

For readability, Cmax

(
Gk

n,t

)
is abridged in Cmax.

Remark. Theorem 1.4 is meaningful both in the subcritical case and in the
supercritical case.

If T k
t is critical or subcritical, akt = 0, and therefore the largest compo-

nent’s size is op(n).
If T k

t is supercritical, akt > 0, so there is a giant component of size
equivalent to akt n.

This result is analogous to the result on the size of the largest component
in the Erdős-Rényi graph, where at is the probability of survival of a Galton-
Watson whose offspring is Poisson distributed with parameter t.

The local limit results imply that akt is close to the expected proportion
of vertices in large components. To prove Theorem 1.4, one needs to prove
that akt is a.s. close to the actual proportion of vertices in large components
(not only in expectation), and that almost every vertices in large components
are in the same component.

5.1 The subcritical or critical case

For any integer i, let N i be the number of vertices of Gk
n,t in components of

size at least i.

Lemma 5.1. For all ǫ > 0, P(N
√
n

n ≥ akt + ǫ) −−−→
n→∞

0.

Lemma 5.1 allows to bound Cmax from above:

Corollary 5.2. For all ǫ > 0, P(Cmax
n ≥ akt + ǫ) −−−→

n→∞
0.

For all i, if Cmax ≥ i, then N i ≥ Cmax. Therefore for all integer i,
Cmax ≤ max(N i, i) ≤ i+N i. Using i =

√
n gives Corollary 5.2.
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Corollary 5.2 is sufficient to prove Theorem 1.4 in the subcritical or
critical case, as in that case akt = 0 and Cmax

n is a positive random variable.

Proof of Lemma 5.1. Let v1 and v2 be two independent uniform random
vertices of Gk

n,t, and i a non-negative integer. Let C(v1) (resp. C(v2))

denote the component of v1 (resp. v2) in Gk
n,t:

P(|C(v1)| ≥ i|Gk
n,t) =

N i

n

P(|C(v1)| ≥ i) = E

(
N i

n

)

P(|C(v1)| ≥ i and |C(v2)| ≥ i|Gk
n,t) =

(
N i

n

)2

P(|C(v1)| ≥ i and |C(v2)| ≥ i) = E

(
N i

n

)2

.

Being in a component of size at least i is a local event, therefore by the
birooted local convergence proven in Lemma 4.1:

P(|C(v1)| ≥ i) −−−→
n→∞

P(|T k
t | ≥ i)

P(|C(v1)| ≥ i and |C(v2)| ≥ i) −−−→
n→∞

P(|T k
t | ≥ i)2.

Therefore, for all i,

E

(
N i

n

)

−−−→
n→∞

P(|T k
t | ≥ i)

Var

(
N i

n

)

−−−→
n→∞

0

and therefore
N i

n

p−−−→
n→∞

P(|T k
t | ≥ i).

N i is non-increasing in i, and P(|T k
t | ≥ i) −−−→

i→∞
akt , therefore for all ǫ > 0,

P

(
N

√
n

n ≥ akt + ǫ
)

−−−→
n→∞

0.

5.2 The supercritical case

If akt > 0, a lower bound is needed. The following lemma gives such a lower
bound.

Lemma 5.3. Let v1 and v2 be two independent uniform vertices of Gk
n.

Then lim infn P(v1 and v2 are in the same component) ≥ (akt )
2.
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Let us first see why Lemma 5.3 implies Theorem 1.4. Let (Ci)i≥1 be the
sequence of the sizes of the component in Gk

n,t (in any order). Conditionally

onGk
n,t, the probability that v1 and v2 are in the same component is 1

n2

∑
C2
i .

Let ǫ > 0. Lemmata 5.1 and 5.3 imply that for n large enough:

(akt )
2 − ǫ ≤ 1

n2
E(
∑

i

C2
i )

=
1

n2
E




∑

i:Ci≥
√
n

C2
i +

∑

i:Ci<
√
n

C2
i





≤ 1

n2
E




∑

i:Ci≥
√
n

C2
i +

√
n
∑

i:Ci<
√
n

Ci





≤ 1

n2
E




∑

i:Ci≥
√
n

C2
i +

√
n · n





≤ E








Cmax

n

∑

i:Ci≥
√
n

Ci

n








+ n− 1
2

= E

(

Cmax

n

N
√
n

n

)

+ n− 1
2

(akt )
2 − ǫ ≤ E

(
Cmax

n

)

(akt + ǫ) + ǫ (7)

The last inequality holding for n large enough because Cmax
n ≤ 1 a.s., N

√
n

n ≤
1 a.s. and P(N

√
n

n ≤ akt + ǫ) → 1.

By taking ǫ → 0, (7) implies that lim inf E(Cmax
n ) ≥ akt . As Cmax

n is
smaller than 1 a.s. and smaller than akt +ǫ with high probability by Corollary

5.2, this implies that Cmax
n

p−→ akt = P(|T k
t | = ∞).

The proof of Lemma 5.3 will follow these steps:

1. With probability close to (akt )
2, v1 and v2 are in components of Gk

n,t′ of
size larger than a threshold (that depends on the number of vertices)
at time t′ = t− ǫ;

2. In that case, with probability close to one, a path between w1 and w2

will exist at time t in Gk
t .

In order to do the first step, and use the local limit, we need to construct a
graph that approximates T k

t′ and Gk
n,t′ simultaneously.
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5.2.a A few standard results on multitype branching processes

This part will summarize the results on multitype branching processes that
will be used, using the results and notations of [Har63]. Let T be a multitype
branching process, with type set X = [0, τ ] for some positive τ . For every
integer i, let Zi be the random set equal to the labels of the elements of ith
generation of T . Let Px (resp. Ex) denote the probability (resp. expectation)
when the root of T has type x. For all A ⊂ X, let M(x,A) = Ex(|A ∪ Z1|).
We will assume that the branching processes considered always satisfy the
following two conditions:

(C1) For all x ∈ X, |Z1| ≤ k Px-a.s.

(C2) There exists two positive real numbers a and b such that for all x ∈ X,
M(x, ·) is absolutely continuous with respect to the Lebesgue mea-
sure, and its density m(x, y) is a uniformly positive bounded function,
0 < a ≤ m(x, y) ≤ b < ∞.

Conditions (C1) and (C2) will be direct consequences of Lemmata 4.20
and 4.21 for all branching processes we will consider. (C1) and (C2) implies
that T satisfies technical conditions 10.1 and 13.1 with the notations of
[Har63].

By [Har63, Theorem 10.1], the operator M has a real positive eigen-
value ρ, larger than any other eigenvalue. This eigenvalue ρ will be called
the spectral radius associated to T . Let q(x) = Px(|T | < ∞) denote the
extinction probability function of T . By [Har63, Theorem 12.1, Theorem
14.1 and following remarks]:

Lemma 5.4.

1. If ρ ≤ 1, then for all x ∈ X, q(x) = 1

2. If ρ > 1:

• For all x ∈ X, q(x) < 1.

• For all x ∈ X, conditionally on |T | = ∞, |Zi|
ρi

converges Px-a.s.
toward a random non-zero variable W when i tends to ∞.

For all non-negative function s, let ϕx(s) be defined by:

ϕx(s) = Ex




∏

y∈Z1

s(y)



 .

Remark. With the notation of [Har63], this is actually Φ(− ln s), but this
version is more suited for our use.

By [Har63, Theorem 15.1]:
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Lemma 5.5. If ρ > 1,

• q is the only uniformly positive and uniformly less than 1 function
satisfying q(x) = ϕx(q) for all x ∈ X.

• If q0 is a positive and uniformly less than 1 function, and if we define
the sequence of functions (qi)i≥1 by qi+1(x) = ϕx(q

i), then qi converges
everywhere toward q.

Corollary 5.6.

• If q0 is a positive and uniformly less than 1 function such that for all
x, q0(x) ≥ ϕx(q

0), then for all x ∈ X, q(x) ≤ q0(x).

• If q0 is a positive and uniformly less than 1 function such that for all
x, q0(x) ≤ ϕx(q

0), then for all x ∈ X, q(x) ≥ q0(x).

Proof. We define (qi)i≥0 as in Lemma 5.5. Then by Lemma 5.5, for all x,
qi(x) converges toward q(x). For the first part of Corollary 5.6, q1(x) ≤
q0(x). As ϕx(s) is an increasing function of the positive function s, the
sequence (qi)i≥0 is a non-increasing sequence and is therefore larger than its
limit. Similarly, in the second part, the sequence qi is non-decreasing, and
therefore smaller than its limit.

Let T ′ be a two stages-branching process, with a different law for the
root, and same law as T for the remaining of the tree. Let Z ′

i be the random
set of labels of the ith generation of T ′. Recall that q and ρ denote the
extinction probability function and the spectral radius of T .

Lemma 5.7.

• P(|T ′| < ∞) = E




∏

y∈Z′
1

q(y)



 .

• If ρ > 1, conditionally on |T ′| = ∞,
[Z′

i|
ρi

converges toward a random
non-zero variable W .

For such a two-stages branching process T ′, ρ will be called the spectral
radius associated to T ′.

Proof. Conditionally on the first generation Z1, the subtrees starting at ele-
ments of Z1 are independent, so the probability of extinction is

∏

y∈Z′
1
q(y).

The first part of Lemma 5.7 is obtained by taking the expectation. The
second part is obtained by using Lemma 5.4 on the surviving subtrees.

For all t, let ρt be the spectral radius associated to T k+,·
t or T k

t .

Lemma 5.8. The spectral radius ρt is a upper semi-continuous function
of t.

Lemma 5.8 will be proven in part 5.6.
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5.3 Approximating Gk
n,t by an idealised graph

Let t be such that akt > 0, i.e. ρt > 1. Let 1
2 > ǫ1 > 0 and t′ = t − ǫ1.

Let ǫ2 > 0. Let Kn = (1−ǫ2) lnn
ln(ρt′ )

. Using Lemma 5.8, we can choose ǫ1 small

enough so ρt′ > 1.
The graph Gmod will be constructed dynamically while exploring G∞

n,t′ .

Gmod will denote the growing graph process and Gmod
end the graph Gmod at

the end of its construction. At any point, Gmod will satisfy the following
properties:

• Gmod is either empty, one planar tree with labelled edges or two planar
trees with labelled edges, such that no two edges have the same label.

• In each planar tree, the children of a given vertex are ordered, for
the planar tree order, in increasing order of the labels of the outgoing
edges.

The graph Gmod
end will have the same law as two independent copies of T∞

t′ .
Informally, Gmod

end will be built in such a way that the components of the roots
in Φ(Gmod

end ) are close to the components of v1 and v2 in Gk
n,t′ = Φ(G∞

n,t′). In
order to achieve this, we define an exploration process, that will only look
at the parts of the graph G∞

n,t′ that are useful to construct the component

of v1 and v2 in Gk
n,t′ . At the beginning of its exploration, G∞

n,t′ (seen from
v1 and v2) looks like two independent copies of T∞

t′ . But, as the exploration
continues, these two graphs differ: G∞

n,t′ can have cycles or multiple edges,
and the numbers of neighbors of the vertices decreases (in law), as a grow-
ing fraction of G∞

n,t′ is known. The following construction explains how to

couple G∞
n,t′ with its idealized branching version Gmod

end in such a way that

the differences between Φ(Gmod
end ) and Gk

n,t′ are small.

Let V G denote the set of vertices of G∞
n,t. In order to construct Gmod, the

process will use G∞
n,t′ and some extra randomness. Initially, Gmod is empty,

and will be created dynamically along with the exploration of G∞
n,t′ . The

process will add vertices to Gmod, from V G and extra vertices. The extra
vertices will be called dummy vertices.

As Gmod
end is two planar trees, we can define the following notions:

Definition 5.1. At any point, Gmod is a rooted planar tree or two rooted
planar trees. For any vertex w of Gmod and integer i, the i-children of w are
defined as the vertices at distance i of w in the subtree starting at w.

The set of vertices of Gmod
end is ordered with the breadth-first order, de-

noted by <. For any two vertices w and w′ of Gmod
end , w < w′ if either:

• w is in the first component of Gmod
end and w′ is in the second component.

• w and w′ are in same component, and the distance between w and the
root is strictly smaller than the distance between w′ and the root.
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• w and w′ are in the same component, in the same generation, and the
father of w is strictly smaller than the father of w′ for the breadth-first
order.

• w and w′ are two children of the same vertex w′′, and the label of the
edge between w and w′′ is smaller than the label of the edge between
w′ and w′′.

The construction of Gmod
end will use the following increasing sets:

• AG ⊂ V G will denote the set of vertices of G∞
n,t′ that have already been

discovered.

• BG ⊂ AG will denote the set of the vertices whose neighbors are
known. These vertices will be called used.

• AC ⊂ AG will denote the set of corrupted vertices. They indicate
where Gmod and G∞

n,t′ are different.

• BC ⊂ AC will denote the set of corrupted vertices whose children in
Gmod

end have already been constructed.

• ADum will denote the set of dummy vertices. At any point, ADum ∩
V G = ∅.

• BDum ⊂ ADum will denote the subset of dummy vertices whose chil-
dren in Gmod

end have already been constructed.

• A = AG ∪ ADum is the set of the vertices of Gmod. The sets AG and
ADum are disjoint.

• B = BG∪BC ∪BDum is the set of the vertices of Gmod whose children
in Gmod have already been constructed. The sets BG∪BC and BDum

are disjoint, but BG and BC might not be disjoint.

During the process, all these sets will only increase.
Gmod− is the isomorphism class of the graph Gmod, with respect to the

isomorphism of graphs with labelled edges and unlabelled vertices. This
allows for example to consider Gmod− without knowing if a given vertex is a
dummy vertex. As the labels of the edges of Gmod are all different, the only
automorphism of Gmod, seen as a graph with labelled edges and unlabelled
vertices, is the identity, and therefore a unique way to map Gmod− back
to Gmod, allowing us to consider the vertex of Gmod associated to a given
vertex of Gmod−.

Let F denote the increasing σ-algebra, generated by AG, BG, AC , BC ,
ADum, BDum, the set of labelled edges with at least one endpoint in B in
the graph G∞

n,t′ and the set of labelled edges with at least one endpoint in B
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in Gmod
end . F represents the current knowledge obtained with the exploration

of G∞
n,t′ and the construction of Gmod.

The following tools will be used in the construction of Gmod.

5.3.a Split a vertex/edge:

There is no multiple edge in T∞
t′ , whereas there can be multiple edges in

G∞
n,t′ . To solve this issue, any multiple edge will be substituted upon dis-

covery by the appropriate number of simple edges. If a multiple edge e of
multiplicity l is discovered between w and w′ while looking at the neighbors
of w, add w′ to Gmod and only one edge between w and w′, labelled by the
smallest label of e. For any label y among the l− 1 other labels, considered
in increasing order, add a dummy vertex wy to Gmod and ADum, and add
an edge between w and wy labelled by y in Gmod. An example can be found
in figure 3. This operations allows to avoid adding multiple edges to Gmod

without altering the degree of w (it does alter the degree of w′).

w

w′

w

w′ a b

0.2 0.4 0.53 0.2
0.4 0.53

Figure 3: The triple edge between w and w′ in G∞
n,t′ is split in Gmod by

adding two dummy vertices a and b.

5.3.b Probing a vertex w:

This operation will be done for a vertex w ∈ AG \ B. The goal is to ap-
proximate the set of labelled edges adjacent to w in G∞

n,t′ by a Poisson point
process of intensity 1 on [0, t′].

• Let µdummy
w be an independent Poisson point process of intensity |AG|

n
on [0, t′]. For each point s of µw, in increasing order, add a dummy
vertex w′ and an edge labelled by s between w and w′ to Gmod. Add
w′ to ADum. If there is at least one such edge, add w to AC and BC .

• For every vertex w′ ∈ V G \ AG, look at the edge between w′ and w:

– If there is a single edge between w and w′, add this edge and w′

to Gmod. Add w′ to AG.
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– If there is a multiple edge between w and w′, split it. Add w′ to
AG and AC . Add w to AC and BC .

– If there is no edge between w and w′, do not do anything.

• For every vertex w′ in AG \BG, do not add the edges between w and
w′ to Gmod. If there is at least one such edge, add w to AC and BC

and add w′ to AC .

• Add w to BG.

5.3.c Fake-probing a vertex w:

1. If w is a vertex of ADum \ BDum, fake-probing w is the following
operations:

• Add w to BDum.

• Let Yw be an independent Poisson point process of intensity 1 on
[0, t′]. For each point y of Yw, add a dummy vertex wy to Gmod

and ADum, and add an edge labelled by y between w and wy to
Gmod.

2. If w is a vertex of AG \B, fake-probing w is the following operations:

• Add w to AC and BC .

• Let Yw be an independent Poisson point process of intensity 1 on
[0, t′]. For each point y of Yw, add a dummy vertex wy to Gmod

and ADum, and add an edge labelled by y between w and wy to
Gmod.

For any vertex w, and any set, σ-algebra or graph X, let Xw denote the
value of X before the probing or the fake-probing of w. Similarly, let Xw+

denote the value of X after the probing or fake-probing of w.
The following lemma summarizes the properties that will hold through

the construction of Gmod
end :

Lemma 5.9.

1. For every vertex w′ ∈ Gmod
w , w′ 6= w, the set of edges adjacent to w′ in

Gmod is not modified during the probing or fake-probing of w.

If the following properties hold before the probing or the fake-probing of a
vertex w in Aw \ Bw, then the following properties will also hold after the
probing or fake-probing of w.

2. The vertex set of Gmod is A.
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3. For every vertex w′ ∈ BG \BC , the set of edges adjacent to w′ is the
same in Gmod and G∞

n,t′ .

4. For every vertex w′ ∈ A \B, w′ has no child in Gmod.

5. If w′ ∈ AG \ AC , the set of edges between w′ and elements of BG is
the same in Gmod and in G∞

n,t′ .

6. If w′ ∈ V G \A then there is no edge between w′ and any vertex of BG

in G∞
n,t′ .

We assume that the choice of w and of whether to do a probing or a fake-
probing are F -measurable. If the following property holds before the probing
or fake-probing of w, then it holds after:

7. Let EB ⊂ E be the set of edges with at least one endpoint in BG. For
any e ∈ EB, the set of labels of e in G∞

n,t′ is F -measurable. Condi-

tionally on F , the set of labels of edges in E \ EB is an i.i.d. family
of Poisson point processes of intensity 1

n on [0, t′].

If the properties 2-7 hold before the probing of w and if one of these two
properties holds before the probing of a vertex, they still holds after:

8a. Gmod is a tree rooted at ṽ1.

8b. Gmod is two trees rooted at ṽ1 and ṽ2.

If the properties 2-7 hold before the probing of w, then

9. conditionally on Fw, the law of set of all labels of edges between w
and the children of w in Gmod, including dummy vertices, is a Poisson
point process of intensity 1 on [0, t′].

Proof. The properties 1-6 and 8a/8b are direct consequences of the descrip-
tion of the probing and fake-probing of a vertex.

If w ∈ AG \ BG is probed, the only vertex added to BG during the
probing of w is w, and the edges of G∞

n,t′ looked at are the edges adjacent

to w. If w is fake-probed, no vertex is added to BG and no edge is looked at
during the fake-probing of w. Therefore property 7 holds after the probing
if it holds before the probing.

If w ∈ A is probed, by property 7, conditionally on Fw, the set of labels
of edges between w and elements of V G \ |AG| is a Poisson point process of

intensity n−|AG|
n . Adding an independent Poisson point process of intensity

|AG|
n gives the wanted distribution for the property 9. If w is fake-probed,

property 9 is a direct consequence of the definition of the fake-probing.

Each time several vertices are probed (or fake-probed) at the same time
by the algorithm, they are probed in breadth-first order.
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5.3.d The initialisation of a component:

This tool is used at the beginning of the construction of each of the two
components of Gmod

end . Let j ∈ {1, 2}. The aim of this part is to construct
the ball of radius bn centered at ṽj in Gmod.

The description assume that, before the initialisation, the properties 2-7
of Lemma 5.9 hold and that either Gmod is empty (if j = 1) or 8a holds (if
j = 2).

For every i, j, Sj,i is the sphere of radius i centered at ṽj in Gmod
end .

Let B1,i = ∪i′≤iS1,i and B2,i = ∪i′≤iS2,i ∪ Gmod
end,1. For any w ∈ Gmod,

generation(w) is the ordered pair (j, i) such that w ∈ Sj,i.

Definition 5.2 (Initialisation failed). If one of the following events happen,
the initialisation is said to have failed:

• A previous initialisation has failed.

• Before the initialisation, vj was already in AG.

• At any point of the construction of a Sj,i, a vertex is added to AC .

If vj ∈ AG or if a previous initialisation has failed, then add to Gmod and
ADum a dummy vertex ṽj , as the root of the second component. Otherwise
add vj to AG and to Gmod and let ṽj = vj .

Let 0 ≤ i < bn. We assume that Sj,i has already been built. If the
initialisation has not yet failed, probe every vertex w of Sj,i. If the initiali-
sation has failed, fake-probe every vertex w of Sj,i. In both cases, Sj,i+1 is
the set of children of elements of Sj,i in Gmod, i.e. the sphere of radius i+1
in Gmod centered at ṽj.

Starting with Sj,0 = {ṽj}, the sets Sj,i are built until Sj,bn has been built.
For any set, σ-algebra of graph X, let Xj,i denote the value of X after the
construction of Sj,i.

Lemma 5.10.

• After the construction of Sj,i, if the initialisation has not yet failed,
Sj,i ⊂ AG \ (BG ∪AC).

• After the construction of Sj,i, for every i′ < i, Sj,i′ ⊂ B.

These properties are direct consequences of the algorithm: if at any point
a vertex is added to AC , the initialisation is said to have failed. The first
property allows us to probe the elements of Sj,i when the initialisation has
not yet failed.
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5.3.e Subsequent construction of the component of vj in Gmod:

If the initialisation has not failed, the balls of radius bn centered at vj are
the same in Gmod and in G∞

n,t′ , by property 3 of Lemma 5.9. Therefore, if

GE1 = 1, it is possible to determine the neighbors of vj in Gk
n,t′ (by Lemma

4.12). Let Dj,0 = {vj}, Ej,0 = {vj} and Dj,1 be the set of neighbors of vj in
Gk

n,t′ . If the initialisation has failed or if it is not possible to determine the

neighbors of vj in Gk
n,t′ , let Dj,1 = Dj,0 = Ej,0 = ∅.

After the initialisation, the component of ṽj in Gmod is a planar tree
rooted at ṽj of depth at most bn, the vertices of the bn − 1 first generations
belonging to B and the vertices of the bnth generation belonging to A \B.

5.3.f One iteration of the main part of the algorithm:

We now describe the iteration i, constructing the sets Ej,i, Dj,i+1. For all
j, i, Ej,i ⊂ Dj,i ⊂ Sj,i. For any element w of Dj,i, if we are able to determine
the children of w in the forbidden degree version of Gmod, w is added to
Ej,i and its children are added to Dj,i+1. More precisely, assuming Dj,i and
Bj,bn+i−1 are known, the iteration i is the following operations:

• Initially, Ej,i and Dj,i+1 are empty.

• For each w ∈ Sj,i+bn−1, in the breadth-first order, if w is a bn − 1-
children of an element of Dj,i, probe w. Otherwise, fake-probe w.

• Consider every w in Dj,i such that no (bn− 1)-child or bn-child of w is
in AC . If the knowledge of Gmod is sufficient to determine the set N
of neighbors of w in Gk

n,t′ add w to Ej,i, and add every element of

N \ p(w) to Dj,i+1 where p(w) is the parent of w in Gmod.

Remark. If GE2 = 1, the knowledge of the ball of radius bn centered at w in
G∞

n,t′ is sufficient to know the set N . Lemma 5.11 will prove that the balls

of radius bn centered at w in Gmod
end and G∞

n,t′ are identical and therefore

that the knowledge of Gmod is sufficient to know the set N if GE2 = 1.
Lemma 5.11 will also prove that for every bn1-children of elements of Dj,i is
in AG

j,i+bn
, and therefore can be probed.

An iteration is the execution of the algorithm above, for a given value
of i. For any set, σ-algebra or graph X, let Xj,i+bn denote the value of X
after the ith iteration in the construction of the component of ṽj , i.e. the
construction of Ej,i and Dj,i+1.

5.3.g Finalisation of a component:

After Kn iterations of this algorithm are done, and Bj,Kn+bn is constructed,
graft to every vertex of Sj,bn+Kn

an independent copy of T∞
t′ . Add every
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added vertex to ADum and BDum. Add every vertex of Sj,bn+Kn
to AC and

BC .
The value of the sets and σ-algebra X after the finalisation of the jth

component will be denoted by Xj,∞. If the properties 2-7 and either 8a or 8b
hold before the finalisation of a component, they hold after the finalisation of
a component, as no edge of Gk

n,t′ is looked at, and the copies are independent.

5.3.h Construction of Gmod

end
:

The construction of Gmod
end is done by starting with AG = BG = AC = BC =

ADum = BDum = ∅ and doing the following operations:

1. First initialisation, for the component of ṽ1.

2. Do the iteration i of the algorithm for i from 1 to Kn, to construct
B1,bn+i and the sets E1,i and D1,i+1 for every i ≤ Kn.

3. Finalise the construction of the first component.

4. Second initialisation, for the component of ṽ2.

5. Do the iteration i of the algorithm for i from 1 to Kn, to construct
B2,i+bn and the sets E2,i and D2,i+1 for every i ≤ Kn.

6. Finalise the construction of the second component.

For any graph, σ-algebra of set X, Xend denotes the value of X after the
complete algorithm.

5.3.i First properties of Gmod

Lemma 5.11. For any i < bn, j ∈ {1, 2}, after the construction of Sj,i in
the initialisation:

1. the properties 2-7 of Lemma 5.9 hold;

2. if j = 1, 8a holds; if j = 2, 8b holds.

For every i ≤ Kn and j ∈ {1, 2}, after the iteration i constructing Ej,i

and Dj,i+1:

3. for every vertex w of Ej,i, the ball of radius bn centered at w is the
same in Gmod and G∞

n,t′ ;

4. every vertex of Dj,i+1 is a child of a vertex of Ej,i in Gmod;

5. the set of vertices of Gmod

j,i+bn
is Bj,i+bn;

6. Aj,i+bn = Bj,i+bn;
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7. Bj,i+bn = Bj,i+bn−1;

8. the properties 2-7 of Lemma 5.9 hold;

9. if j = 1, 8a holds; if j = 2, 8b holds.

After the construction of Gmod

end
:

10. Gmod−
end

has same law as two independent copies of T∞
t′ . Moreover the

second component of Gmod−
end

is independent of F1,∞.

Proof. The properties 1, 2, 8 and 9 are consequences of Lemma 5.9 and the
fact that the properties 2-7 of Lemma 5.9 are preserved by the initialisation
or the finalisation of a component. The properties 4, 5, 6 and 7 are conse-
quences of the description of the algorithm, as every vertex of Sj,i+bn−2 is
either probed or fake-probed for the construction of Dj,i.

The property 3 is proven by induction. As noted in the subsection 5.3.e,
property 3 holds for i = 0 and j ∈ {1, 2}. Let us assume that the property 3
holds for i ≥ 0 and j ∈ {1, 2}. Let w be a vertex of Ej,i+1 ⊂ Dj,i+1. By
property 4, w is a children of a vertex w′ of Ej,i. As the ball of radius bn
centered at w′ is the same in Gmod and G∞

n,t′ , the only possible difference
between the balls of radius bn centered at w is the neighbors of the bn − 1-
children of w. On one hand, if none of the bn− 1-children or the bn-children
of w are added to AC , then every ball of radius 1 centered at such children
is the same in Gmod and in G∞

n,t′ and therefore the ball of radius bn centered

in w is the same in Gmod and G∞
n,t′ . One the other hand, if one such vertex

is added to AC , w is not added to Ej,i.
To prove property 10, it is sufficient to show that for any i and j, con-

ditionally on Bj,i, the law of the set of labels of the edges outgoing of the
vertices of Sj,i is an i.i.d. family of Poisson point processes of intensity 1 on
[0, t′]. If i < bn, conditionally on Fj,i, if the initialisation have failed at an
earlier stage, every fake-probing gives the correct law. If the initialisation
has not yet failed, the algorithm is going to probe each vertex of Sj,i. By
Lemma 5.9, the conditional law of the set of exiting edges is also a Poisson
point process of intensity 1 on [0, t′] (some of them might point to dummy
vertices). As Bj,i is measurable with respect to Fj,i, the conditional law is
the same conditioned on Bj,i.

For all i ∈ {bn, . . . ,Kn+ bn−1}, Bj,i is measurable with respect to Fj,i.
Each vertex of the ball of radius i is either probed or fake-probed. Therefore,
by property 7 of Lemma 5.9, conditionally on Fj,i, or on Bj,i, the set of
labels of edges between each vertex of the ball of radius i and their children
is an i.i.d. family of Poisson point processes of intensity 1 on [0, t′].

If i ≥ Kn + bn, the law of the subsequent generations comes from the
grafting of independent copies of T∞

t′ , and gives the correct conditional law
by the branching properties of T∞

t′ .
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Gmod
end has the law of two independent copies of T∞

t′ . ThereforeG
mod
end ∈ Ω+

a.s. Let Gmodk
end denote the components of ṽ1 and ṽ2 in Φ(Gmod

end ), the for-
bidden degree version of Gmod. For any i ≤ Kn, j ∈ {1, 2}, let D

−
j,i be the

union of the sets Dj′,i′ where (j′, i′) is strictly smaller than (j, i) for the
lexicographic order. The set D

−
j,i is the union of the sets Dj′,i′ constructed

before Dj,i. Let D
+
j,i = D

−
j,i ∪Dj,i. The following lemma gives a few useful

observations about the sets Dj,i and Ej,i and the graph Gmod produced by
the algorithm and allows to link them with the component of v1 and v2 in
Gk

n,t′ :

Lemma 5.12.

1. Every pair of vertices of D
+
2,Kn

that are neighbors in Gmod

end
are also

neighbors in Gk
n,t′ and in Gmodk

end
, and the edge between them has the

same label in Gk
n,t′ and Gmodk

end
.

2. Every vertex of Dj,i belongs to the component of vj in Gk
n,t′ and in

Gmodk

end
.

3. For i ≤ Kn and j ∈ {1, 2}, every neighbor of vertices of Ej,i in Gk
n,t′

(resp. in Gmodk

end
) belong to either Dj,i+1 or Ej,i−1.

The first and third observations come from the definition of Dj,i. The
second observation is consequence of the first observation of Lemma 5.12
and the property 4 of Lemma 5.11.

The first two observations guarantee that the subgraph of Gmod
end re-

stricted to vertices of D
+
2,Kn

can be seen as a subgraph of Gk
n,t′ . The last

property guarantees that the degree of vertices of Ej,i is the same in this
subgraph and in Gk

n,t′ .

5.4 Finding a path in Gk
n,t

Definition 5.3. For every i < Kn and j ∈ {1, 2}, Ẽj,i is the set of vertices w
of Ej,i such that no edge is added to w between t′ and t in G∞

n,·. Let

Ẽj,Kn = Ej,Kn .

The sets Êj,i are defined by induction:

• For j ∈ {1, 2}, Êj,0 = Ẽj,0.

• For j ∈ {1, 2}, i ∈ {1, . . . ,Kn}, Êj,0 = {u ∈ Ẽj,i : p(u) ∈ Êj,i−1},
where p(u) denotes the parent of u in Gmodk

end .

The set Êj,i is the subset of vertices u of Ẽj,i such that no edge is added
between t′ and t to any vertex in the path from ṽj to u (including u if
i < Kn, excluding u if i = Kn). By Lemma 5.12, any neighbor in Gmodk

end

of a vertex v of Ej,i is either in Dj,i+1 or in Dj,i−1. Therefore the following
lemma holds:
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Lemma 5.13. Starting from Gmodk

end
, remove every elements of ∪Dj,i \ Ẽj,i.

Let ˆGmodk

end
be the union of the components of v1 and v2 in the resulting graph.

Then the set of vertices in the balls of radius Kn centered at v1 and v2 in
ˆGmodk

end
is ∪Êj,i.

Lemma 5.14.

1. For j ∈ {1, 2}, every vertex of the ball of radius Kn − 1 in ˆGmodk

end
is in

the component of vj in the graph Gk
n,u for any u ∈ [t′, t].

2. For j ∈ {1, 2}, if w of Êj,Kn is such that

• the degree of w in Gmodk

end
is smaller than k − 2, and

• at most one edge is added to w in G∞
n, between t′ and t

then w is in the component of vj in Gk
n,u for any u ∈ [t′, t].

By Lemma 5.12, all the elements of ∪iẼj,i and the edges between them

in Gmodk
end are present in Gk

n,t′ . Therefore
ˆGmodk
end is a subgraph of Gk

n,t′ . As by

definition of Ẽj,i no edge is added to any vertex in the balls of radius Kn−1
between t′ and t, no vertex of the balls of radius Kn reaches the forbidden
degree between t′ and t and therefore the ball of radius Kn−1 is a subgraph
of Gk

n,u for any u ∈ [t′, t].

If w is a non-saturated vertex of ˆGmodk
end such that at most one edge is

added to w in G∞
n,· between t′ and t, the edge between w and its parent in

Gmodk
end is present in Gk

n,u for any u ∈ [t′, t].

Theorem 5.15. For any η > 0, for ǫ1 and ǫ2 small enough and n large
enough, with probability at least (akt )

2 − η, there exists a vertex w1 in Ê1,Kn

and a vertex w2 in Ê2,Kn such that:

• The vertices w1 and w2 are non-saturated in Gk
n,t′ .

• There is an edge added between time t′ and time t between w1 and w2

in G∞
n,..

• No other edge is added between time t′ and time t to either w1 or w2

in G∞
n,..

Theorem 5.15 implies Lemma 5.3, as by Lemma 5.14, w1 and w2 are
respectively in the component of v1 and v2 in Gk

n,t and the edge between v1
and v2 is present in Gk

n,t.
To prove this result, the following facts will be proven:

1. For ǫ2 small enough, with probability larger than (akt )
2 − η, for all j,

there are at least n
2
3 non saturated vertices in |Êj,Kn |.
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2. The probability that the previous condition happens without the exis-
tence of w1 and w2 satisfying the conditions of Theorem 5.15 converges
to 0.

It will be done by finding a subgraph of ˆGmodk
end that is a branching process

with offspring law close to the law of T k
t′ . Therefore, the probability of

survival of each component is close to akt′ , and conditionally on survival, the
components will be large enough.

Lemma 5.16. Let zn = n1− ǫ2
2 . With high probability, at any point of the

algorithm |AG| ≤ zn.

Every element of AG belongs to a ball of radius bn centered at an element
of ∪j,iDj,i in G∞

n,t′ . Moreover, by Lemma 4.12, if GE1 = 1, there exists

xn = no(1) such that every ball of radius bn in G∞
n,t′ contains less than xn

vertices. Therefore,

GE1|AG
end| ≤ xn

∑

1≤j≤2,0≤i≤Kn

|Dj,i|.

As every element of Dj,i belongs to the ball of radius i centered at ṽj in
Gmodk

end , and Gmodk
end has the same law as T k

t′ :

E(
∑

1≤j≤2,0≤i≤Kn

|Dj,i|) ≤ 2E(|BKn(T
k
t′ , ∅)|)

where BKn(T
k
t′ , ∅) is the ball of radius Kn centered at the root ∅. As T k

t′ is
a (two-stages) supercritical branching process, by Lemma 5.7:

|Bi(T
k
t′ , ∅)|

ρit′
−−−→
i→∞

W.

with W a random variable with a finite expectation. As Kn = (1−ǫ2) lnn
ln(ρt′)

,

this limit implies that

∑

1≤j≤2,0≤i≤Kn

E|Dj,i| ≤ n1−ǫ2+o(1)

E(GE1|AG
end|) ≤ xnn

1−ǫ2+o(1)

= n1−ǫ2+o(1)

Therefore, with high probability, |AG
end| ≤ zn. Let GE2 be the random

variable equal to 1 if this inequality holds and GE1 = 1. Otherwise, let
GE2 = 0. As AG is an increasing subset, |AG| ≤ |AG

end| at any point of the
algorithm.
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Lemma 5.17. With high probability, all the vertices in the balls of radius
Kn + bn centered at ṽ1 and ṽ2 in Gmod

end
have less than log n children. Let

GE3 be the random variable equal to 1 if this property holds and GE2 = 1.
Otherwise, let GE3 = 0.

Proof. The expected number of vertices in the sphere of radius i centered
at ṽj in Gmod is t′i. Therefore the expected total volume of each ball of

radius Kn+ bn centered at ṽ1 and ṽ2 is equal to t′Kn+bn−1
t′−1 = o(nα1) for some

α1 > 0. Therefore it is smaller than nα1 with high probability by Markov’s
inequality. We assume that n is large enough such that log n > 2t′. The law
of the degree of a given vertex is a Poisson random variable of parameter t′,
therefore the probability that one of the first nα1 vertices of each component
on Gmod

end (in the breadth-first order) has degree larger than log n is smaller
than

2nα1

∞∑

i=⌊logn⌋
et

′ t′i

i!
≤ 2nα1e−t′ t′ logn

⌊logn⌋!
∑

i≥0

t′i

(2t′)i

︸ ︷︷ ︸

=2

= 4nα1e−t′ t′ logn

⌊logn⌋!

∼ 4e−t′nα1nlog t′ 1
√

2π⌊log n⌋

(
e

⌊log n⌋

)⌊log n⌋

≤ α2n
α3−log logn

→ 0

With α2 and α3 two constants. The Stirling’s approximation is used for the
factorial.

Lemma 5.18. With high probability, no initialisation fails.

As A is initially empty, it is not possible that v1 ∈ A before the first
initialisation. If GE2 = 1, the size of the set A is smaller than zn before
the second initialisation. As v2 is a uniform vertex independent of F1,∞,
the probability that v2 belongs to A before its initialisation, conditionally

on F1,∞ before the second initialisation is equal to |AG|
n . This quantity is

smaller than zn
n if GE2 = 1, therefore

P(v2 ∈ A1,∞) ≤ P(GE2 = 0) + P(GE2 = 1 and v2 ∈ A1,∞)

= P(GE2 = 0) + E(GE2
|A1,∞|

n
)

≤ P(GE2 = 0) +
zn
n

= o(1)
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A vertex is added to AC for the first time during the construction of Sj,i+1

if one of the following event happens:

1. Two vertices of Sj,i are linked by an edge in G∞
n,t′ .

2. A vertex of Sj,i is linked to a vertex of AG
j,i \BG

j,i by an edge in G∞
n,t′ .

3. Two vertices of Sj,i are linked by an edge to the same vertex w /∈ Sj,i−1

in G∞
n,t′ .

4. There is a multiple edge in G∞
n,t′ between a vertex w of Sj,i and a

vertex in V G \ Aj,i.

5. When a vertex w is probed, the Poisson point process of intensity |AG|
n

creating dummy vertices is non-empty.

By Lemma 5.11, conditionally on the σ-algebra Fj,i, the labels of the edges
in Gmod

n,t′ with no endpoint in Bj,i are an i.i.d. family of Poisson point pro-

cesses if intensity 1
n on [0, t′]. Therefore, conditionally on Fj,i:

1. the probability of the first event is smaller than
(|Sj,i|

2

)
P(Poi( t

′
n ) ≥ 1);

2. The probability of the second event is smaller than |Sj,i||AG
i,j |P(Poi( t

′
n ) ≥

1);

3. the probability of the third event is smaller than n
(|Sj,i|

2

)
P(Poi( t

′
n ) ≥

1)2 (there are less than n possible choices for w);

4. the probability of the fourth event is smaller than |Sj,i|nP(Poi( t
′
n ) ≥

2);

5. the probability of the last event is smaller than
t′|Sj,i||AG

j,i+1|
n .

Recall that GE3 = 1 implies that |Sj,i| ≤ xn and |AG
j,i+1| ≤ zn. Let yn =

n− ǫ2
3 . Either GE3 = 0 or the sum of these probabilities is smaller than

yn
2bn

, for n large enough. By union bound, the probability than one of these
events happens for i ≤ bn during one of the initialisations and GE2 = 3 is
smaller than yn = o(1).

Let GE4 be the random variable equals to 1 if no initialisation fails and
GE3 = 1. Otherwise, let GE4 = 0.

5.5 Construction of an included branching process

The goal of this part is to find a branching process simultaneously included
in Gmod

end , Gk
n,t′ and Gk

n,t with law close to T k
t .
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5.5.a Construction of the included branching process for time t′

The idea is to find a two-stages branching process whose set of vertices is
a subset of ∪Ẽj,i and whose law will be close to T k

t . In order to do this,
some bounds of the probability that a given vertex w is in Dj,i \ Ẽj,i will
be needed. For technical reasons, w ∈ Dj,i \ Ej,i and w ∈ Ej,i \ Ẽj,i will be
treated separately. Let us add the following families of random variables,
that will be used as extra randomness when needed, such that, conditionally
on Fend, these families are i.i.d. families of uniform random variables on
[0, 1].

• (Ua
w)w∈Gmod

end
;

• (U b
w,w′)w≤w′∈Gmod

end
;

• (U c
w,w′)w≤w′∈Gmod

end
;

• (Ud
w)w∈Gmod

end
;

These random variables will be used to construct independent variables, by
using the following straightforward construction:

Lemma 5.19. If U and V are random variables, F a σ-algebra and p ∈
[0, 1) such that:

• V ∈ {0, 1} a.s.

• P(V = 1|F ) < p a.s.

• U is a uniform random variable on [0, 1], independent of F .

Then the random variable V ind equals to 1 if either V = 1 or U < p−P(V=1|F )
P(V=0|F )

is a Bernoulli random variable of parameter p, larger than V , independent
of F .

For any w ∈ Gmod
end , let us define the following sets:

• Γa
w = {w′ ∈ Gmod

end ;w′ < w}.

• Γa
w+ = {w′ ∈ Gmod

end ;w′ ≤ w} = Γa
w ∪ {w}.

• Γb
w = {(w′, w′′) ∈ Gmod

end
2
;w′ ≤ w′′ < w}.

• Γb
w+ = {(w′, w′′) ∈ Gmod

end
2
;w′ ≤ w′′ ≤ w}.

• Γc
w = {(w′, w′′) ∈ Gmod

end
2
;w′ ≤ w′′, w′ < w, generation(w′′) ≤ generation(w)}.

• Γc
w+ = {(w′, w′′) ∈ Gmod

end
2
;w′ ≤ w′′, w′ ≤ w, generation(w′′) ≤ generation(w)}.
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• Γd
w = {w′ ∈ Gmod

end : generation(w′) + (0, bn) ≤ generation(w)}.

These sets will denote the set of uniform variables that have been used via
Lemma 5.19 when w is probed or fake-probed. For every w ∈ BG

end, let
F

aug
w be the σ-algebra generated by Fw, (U

a
w′)w′∈Γa

w
, (U b

(w′,w′′))(w′,w′′)∈Γb
w
,

(U c
(w′,w′′))(w′,w′′)∈Γc

w
and (Ud

w′)w′∈Γd
w
.

For every (j, i), i ≥ bn, let F
aug
j,i be the σ-algebra generated by Fj,i,

(Ua
w)w∈Bj,i−1

, (U b
w,w′)(w,w′)∈Bj,i−1

, (U c
w,w′)(w,w′)∈Bj,i−1

and (Ud
w)w∈Bj,i−bn

.

For every vertex w ∈ BG
end, let F

aug
w+ be the σ-algebra generated by Fw,

(Ua
w′)w′∈Γa

w+
, (U b

(w′,w′′))(w′,w′′)∈Γb
w+

, (U c
(w′,w′′))(w′,w′′)∈Γc

w+
and (Ud

w′)w′∈Γd
w+

.

For any w probed or fake-probed during the construction of Ej,i (there-
fore such that generation(w) = (j, i+ bn− 1)), F

aug
j,i+bn−1 ⊂ F

aug
w ⊂ F

aug
w+ ⊂

F
aug
j,i+bn

.

Lemma 5.20. For every w ∈ Bend, every Fend-measurable random vari-
able X, the distribution of X is the same conditionally on Fw (resp. Fw+)
and conditionally on F

aug
w (resp. F

aug
w+ ).

For every i ∈ {a, b, c, d}, every w ∈ BG
end, Γ

i
w is Fw-measurable and Γi

w+

is Fw+-measurable. Lemma 5.20 comes from the fact that the law of every
U -variables is independent of Fend. Lemma 5.20 simply means that any
event that can be expressed without the extra randomness is independent
of the extra randomness.

In order to construct the included branching process, one needs to study
when a vertex belongs to ∪Dj,i \Ej,i. Assuming GE1 = 1, a vertex w1 is in
Dj,i \Ej,i for some (i, j) if a bn − 1-child or a bn-child of w1 is added to AC

during the construction of Dj,i+1. Let w2 be a bn−1-child of w1. During the
construction of Dj,i+1, only bn − 1-children of elements of Dj,i are probed.

• The vertex w2 is added to AC while probed if one of the following
happens:

– There exists a multiple edge between w2 and another vertex in
G∞

n,t′ .

– When w2 is probed, µdummy
w2 is not empty.

– There is an edge between w2 and a vertex w3 of AG
w2

\BG
w2
.

• The vertex w2 is added to AC while another vertex w3 is probed if
there is an edge between w2 and w3 in G∞

n,t′ .

• A child w3 of w2 is added to AC while w2 is probed if there is a multiple
edge between w2 and w3 in G∞

n,t′ .

• A child w3 of w2 is added to AC while another vertex w4 is probed if
there is an edge between w4 and w3 in G∞

n,t′ .
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For any (i, j) ∈ {0, . . . ,Kn}×{1, 2}, let ∆j,i+bn−1 be the set of bn−1-children
of elements of Dj,i. For any i, j, ∆j,i+bn−1 is a subset of Sj,i+bn−1. Then w2

or one of its children is added to AC during the construction of Dj,i+1 if at
least one of the following events happens:

1. while w2 is probed, µdummy
w2 is not empty;

2. there is a multiple edge in G∞
n,t′ between w2 and vertex not in AG

w2
;

3. there is an edge between w2 and a vertex of AG not in ∆j,i+bn−1 and
not a children of an element of ∆j,i+bn−1;

4. there is an edge between w2 and a vertex w3 ∈ ∆j,i+bn−1;

5. there are a vertex w3 6= w2 in ∆j,i+bn−1 and w4 /∈ AG
j,i+bn−1, such that

there are edges between w2 and w4 and between w3 and w4 in G∞
n,t′ .

For any (i, j) and any vertices w2 and w3 in ∆j,i+bn−1, let X
a
w2

be equal
to 1 if any of the first three events occurs, Xb

w2,w3
be equal to 1 if the

fourth event occurs and Xc
w2,w3

be equal to 1 if the fifth event occurs. This
classification corresponds to the following criteria:

a. one vertex of ∆j,i+bn−1 is added to AC ;

b. two vertices w2 < w3 of ∆j,i+bn−1 are added to AC , when w2 is considered;

c. two vertices w2 < w3 of ∆j,i+bn−1 are added to AC , when w3 is considered.

F a
w be the σ-algebra generated by Fw and Gmod−

w+ . F a
w represents the

knowledge obtained by the algorithm before w is probed, and the set of
labels of edges outgoing from w (without knowing their other endpoints).
Let F

aug,a
w be the σ-algebra generated by F

aug
w and Gmod−

w+ , i.e. F a
w with

the knowledge of the appropriate extra-randomness.
For any w ∈ ∪j,i∆j,i+bn−1, let GEc

w be equal to 1 if for every w′ < w the
degree of w′ in Gmod

end is smaller than log n, and let GEa
w be equal to 1 if the

degree of w is smaller than log n and |AG
w | ≤ zn. For any w, GEa

w ≥ GE4

and GEc
w ≥ GE4. GEa

w is F a
w-measurable, and GEc

w is Fw−-measurable.

Let ηan := (lnn+t′)zn+ln2 n
n , ηbn := t′

n and ηcn := t′ lnn
n . For n large enough,

all these variables are in [0, 1].

Lemma 5.21. For any w ∈ ∪∆j,i+bn−1, conditionally on F
aug,a
w , the fam-

ilies (Xa
w), (Xb

w,w′)w′∈∆j,i+bn−1,w<w′, (Xc
w′,w)w′∈∆j,i+bn−1,w′<w are indepen-

dent Bernoulli variables. Moreover:

• P(GEa
wX

a
w = 1|F aug,a

w ) ≤ ηan a.s.;

• For all w′ ∈ ∆j,i+bn−1, w < w′, P(Xb
w,w′ = 1|F aug,a

w ) ≤ ηbn a.s.;

• For all w′ ∈ ∆j,i+bn−1, w
′ < w, P(GEc

wX
c
w,w′ = 1|F aug,a

w ) ≤ ηcn a.s.;
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Proof. By Lemma 5.20, it is sufficient to prove Lemma 5.21 with F a
w instead

of F
aug,a
w .

Fj,i+bn−1, G
mod−
w , GEc

w are measurable with respect to Fw. The only
difference between Gmod−

w and Gmod−
w+ is the set of edges outgoing from w.

Let denote in this proof by ew the set of labels of outgoing edges. Therefore
F a

w is the σ-algebra generated by ew and Fw.
V G \BG

w can be decomposed in these disjoint subsets:

• V a1
w = V G \ AG

w ;

• V a2
w is the subset of vertices in AG

w , but not in ∆j,i+bn−1 or children of
elements of ∆j,i+bn−1;

• V b
w = ∆j,i+bn−1 ∩AG

w ;

• For any w′ ∈ ∆j,i+bn−1, w
′ < w, V c

w,w′ is the subset of vertices that

are in AG
w and are children of w′.

Conditionally on Fw:

• µdummy
w is a Poisson point process of intensity |AG

w |
n on [0, t′],

• (Π(w,w′))w′∈V G
w \BG

w
is an i.i.d. family of Poisson point processes of

intensity 1
n on [0, t′], independent of µdummy

w .

ew is the union of µdummy
w and the n − |AG

w | processes associated to
elements on V a1

w . Therefore, conditionally on Fw, ew is a Poisson point
process of intensity 1 on [0, t′].

• The variable (Xa
w, G

mod
w+ ) depends only on µdummy

w and on (Π(w,w′))w′∈V a1
w ∪V a2

w
;

• for w′ ∈ ∆j,i+bn−1, w < w′, Xb
w,w′ depends only on the Π(w,w′);

• for w′ ∈ ∆j,i+bn−1, w > w′,Xc
w,w′ depends only on the (Π(w,w′′))w′′∈V c

w,w′ ,

therefore conditionally on Fw, the following variables are independent:

• (Xa
w, G

mod−
w+ ),

• (Xb
w,w′) for w′ ∈ ∆j,i+bn−1, w < w′

• (Xc
w,w′) for w′ ∈ ∆j,i+bn−1.

This implies that conditionally on Fw and Gmod−
w+ (i.e. conditionally on

F a
w), the following variables are independent:

• Xa
w,

• (Xb
w,w′) for w′ ∈ ∆j,i+bn−1, w < w′
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• (Xc
w,w′) for w′ ∈ ∆j,i+bn−1.

The conclude the proof, we now prove that the parameters of these variables
are respectively smaller than ηan, η

b
n and ηcn.

For any element y of ew, let αy be equal to 0 if y ∈ µdummy
w and equal to w′

if y ∈ Π(w,w′). Conditionally on F a
w, the family (αy)y∈ew is an i.i.d. family,

with P(αy = 0|F a
w) = |AG

w |
n and P(αy = v|F a

w) = 1
n for any v ∈ V G \ AG

w .

Therefore, conditionally on Fw and Gmod−
w+ , the probability that there is

a multiple edge between w and an element of V G \ AG
w is smaller than

(n−|AG
w |)P(Binom(|ew|, 1

n) ≥ 2) ≤ |ew|2
n and the probability that there is an

element y of ew such that αy = 0 is smaller than |ew||AG
w |

n . If GEa
w = 1, then

|ew| ≤ log n and |AG
w | ≤ zn. Conditionally on F a

w, the probability that there
is at least an edge between w and an element of V a2

w , conditionally on Fw, is

smaller than t′|V a2
w |
n ≤ t′|AG

w |
n . If GEa

w = 1, this quantity is smaller than t′zn
n .

By summing the previous results, we obtain that P(GEa
wX

a
w = 1|F a

w) ≤ ηan.

Xb
w,w′ is equal to 1 if Π(w,w′) 6= ∅. Therefore P(Xb

w,w′|F a
w) = e−

t′
n
t′
n = ηbn.

Xc
w′,w is equal to 1 if ∪w′′∈V c

w,w′Π(w,w′′) 6= ∅. The probability of this event

is smaller than
t′|V c

w,w′ |
n . If GEc

w = 1, then |V c
w,w′| ≤ log n and therefore

P(GEc
wX

c
w′,w) ≤ t′ logn

n = ηcn.

The following constructions use the tool explained in Lemma 5.19.
For any w ∈ ∪j,i∆j,i+bn−1, let Xa,indep

w = 1 if either GEa
wX

a
w = 1 or

Ua
w ≤ ηan−P(GEa

wXa
w=1|Faug,a

w )
P(GEa

wXa
w=0|Faug,a

w )
. Otherwise, let Xa,indep

w = 0.

For any (w,w′) ∈ ∪j,i∆
2
j,i+bn−1 with w < w′, let Xb,indep

w,w′ = 1 if either

Xb
w,w′ = 1 or U b

w,w′ ≤
ηbn−P(Xb

w,w′=1|Fa,aug
w )

P(Xb
w,w′=0|Fa,aug

w )
. Otherwise, let Xb,indep

w,w′ = 0.

For any (w,w′) ∈ ∪j,i∆
2
j,i+bn−1 with w′ < w, let Xc,indep

w′,w = 1 if ei-

ther GEc
wX

c
w′,w = 1 or U c

w′,w ≤ ηcn−P(GEc
wXc

w′,w=1|Fa,aug
w )

P(GEc
wXc

w′,w=0|Fa,aug
w )

. Otherwise let

Xc,indep
w′,w = 0.

Corollary 5.22. For all w ∈ ∆j,i+bn−1 and w̄ ∈ {w,w+}, conditionally on

F
aug
j,i−1 and Gmod−

w̄ , the families of random variables (Xa,indep
w′ )w′∈∆j,i+bn−1∩Γ1

w̄
,

(Xb,indep
w′,w′′ )(w′,w′′)∈Γ2

w̄∩(∆j,i+bn−1)2
, (Xc,indep

w′,w′′ )(w′,w′′)∈Γc
w̄∩(∆j,i+bn−1)2 are indepen-

dent i.i.d. families of Bernoulli random variables of respective parameters
ηan, η

b
n and ηcn.

The version with w+ is equivalent to the version with w by substitut-
ing w by the next vertex of ∆j,i+bn−1. Corollary 5.22 is proven by induc-
tion. Corollary 5.22 holds for w if w is the first element of ∆j,i+bn−1 (for
the breadth-first order), as the families are empty. Assuming that Corol-
lary 5.22 holds for a vertex w, let F be the σ-algebra generated by the
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random variables (Xa,indep
w′ )w′∈∆j,i+bn−1∩Γ1

w
, (Xb,indep

w′,w′′ )(w′,w′′)∈Γ2
w∩(∆j,i+bn−1)2 ,

(Xc,indep
w′,w′′ )(w′,w′′)∈Γc

w∩(∆j,i+bn−1)2 . All these variables are F
aug
w -measurable,

therefore conditionally on F
aug
j,i+bn−1, F and Gmod−

w+ :

• (Xa
w), (X

b
w,w′)w′∈∆j,i,w<w′, (Xc

w′,w)w′∈∆j,i,w′<w are independent Bernoulli

variables, of respective parameters smaller than ηan, ηbn and ηcn, by
Lemma 5.21;

• (Xa,indep
w ), (Xb,indep

w,w′ )w′∈∆j,i,w<w′, (Xc,indep
w′,w )w′∈∆j,i,w′<w are indepen-

dent Bernoulli variables, of respective parameters equal to ηan, η
b
n and

ηcn, by Lemma 5.19.

And therefore Corollary 5.22 holds for w+. By applying Corollary 5.22 to
the last element of ∆j,i, one obtains:

Corollary 5.23. Conditionally on the σ-algebra Fj,i+bn−1 and the unla-
belled graph Gmod−

j,i+bn
, the families of random variables (Xa,indep)w∈∆j,i+bn−1

,

(Xb,indep
w,w′ )w<w′∈∆j,i+bn−1

, (Xc,indep
w,w′ )w<w′∈∆j,i+bn−1

are independent i.i.d. fam-

ilies of Bernoulli random variables of respective parameters ηan, η
b
n and ηcn.

For any w ∈ Dj,i, let Xa,parent
w = 1 if there exists w′, a bn − 1-child

of w such that Xa,indep
w′ = 1. For any w1, w2 ∈ Dj,i, let Xbc,parent

w1,w2 = 1 if
there exists w′

1, a bn − 1-child of w and w′
2 a bn − 1-child of w2 such that

Xb,indep
w′

1,w
′
2

= 1 or Xc,indep
w′

1,w
′
2

= 1. Let GEj,i be the random variable equal to 1

if all the balls of radius bn − 1 centered at vertices of Dj,i in Gmod contains
at most xn vertices and |AG

j,i| ≤ zn. Otherwise, let GEj,i = 0. GEj,i is
Fj,i+bn−1-measurable, and GEj,i ≥ GE4.

Corollary 5.24. Conditionally on F
aug
j,i+bn−1 and Gmod−

j,i+bn
, the families of

random variables (Xa,parent
w )w∈Dj,i

and (Xbc,parent
w,w′ )w,w′∈Dj,i

are independent.
Moreover,

E(GEj,iX
a,parent
w |F aug

j,i+bn−1, G
mod−
j,i+bn

) ≤ xnη
a
n

E(GEj,iX
bc,parent
w,w′ |F aug

j,i+bn−1, G
mod−
j,i+bn

) ≤ x2n(η
b
n + ηcn) =: ηbc,parentn .

Lemma 5.25. Let I be an ordered finite set, and let (Xi,i′)i,i′∈I,i≤i′) be
a family of independent Bernoulli random variables of parameters smaller
than η. For i < i′, let Xi′,i = Xi,i′ . Let F2 be a σ-algebra. Then there exists
a family of random variables (Xbound

i )i∈I such that:

• (Xbound
i )i∈I is an i.i.d. family of Bernoulli random variables of pa-

rameter min(1, 2
√

η|I|).

• For any i, i′ ∈ I, Xi,i′ ≤ Xbound
i .
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For any Y F2-measurable, E(Y |(Xi,i′)i,i′∈I) = E(Y |(Xi,i′)i,i′∈I , (Xbound
i )i∈I).

Lemma 5.25 allows to take an i.i.d. family of Bernoulli variables indexed
by two elements of I and bound it by an i.i.d. indexed family of Bernoulli
variables indexed by one element of I. The bound 2

√

η|I| does not seem
to be optimal, but is sufficient for our use. As we need a specific version
of Lemma 5.25, the proof will be done in our particular case. A proof of
Lemma 5.25 can be found in Section 5.7.

Let ηparentn = xnη
a
n + 2

√

znη
bc,parent
n = o(1). We assume that n is large

enough such that ηparentn ≤ 1. As a consequence, znη
bc,parent
n ≤ 1.

For any w ∈ Dj,i, let Xparent
w = 1 if either GEparent

j,i Xa,parent
w = 1 or

there exists w′ ∈ Dj,i such that GEparent
j,i Xbc,parent

w,w′ = 1. Otherwise, let

Xparent
w = 0. Let us define (Xparent,indep

w )w∈Dj,i
as Xparent,indep

w = 1 if either

• Xparent
w = 1;

• Ud
w ≤

ηparent
n −P(Xparent

w =1|Faug
j,i−1,G

mod−
j,i ,(Xparent,indep

w′ )w′<w,w′∈Dj,i
)

P(Xparent
w =0|Faug

j,i+bn−1,G
mod−
j,i+bn

,(Xparent,indep

w′ )w′<w,w′∈Dj,i
)

.

If neither condition happens, let Xparent,indep
w = 0.

This family of variables is defined by induction on w. Let F
parent,indep
w

be the σ-algebra generated by F
aug
j,i−1, G

mod−
j,i and (Xparent,indep

w′ )w′<w,w′∈Dj,i
.

Lemma 5.26. For all w ∈ Dj,i,

P(Xparent
w = 1|F parent,indep

w ) ≤ xnη
a
n +

√

znη
bc,parent
n .

Proof. Let pw = ηparent
n −P(Xparent

w =1|Fparent,indep
w )

P(Xparent
w =0|Fparent,indep

w )
.

Lemma 5.26 is proven by induction. We assume that Lemma 5.26 holds
for every w′ ∈ Dj,i < w. Therefore for every w′ < w:

pw′ ≥

√

znη
bc,parent
n

P(Xparent
w = 0|F parent,indep

w )

≥
√

znη
bc,parent
n (8)

Xparent
w ≤ Xa,parent

w +
∑

w′∈Dj,i,w′<w

Xbc,parent
w′,w +

+
∑

w′∈Dj,i,w′>w

Xbc,parent
w,w′

E(Xparent
w |F parent,indep

w ) ≤ E(Xa,parent
w |F parent,indep

w ) +

+
∑

w′∈Dj,i,w′<w

E(Xbc,parent
w′,w |F parent,indep

w ) +

+
∑

w′∈Dj,i,w′>w

E(Xbc,parent
w,w′ |F parent,indep

w ) (9)
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As Dj,i is F
parent,indep
w -measurable. Each term of the right-hand-side of the

inequality (9) will be bound separately.

xnη
a
n ≥ E

(

Xa,parent
w

∣
∣
∣F

aug
j,i , Gmod−

j,i

)

= E

(

Xa,parent
w

∣
∣
∣
∣
∣

F
aug
j,i , Gmod−

j,i , (Xa,parent
w′ )w′<w,w′∈Dj,i

,

(Xbc,parent
w′,w′′ )w′<w′′∈Dj,i

)

= E

(

Xa,parent
w

∣
∣
∣
∣
∣

F
aug
j,i , Gmod−

j,i , (Xa,parent
w′ )w′<w∈Dj,i

,

(Xbc,parent
w′,w′′ )w′<w′′∈Dj,i

, (Ud
w′)w′∈Dj,i

)

. (10)

The first inequality comes from Corollary 5.24, the second equality comes
from the conditional independence of the variablesXa,parent

w andXbc,parent
w,w′ in

Corollary 5.24 and the last equality comes from the conditional independence
of (Ud

w)w∈Dj,i+1 . As F
parent,indep
w is included in the σ-algebra used in (10),

we have:
E(Xa,parent

w |F parent,indep
w ) ≤ xnη

a
n. (11)

We are now going to prove that for all w,w′:

E(Xbc,parent
w,w′ |F parent,indep

w ) ≤

√

ηbc,parentn

zn
a.s. (12)

Let w′ < w ∈ Dj,i. Let F
parent
w′,w be the σ-algebra generated by F

aug
j,i−1,

Gmod−
j,i ,Xa,parent

w1∈Dj,i
, (Xbc,parent

w1,w2 )(w1,w2)6=(w′,w), w1<w2∈Dj,i
, (Ud

w1)w1∈Dj,i\{w′}. As

F
parent,indep
w is included in the σ-algebra generated by F

parent
w,w′ andXparent,indep

w′ ,
we will prove:

E(Xbc,parent
w′,w |F parent

w′,w ,Xparent,indep
w′ ) ≤

√

ηbc,parentn

zn
a.s. (13)

as (12) is a consequence of (13). There are two possibilities. IfXparent,indep
w′ = 0,

then Xbc,parent
w′,w = 0 and (13) holds. Otherwise, if Xparent,indep

w′ = 1:

P(Xbc,parent
w′,w = 1|F parent

w′,w ,Xparent,indep
w′ = 1) =

P(Xbc,parent
w′,w = 1,Xparent,indep

w′ = 1|F parent
w′,w )

P(Xparent,indep
w′ = 1|F parent

w′,w )

=
P(Xbc,parent

w′,w = 1|F parent
w′,w )

P(Xparent,indep
w′ = 1|F parent

w′,w )

≤
P(Xbc,parent

w′,w = 1|F parent
w′,w )

P(Ud
w′ ≤ pw′ |F parent

w′,w )

=
P(Xbc,parent

w′,w = 1|F parent
w′,w )

E(pw′|F parent
w′,w )

(14)
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By using Corollary 5.24 and the conditional independence of (Ud
w)w∈Dj,i

we
have:

P(Xbc,parent
w′,w = 1|F parent

w′,w ) = P(Xbc,parent
w′,w = 1|F aug

j,i+bn−1, G
mod−
j,i+bn

)

≤ ηbc,parentn (15)

By using (8) and (15) in (14), the equation (13) holds, and therefore equation
(12) is proven for all w′ < w.

Let w′ > w. By Corollary 5.24 and the conditional independence of the
(Ud

v )v∈Dj,i
:

E




Xbc,indep

w,w′

∣
∣
∣
∣
∣
∣
∣

F
aug
j,i+bn−1, G

mod−
j,i+bn

,Xa,parent
w1∈Dj,i

,

(Xbc,parent
w1,w2 )w1≤w,w1≤w2∈Dj,i

,

(Ud
w1)w1 6=w∈Dj,i




 = E(Xbc,indep

w,w′ |F aug
j,i+bn−1, G

mod−
j,i+bn

)

≤ ηbc,parentn

≤

√

ηbc,parentn

zn

as by hypothesis ηbc,parentzn ≤ 1. As F
parent,indep
w is measurable with respect

to this σ-algebra, the bound also holds conditionally on F
parent
w , proving

inequality (12) for w′ > w.
By summing the bounds obtained in (11) and (12), we obtain:

E(GEj,iX
parent
w |F parent,indep

w ) ≤ xnη
a
n + zn

√

ηbc,parentn

zn

= xnη
a
n +

√

znη
bc,parent
n .

Corollary 5.27. Conditionally on F
aug
j,i+bn−1 and Gmod−

j,i+bn
, (Xparent,indep

w )w∈Dj,i+bn

is an i.i.d. family of Bernoulli variables of parameter ηparentn .

Corollary 5.27 uses the construction of Lemma 5.19 to obtain i.i.d. vari-
ables.

Definition 5.4. For every i ∈ N, j ∈ {1, 2}, w ∈ Sj,i\Dj,i, letX
parent,indep
w = 1

if Ud
w ≤ ηparentn . Otherwise, let Xparent,indep

w = 0.

Definition 5.4 allows us to extend the family (Xparent,indep
w )w∈Dj,i

to ver-
tices not in a Dj,i, in such a way that the family is still i.i.d:

Lemma 5.28. Conditionally on F aug
j,i+bn−1 and Gmod−

j,i+bn
, (Xparent,indep

w )w∈Sj,i

is an i.i.d. family of Bernoulli variables of parameter ηparentn .
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By construction, (Xparent,indep
w )w∈Sj,i\Dj,i

is an i.i.d. family of Bernoulli

variables of parameter ηparentn , independent of (Xparent,indep
w )w∈Dj,i

andGmod−
j,i+bn

,

conditionally on F aug
j,i+bn−1.

Lemma 5.29. Conditionally on Gmod−
end

, (Xparent,indep
w )w∈Gmod−

end

is an i.i.d.

family of Bernoulli variables of parameter ηparentn .

The proof is done by proving by induction the following two claims:

• C1
j,i: Conditionally on Gmod−

j,i+bn
, (Xparent,indep

w )w∈Bj,i
is an i.i.d. family

of Bernoulli variables of parameter ηparentn .

• C2
j,i: Conditionally onGmod−

j,i+bn+1, (X
parent,indep
w )w∈Bj,i

is an i.i.d. family

of Bernoulli variables of parameter ηparentn .

Lemma 5.30. Conditionally on F
aug
j,i+bn

, the law of Gmod−
j,i+bn+1 can be de-

scribed as follows:

• Let (Pw)w∈Sj,i+bn
be an i.i.d. family of Poisson point processes of in-

tensity 1 on [0, t′].

• Starting with Gmod−, for each vertex w ∈ Sj,i+bn, for each element y
of Pw graft an edge labelled by y between w and a new vertex. The
resulting graph is Gmod−

j,i+bn+1.

Proof. By Lemma 5.9, this construction gives the law of Gmod
j,i+bn+1 condi-

tionally on Fj,i+bn . By Lemma 5.20, this construction therefore gives the
law of Gmod

j,i+bn+1 conditionally on Fj,i+bn .

1. C1
1,0 comes from Lemma 5.28 for j = 1 and i = 0.

2. Let (j, i) ∈ {1, 2}×N. The graphGmod−
j,i+bn

and the variables (Xparent,indep
w )w∈Bj,i

are F
aug
j,i+bn

-measurable. Therefore, Lemma 5.30 entails that, C1
j,i im-

plies C2
j,i.

3. For any j, i, C2
j,i implies C1

j,i+1 by Lemma 5.28.

4. The graph Gmod−
j,∞ is obtained from Gmod−

j,Kn+bn
by grafting i.i.d. copies of

T∞
t′ to every vertex of Sj,Kn+bn . The family (Xparent,indep

w )w∈Gmod−
j,∞ \Gmod−

j,Kn+bn

is constructed as an i.i.d. family of Bernoulli variables of parameter
ηparentn via Definition 5.4. Therefore for all j, C2

j,Kn
implies C2

j,∞.

5. C1
1,∞ implies C1

2,0 from Lemma 5.28 for j = 2 and i = 0.

To summarize the result so far:
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• GE4 is Bernoulli variable, such that P(GE4 = 0) −−−→
n→∞

0.

• Conditionally on Gmod−
end , (Xparent,indep

w )w∈Gmod−
end

is an i.i.d. family of

Bernoulli variables of parameter ηparentn .

• ηparentn −−−→
n→∞

0.

• If GE4 = 1, then w ∈ Dj,i \ Ej,i implies Xparent,indep
w = 1.

• If GE4 = 1, no initialisation fails.

This summary ends the first part of the proof of the construction of the
included branching process, dealing with the vertices in Dj,i \Ej,i. We now
need to deal with the vertices in Ej,i \ Ẽj,i, i.e. the vertices that might reach
the forbidden degree between time t′ and t.

5.5.b Extension of the included branching process to the time t

As G∞
n,t′ and G∞

n,[t′,t] are independent, conditionally on F
aug
end the sets of

labelled edges in G∞
n,[t′,t] is an i.i.d. family of Poisson point processes of

intensity 1
n on [t′, t]. We now remove remaining vertices adjacent to an edge

added between t′ and t, except if this edge is added between two vertices of
the Knth generation.

• Let Et′− be the set of vertices w of ∪i<Kn:j∈{1,2}Dj,i such thatXparent,indep
w =

0;

• let Et′,Kn be the set of vertices w of D1,Kn∪D2,Kn such that Xparent
w =

0;

• let Et′+ = Et′− ∪ Et′,Kn .

• For each w in Et′−, let X [t′,t]
w = 1 if at least on edge is added to w in

G∞
n,t between t′ and t.

• For each w in Et′,Kn, let X
[t′,t]
w = 1 if there is at least one edge added

between w and an element of V G \ Et′,Kn .

The variable X
[t′,t]
w is used to know if w might be removed because of an

edge added to w between time t′ and t.
We split the set of edges according to how many endpoints belong to

Et′+ .

• For any (w,w′) ∈ (Et′+)2 \ (Et′,Kn)2, let X
[t′,t],a
w,w′ = 1 if at least one

edge is added between w and w′ between t′ and t. Otherwise, let

X
[t′,t],a
w,w′ = 0.
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• For any (w,w′) ∈ (Et′,Kn)2 let X
[t′,t],a
w,w′ = 0.

• For any w ∈ Et′+, let X
[t′,t],b
w = 1 if at least one edge is added between

w and an element of V G \ Et′+ between time t′ and t. Otherwise, let

X
[t′,t],b
w = 0.

For any w ∈ Et′+,

X [t′,t] = max
w′∈Et′+

(X
[t′,t],a
w,w′ ,X [t′,t],b

w ).

Conditionally on F
aug
end , (X

[t′,t],a
w,w′ )(w,w′)∈Et′+ is a family of independent

Bernoulli variables of parameter 1− exp(− t−t′
n ) ≤ ǫ1

n and is independent of

(X
[t′,t],b
w )w∈Et′+ . The set Et′+ is included in AG

end, therefore if GE4 = 1, then

|Et′+| ≤ zn. As GE4 is F
aug
end -measurable, Lemma 5.25 allows to construct

(X
[t′,t],a
w )w∈Et′+ such that, if GE4 = 1:

• For all w,w′, X [t′,t],a
w,w′ ≤ X

[t′,t],a
w ;

• Conditionally on F
aug
end , (X

a,[t′,t]
w )w∈Et′+ is an i.i.d. family of Bernoulli

variables of parameter 2
√

ǫ1
n zn, independent of ((X

[t′,t],b
w )w∈Et′+,F

aug
end , G

∞
n,t′).

Conditionally on F
aug
end , (X

[t′t],b
w )w∈Et′− is an independent i.i.d. family of

Bernoulli variables of parameter smaller than ǫ1
n−|Et′+|

n ≤ ǫ1. Therefore

conditionally on F
aug
end , max(X

[t′,t],a
w ,X

[t′,t],b
w ) ≥ GE4X

[t′,t]
w is an independent

family of Bernoulli variables of parameter smaller than 2
√

ǫ1
n zn+ǫ1 =: η

[t′,t]
n .

It should be noticed that η
[t′,t]
n = ǫ1 + o(1).

Let (U e
w)w∈Gmod

end
be a family of random variables such that conditionally

on (F aug
end , G

∞
n,t, (X

[t′,t],a
w )w∈Et′+), the family (U e

w)w∈Gmod is i.i.d. uniform

variables on [0; 1]. For all w ∈ Gmod
end \Et′+, let X

[t′,t],a
w = X [t′,t],b = 0.

Let X
[t′,t],indep
w = 1 if either:

• X
[t′,t],a
w = 1;

• X
[t′,t],b
w = 1;

• U e
w ≤ η

[t′,t]
n −p′w
1−p′w

with p′w = P(X
[t′,t],a
w = 1 or X

[t′,t],b
w = 1|F aug

end ).

Then conditionally on F
aug
end , (X

[t′,t],indep
w )w∈Gmod is an i.i.d. family of

Bernoulli variables of parameter η
[t′,t]
n . Therefore conditionally on Gmod−,

(Xparent,indep
w ), (X [t′,t],indep) are two independent families of Bernoulli vari-

ables of parameters ηparentn and η
[t′,t]
n , and therefore their maximum is an i.i.d.

family of Bernoulli variables of parameter η
[0,t]
n = 1−(1−η

[t′,t]
n )(1−ηparentn ) =

ǫ1 + o(1).
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5.5.c Use of the included branching process

The subgraph of Gmodk
end with only vertices w such that Xparent,indep

w =

X
[t′,t],final
w = 0 has same law as an independent percolation of parameter

1− η
[0;t]
n on two independent copies of T k

t′ .

For n large enough, η
[0,t]
n ≤ 2ǫ1. For this reason, in the following part,

we will study the percolation of parameter 1 − 2ǫ1. The resulting graph is
also a two-stages multitype branching process.

Lemma 5.31. Let Gmodk,ǫ1
end

be the two-stages multitype branching process
obtained by doing a percolation of parameter 1− 2ǫ1 on Gmodk

end
. Let akt′,ǫ1 be

the probability of survival, and ρt′,ǫ1 the spectral radius associated to Gmodk,ǫ1
end

.
Then:

akt′,ǫ1 −−−−−−→ǫ1→0,t′→t
akt ; (16)

lim inf
ǫ1→0,t′→t

ρt′,ǫ1 ≥ ρt. (17)

The proof of Lemma 5.31 will be done in Section 5.6.
Recall that Kn = (1−ǫ2) lnn

ln(ρt′ )
. Let ǫ > 0. When ǫ1 and ǫ2 tends to 0,

(ρt′,ǫ1)
1

1−ǫ2 converges to ρt > (ρt)
2
3 . We assume that ǫ1 and ǫ2 are small

enough so that (ρt′,ǫ1)
1−ǫ2 > (ρt′)

2
3 , and that akt′,ǫ1 ≥ akt − ǫ.

The graph Gmodk,ǫ1
end is a two-stages branching process. Therefore, con-

ditionally on survival, the size of the ith generation grows as (ρt′,ǫ1)
i, by

Lemma 5.4:
|Si(Gmodk,ǫ1

end )|
(ρt′,ǫ1)

i
−−−→
i→∞

W a.s.

where Si denotes the sphere of radius i and W is a random variable, a.s.
positive if Gmodk,ǫ1

end is infinite. Therefore, for any 1 < α < ρt′,ǫ1 :

P(|Si(Gmodk,ǫ1
end )| ≥ αi) −−−→

i→∞
akt′,ǫ1 .

By choosing α close enough to ρt′,ǫ1, n
2
3 = o(αKn), and therefore the

probability that the Knth generation of Gmodk,ǫ1
end contains at least n

2
3 is

larger than akt′,ǫ1 − ǫ .

Conditionally on the first Kn generations of Gmodk,ǫ1
end , the offspring of

each vertex w of the Knth generation of Gmodk,ǫ1
end , seen as a subgraph of

Gmodk
end is described by the functions fi. By Lemma 4.20, for t′ ≤ t, these

density functions are bounded from below, let say by δ > 0. Therefore, by
the law of large numbers, with high probability when n tends to infinity, if
the Knth generation of Gmodk,ǫ1

end contains at least n
2
3 vertices, then at least

δ
2n

2
3 of them have no children in Gmodk

end . As a consequence, for n large enough
and ǫ1 and ǫ2 small enough, the following events happen simultaneously with
probability larger than (akt − ǫ)2 − ǫ:
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• The first and second component of Gmodk,ǫ1
end are infinite;

• TheKnth generation of these components contains at least n
2
3 vertices.

• Among these vertices, at least 2n
3
5 have no children in Gmodk

end , and are
therefore not saturated in Gk

n,t′ .

If these conditions are satisfied, let H1 (resp. H2) be the set of the

first 2n
3
5 (in the breadth-first order) vertices of the generation Kn of the

first (resp. second) component of Gmodk,ǫ1
end with no children in Gmodk

end . By
construction, any element w of Hj satisfies the following properties:

• There is a path from vj to w in Gk
n,t′ , such that no edge is added to

any vertex of this path between t′ and t, except possibly to w.

• No edge is added between w and an element of V G \ Et′− between t′

and t.

Let F aug2 be the σ-algebra generated by F aug, (U e
w)w∈Gmodend and

(Π(w,w′) ∩ [t′, t])(w,w′)∈(V G)2\(Et′,Kn )2 .

H1 and H2 are F
aug2
end -measurable. Conditionally on F

aug2
end , the sets of

labels of edges between elements of Et′,Kn with labels in [t′, t] are indepen-
dent Poisson point processes of intensity 1

n on [t′, t]. Remove any vertex w
in H1 ∪H2, such that at least an edge is added between w and element of
Et′,Kn \ (H1 ∪H2). These events are independent over the vertices w, and
of probability smaller than ǫ1. Let H̃1 (resp. H̃2) be the set of remaining
vertices w of H1 (resp. H2). Assuming ǫ1 <

1
2 , by the law of large numbers,

with high probability |H̃1| ≥ n
3
5 and |H̃2| ≥ n

3
5 .

For any (w1, w2) ∈ H̃1 × H̃2, exactly one edge is added between t′ and
t between w1 and w2 with probability e−

ǫ1
n

ǫ1
n =: an. These events are inde-

pendent, therefore conditionally on |H̃1| ≥ n
3
5 , |H̃2| ≥ n

3
5 , the probability

that no simple edge is added between an element of H̃1 and an element of
H̃2 is smaller than:

(1− an)
n

6
5 −−−→

n→∞
0.

Moreover, the probability that there exists a vertex w1 ∈ H1 ∪H2 such
that two edges toward two different vertices of H1 ∪H2 are added between
t′ and t is smaller than (4n

3
5 )3( ǫ1n )

2 = o(1) by union bound.

All these results implies that if |H1| ≥ 2n
3
5 and |H2| ≥ 2n

3
5 , then with

high probability there exist w1 ∈ H̃1 and w2 ∈ H̃2 such that:

• An edge is added between w1 and w2 between t′ and t.

• No other edge is added to either w1 or w2 between t′ and t.

In that case there exists a path from v1 to v2 in Gk
n,t, through w1 and

w2, and this concludes the proof of Lemma 5.3.
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5.6 Proof of Lemmata 5.8 and 5.31

For all s ≤ t and ǫ ≥ 0, let T k
s,ǫ be the component of the root obtained by

taking a percolation of parameter 1−2ǫ on T k
s . T

k
s,ǫ is a two-stages multitype

branching process, with one offspring law for the root, and another offspring
law for all the other vertices. By definition, the spectral radius of a two-
stages branching process is the spectral radius of the associated one-stage
branching process. Let (T k+,y

s,ǫ )y∈[0,t′] denote the one-stage branching process
associated to T k

s,ǫ starting at a non root vertex, where y denotes the type

of the first vertex. Let T k+,ǫ,y
s,ǫ be the branching process obtained by doing

a percolation of parameter 1 − 2ǫ on T k+,y
s . With the notation of section

5.2.a, let Ms,ǫ be the operator M for the branching process T k+,ǫ,·
s,ǫ . If ǫ = 0,

Ms will be used to denote Ms,0. As M corresponds to the expected number
of vertices of each type, Ms,ǫ = (1− 2ǫ)Ms and

ρs,ǫ = (1− 2ǫ)ρs.

Therefore Lemma 5.8 implies the limit (17) in Lemma 5.31.
For s ≤ t, let ms(y, z) denote the expected density of the number of

children of type z that T k+,y
s has. With the functions gi introduced in

Lemma 4.21, for all y, z ∈ [0, s], :

ms(y, z) =

k−2∑

i=1

1

i− 1!

∫ s

0

∫ s

0
. . .

∫ s

0
︸ ︷︷ ︸

i−1 times

gi(t, y, z, x2, x3, . . . , xi)dx2dx3 . . . dxi.

By the boundedness and continuity property of the functions gi shown
in Lemma 4.20, this means that s → Ms is a continuous application, and
therefore that its spectral radius is a upper semi-continuous function of s,
by [New51], proving Lemma 5.8.

For any s ≤ t and ǫ ≥ 0, let qs,ǫ(x) be the extinction probability of

the one-stage multitype branching process T k+,ǫ,x
s,ǫ starting with a vertex of

type x. As previously, to simplify notations, let qs = qs,0. By Lemma 5.5,
qs,ǫ is the smaller positive solution of:

ϕs,ǫ(f) = f

where ϕs,ǫ is the operator defined by

ϕs,ǫf(y) = Ey(
Zǫ
∏

i=1

f(Xǫ
i ))

where (Xǫ
1, . . . ,X

ǫ
Zǫ) has the law of the types of the vertices of the first

generation of T k+,x
s,ǫ . By the percolation properties, ϕs,ǫ can be computed

as:

ϕs,ǫf(x) = Ex(

Z∏

i=1

f(Xi)
Bi)
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where (X1, . . . ,XZ) has the law of the types of the vertices in the first

generation of T k+,x
s , and (Bi)i∈N is an i.i.d. family of Bernoulli variables

equal to 0 with probability 1− 2ǫ. Therefore, for s = t and ǫ = 0:

ϕt,0f(y) = g0(t, y) +

∫ t

x1=0
g1(t, y, x1)f(x1)dx1 + · · ·+ (18)

+
1

k − 2!

∫ t

x1,x2...xk−2=0
gk−2(t, y, x1, . . . , xk−2)f(x1) . . . f(xk−2)dx1, . . . dxk−2.

For any , δ ∈ [0, 1], let qδ = δ1 + (1 − δ)qt. For any ǫ ≥ 0, s ∈ [0, t],
δ ∈ [0, 1], x ∈ [0, t], let

l(ǫ, s, δ, x) = (ϕs,ǫq
δ)(x)− qδ(x).

As T k
t is supercritical by hypothesis, qkt is not uniformly equal to 1, as we

are working in the supercritical case. As all the functions g are positive and
continuous by Lemma 4.20, qkt is continuous and not equal to 1 at any point.
For any x, δ → qδ(x) is therefore a strictly increasing positive linear function.
Therefore for any i ≥ 2 and any x1 . . . xi, δ → qδ(x1)q

δ(x2) . . . q
δ(xi) is a

strictly convex function of δ ∈ [0, 1], and therefore so is:

δ → hi(t, y, δ) :=

∫ t

x1,x2...xi=0
gi(t, y, x1, . . . , xi)q

δ(x1) . . . q
δ(xi)dx1, . . . dxi.

By equation (18), for a fixed y, l(0, t, δ, y) is a polynomial in δ, of degree at
most k−2, and its coefficients can be expressed as integrals of the functions
qkt and gi. As these functions are continuous, the coefficient of the polyno-

mial δ → l(0, t, δ, y) are continuous in y and its derivative (δ, y) → ∂l(0,t,δ,y)
∂δ

is a continuous function of (δ, y) and is negative for δ = 0 for all y. As
[0, 1]× [0, t] is a compact set, there exists η > 0 and δ0 > 0 such that, for all
y ∈ [0, t] and all 0 ≤ δ ≤ δ0,

∂l(0, t, δ, y)

∂δ
< −η

l(0, t, δ, y) < −ηδ as l(0, t, 0, y) = 0

Let δ ∈ (0, δ0). By Lemma 4.20, (ǫ, s, y) → l(ǫ, s, δ, y) is a continuous
function on the compact set {(ǫ, s, δ, y) : ǫ ∈ [0, 12 ], s ∈ [0, t], y ∈ [0, s]}, and
therefore uniformly continuous. There exists ǫmax > 0 and smin < t such
that, for all ǫ ∈ [0, ǫmax], s ∈ [smin, t], y ∈ [0, s]:

|l(ǫ, s, δ, y) − l(0, t, δ, y)| ≤ ηδ

l(ǫ, s, δ, y) ≤ 0

(ϕs,ǫq
δ)(y) ≤ qδ(y)
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As this inequality holds for all y, by Corollary 5.6, qδ ≥ qs,ǫ. As the law
of the set of labels of the vertices of the first generation of T k

s,ǫ converges to

the law of the set of labels of the vertices of the first generation of T k
t , and

as δ can be chosen arbitrarily small, this inequality implies that

lim inf
ǫ→0,s→t

q̃kt′,ǫ ≤ q̃kt,0

where q̃ks,ǫ is the probability of extinction of T k,ǫ
t . The other side of the limits

is a consequence of the following facts:

• by definition, q̃ks,ǫ is the limit the non-decreasing sequence (P(|T k,ǫ
s | ≤

n))n≥0,

• the application (s, ǫ) → T k,ǫ
s is continuous for the local limit,

• The event |T | ≤ n is continuous for the local limit.

Therefore the equation (16) of Lemma 5.31 holds (the probability of survival
aks,ǫ is equal to 1− q̃ks,ǫ).

5.7 Proof of Lemma 5.25

Proof. If 2
√

η|I| ≥ 1, Lemma 5.25 is straightforward, so w.l.o.g. we can
assume that 2

√

η|I| ≤ 1. In particular, η|I| ≤ 1.
For any i, let Xi = maxj Xi,j.
Let (Ui)i∈I be an independent i.i.d. family of uniform variables. For

any i, let Xindep
i ∈ {0, 1} be defined by Xindep

i = 1 if and only if either:

• Xi = 1,

• or Ui ≤
2
√

η|I|−P(Xi=1|Xindep
1 ,...,Xindep

i−1 )

P(Xi=0|Xindep
1 ,...,Xindep

i−1 )
.

Lemma 5.32. For any i ∈ I, P (Xi = 1|(Xindep
i′ )i′<i) ≤

√

η|I|.

If Lemma 5.32 holds, by Lemma 5.19, (Xindep
i )i∈I is an i.i.d. family of

Bernoulli variables of parameter 2
√

η|I|.

Proof. Lemma 5.32 is proven by induction. By union bound,

E(Xi|(Xindep
i′ )i′<i) ≤

∑

i′∈I
E(Xi,i′ |(Xindep

i′ )i′<i)

=
∑

j∈I,j<i

E(Xi,j |(Xbound
i′ )i′<i) +

∑

j∈I,j≥i

E(Xi,j|(Xbound
i′ )i′<i)

For any j ∈ I, let Fi,j be the σ-algebra generated by (Xi1,i2)i1 i2∈I, (i1,i2)6=(i,j)

and (Ui1)i1∈I,i1 6=j. For all i1 /∈ {i, j}, Xindep
i1

is Fi,j-measurable. Condition-
ally on Fi,j , Uj and Xi,j are independent, Uj is a uniform variable and Xi,j

is a Bernoulli random variable of parameter smaller than η. If j < i:
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E(Xi,j|(Xindep
i′ )i′<i) = E(E(Xi,j|Fi,j ,X

indep
j )|(Xindep

i′ )i′<i).

There are two possibilities. If Xindep
j = 0, then Xi,j = 0. Otherwise, if

Xindep
j = 1:

E(Xi,j |Fi,j ,X
indep
j = 1) =

P(Xi,j = 1,Xindep
j = 1|Fi,j)

P(Xindep
j = 1|Fi,j)

≤ P(Xi,j = 1|Fi,j)

P(Uj ≤ pj|Fi,j)

=
P(Xi,j = 1|Fi,j)

E(pj|Fi,j)

where pj =
2
√

η|I|−P(Xj=1|Xindep
1 ,...,Xindep

j−1 )

P(Xj=0|Xindep
1 ,...,Xindep

j−1 )
. By induction,

√

η|I| ≤ 2
√

η|I| − P(Xj = 1|Xindep
1 , . . . ,Xindep

j−1 )

≤ pj

E(Xi,j|Fi,j ,X
indep
j = 1) ≤ η

√

η|I|

=

√
η

|I|

Therefore, almost surely E(Xi,j |Fi,j ,X
indep
j ) ≤

√
η
|I| , and therefore E(Xi,j |(Xindep

i′ )i′<i) ≤
√

η
|I| .

If j ≥ i, E(Xi,j |Fi,j) ≤ η ≤ η√
η|I|

=
√

η
|I| , and therefore E(Xi,j |(Xindep

i′ )i′<i) ≤
√

η
|I| , as all the Xindep

i′ , for i′ < i are Fi,j-measurable.

By summing over I, one obtains Lemma 5.25.
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