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ABSTRACT
This article introduces a novel family of decentralised caching
policies, applicable to wireless networks with finite storage
at the edge-nodes (stations). These policies are based on the
Least-Recently-Used replacement principle, and are, here, re-
ferred to as spatial multi-LRU. Based on these, cache inven-
tories are updated in a way that provides content diversity
to users who are covered by, and thus have access to, more
than one station. Two variations are proposed, namely the
multi-LRU-One and -All, which differ in the number of repli-
cas inserted in the involved caches. By introducing spatial
approximations, we propose a Che-like method to predict
the hit probability, which gives very accurate results under
the Independent Reference Model (IRM). It is shown that
the performance of multi-LRU increases the more the multi-
coverage areas increase, and it approaches the performance
of other proposed centralised policies, when multi-coverage
is sufficient. For IRM traffic multi-LRU-One outperforms
multi-LRU-All, whereas when the traffic exhibits temporal
locality the -All variation can perform better.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: [Wireless
communication, Network topology, Distributed networks]

Keywords
Caching; LRU; Multi-coverage areas; Point Processes

1. INTRODUCTION
The design of today’s and future networks is characterised

by a paradigm shift, from a host-centric communication
architecture, towards an Information Centric Networking
(ICN) one. The focus is on information itself, and how
this can be best accessed [30]. Within this setting, net-
work nodes are equipped with storage capacity, where data
objects can be temporarily cached. In this way, information
can be made available close to the user, it can be retrieved
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with minimum delay, and possibly with a quality adapt-
able to the users’ preferences, as envisioned for example in
cases of multimedia files. The principal benefit of the ap-
proach is the reduction of traffic flow at the core network, by
serving demands from intermediate nodes [27]. This further
results in congestion avoidance and a better exploitation of
the backbone resources.

The edge-nodes constitute a very important part of the
architecture, since it is where the users directly have access
to. When these nodes are equipped with storage capability,
so that users can retrieve their data objects directly from
them, average download path length can be minimised [14].
Caching at the edge definitely offers a potential increase in
performance of ICNs, it comes however at the cost of a dis-
tributed implementation and management over a very vast
area, where edge nodes are placed. If these nodes are chosen
to be the base stations and small cells of a heterogeneous
network [16, 3], it is fairly clear that thousands of nodes
within each city are considered, a number which increases
by a factor of hundred (or more) if user equipment and other
devices are also included as having storage potential. The
large number of nodes, together with the relatively small
memory size installed on each one, creates big challenges
related to their cache management.

We consider the wireless edge of a content centric net-
work, which consists of a set of transmitting nodes taking
fixed positions on a planar area, and a set of users dynam-
ically arriving at this area and asking for service. The set
of transmitters can refer to base stations (BSs) of a cellu-
lar network, small stations of heterogeneous networks, WIFI
hotspots, or any other type of wireless nodes that can pro-
vide access to an arriving user who demands for a specific
data object. A user can be covered by multiple of these
nodes, but he/she will choose only one to be served from.
All nodes are equipped with memory of sizeK objects, which
offers the possibility to cache a fraction of the existing data.
When the user’s request is found in the cache of some cov-
ering station, then the user is served directly by this one.
Otherwise, the request is retrieved from the core network.

An important question is how to maximise the hit prob-
ability, by managing the available edge-memories. The hit
probability, is defined as the probability that a user will find
her/his demand cached in the memory of one of the cells
she/he is covered from. By managing, we mean to decide
on: Which objects to install in each cache? How to update
the cache inventories over time?

Given the possibility for multi-coverage, cache manage-
ment should target two, not necessarily conflicting, goals:



On the one hand make popular objects, requested by the
large bulk of demands, generously available at many geo-
graphical locations. On the other, make good use of multi-
coverage, by filling the memory caches in a way that a user
has access to as many different objects as possible, so that
also less popular contents are served directly by the caches.
Additionally, since - as explained above - wireless nodes
(BSs) are scattered over a very large area and are of consid-
erable number, related operations should be distributed as
in [23, 6, 21], and centralised solutions should be avoided.

1.1 Related Research
There exists a variety of cache placement policies that

apply to single caches, when no coverage overlap is consid-
ered. These include the Least Frequently Used (LFU), the
Least Recently Used (LRU), and their variations. Specifi-
cally LRU has been extensively studied and approximations
to the hit probability have been proposed, like the one from
Dan and Towsley [10]. Che et al proposed in 2002 [8] a de-
composition and a simple approximation for the single-LRU
under the Independent Reference Model (IRM) [9], which
results in an analytical formula for the hit probability with
excellent fit to simulations. This fitness is theoretically ex-
plained by Fricker et al in [15]. Application of the Che ap-
proximation under more general traffic conditions, to vari-
ations of the LRU for single caches as well as networks of
caches, is provided by Martina et al [22]. In that work, and
further in Elayoubi and Roberts [12], it is shown that for
mobile networks, application of pre-filtering improves the
performance of LRU.

There can be strong dependencies between content de-
mands, objects can have a finite lifespan, and new ones can
appear anytime. These phenomena constitute the tempo-
ral locality, not captured from the IRM model. Such type
of traffic was studied for LRU initially by Jelenković and
Radovanović [19], and recently using also statistics from user
measurements, by Traverso et al [29] and Olmos et al [25].

The problem of optimal content placement, when network
areas are covered by more than one station has also been
recently studied in the literature. A number of pro-active
caching policies have been proposed, where the cache in-
ventories are pre-filled by content, based on knowledge of
the content popularity distribution and additional network-
related information. Golrezaei et al [16] find the optimal
content placement that maximises hit probability, when full
network information (popularity, node and user positions)
is available. They formulate a binary optimisation problem
and propose approximation and greedy algorithms for its so-
lution. Using reduced information (content popularity, cov-
erage probability), B laszczyszyn and Giovanidis [4] provide
a randomised strategy that maximises the hit probability.
Poularakis et al. [26] formulate and solve the joint content
placement and user association problem that maximises the
fraction of content served by the caches of the edge-nodes.
Araldo et al. [1] propose joint cache sizing/object place-
ment/path selection policies that consider also the cost of
content retrieval. Recently, Naveen et al. [23] have formu-
lated the problem in a way to include the bandwidth costs,
and have proposed an online algorithm for its solution. Fur-
ther distributed replication strategies that use different sys-
tem information are proposed by Borst et al [6], and also by
Leconte et al [21]. The problem of optimal request routing
and content caching for minimum average content access de-

lay in heterogeneous networks is studied by Dehghan et al
in [11].

The cache management problem for cellular networks has
also been approached using point process modelling of the
network node positions. Bastug et al. [3] find the outage
probability and content delivery rate for a given cache place-
ment. Furthermore, Tamoor-il-Hassan et al [28] find the op-
timal station density to achieve a given hit probability, using
uniform replication.

1.2 Contributions
This work has the following contributions to the subject

of caching at the network edge.
• It takes geometry explicitly into consideration for the

analysis of caching policies. Specifically, it investigates a
three-dimensional model (two-dimensional space and time).
In this, stations have a certain spatial distribution (mod-
elled by Point Processes) and coverage areas may overlap,
allowing for multi-coverage. Furthermore, it is a dynamic
model, where users with demands arrive over time at differ-
ent geographic locations (Sec. 3).
• It introduces (Sec. 2) a family of decentralised caching

policies, which exploit multi-coverage, called spatial multi-
LRU. Specifically, two variations of this family are studied,
namely multi-LRU-One and -All. These policies constitute
an extension of the classical single-LRU, to cases where ob-
jects can be retrieved by more than one cache. The work
investigates how to best choose the actions of update, inser-
tion and eviction of content in the multiple caches and how
this can be made beneficial for the performance.
• The hit probability of the new policies, is analysed us-

ing the Che approximation (Sec. 4). Two additional ap-
proximations made here, namely the Cache Independence
Approximation (CIA) for multi-LRU-One, and the Cache
Similarity Approximation (CSA) for multi-LRU-All, allow
to derive simple analytical formulas for the spatial dynamic
model, under IRM traffic.
• Verification for the Che-like approximations and fur-

ther comparison of the multi-LRU policies, with other ones
from the literature are provided in Sec. 5 by simulations.
The comparison considers policies both with distributed and
with centralised implementation, that use various amount of
network information. For IRM, the multi-LRU-One outper-
forms the -All variation. In Sec 5.4 the policies are evalu-
ated for traffic with temporal locality, where it is shown that
multi-LRU-All can perform better than -One.

2. CACHING AND ITS MANAGEMENT
Caching policies can profit from the availability of system

information. Such information can be related to user traffic,
node positions and coverage areas, as well as the possibility
for a BS to have knowledge over the cache content of its
neighbours. In general, the more the available information,
the higher the hit-performance, if the management policy is
adapted to it.

In general, we can group caching policies as follows.
(I) POQ (Policies with per-reQuest updates): For

these, updates of the cache content are done on a per-request
basis and depend on whether the requested object is found
or not. Information on file popularity is not available. Nei-
ther is information over the network structure. The actions
are taken locally at each node, and are triggered by the user,
in other words these policies do not require centralised im-



plementation. The LRU policies belong to this category.
- LRU: it leaves in each cache the K most recently de-

manded objects. The first position of the cache is called
Most Recently Used (MRU) and the last one Least Recently
Used (LRU). When a new demand arrives, there are two op-
tions. (a. Update) The object demanded is already in the
cache and the policy updates the object order by moving it
to the MRU position. Or, (b. Insertion) the object is not
in the cache and it is inserted as new at the MRU position,
while the object in the LRU position is evicted. In this work
we will call this policy, single-LRU.

- q-LRU: it is a variation of the single-LRU, with a differ-
ence in the insertion phase. When the object demanded is
not in the cache, it is inserted with probability q > 0. The
eviction and order updates are the same as before.

(II) POP (Policies with Popularity updates): Here,
exact information over the content popularities is available.
These are static policies, for which the content of caches is
updated in an infrequent manner, depending on the popular-
ity changes of the catalogue F . The following three belong
to this category.

- LFU: the policy statically stores in each cache the K
most popular contents from the set of all existing ones F .
LFU is known to provide optimal performance for a single
cache under the Independent Reference Model (IRM) .

The next two POP policies are solutions of optimisation
problems, that require a-priori knowledge of more system
information additional to popularity.

- Greedy Full Information (GFI): the policy is proposed
in [16]. It assumes a-priori central knowledge of all station
and user positions, their connectivity graph, and the content
popularities. Using this, it greedily fills the cache memories
of all stations, so that at each step of the iteration, insertion
of an object at a cache is the most beneficial choice for the
objective function (hit probability).

- Probabilistic Block Placement (PBP): this policy is found
in [4] and is similar to the GFI, with the difference that it
requires less system information: the coverage number prob-
ability and the content popularities. The policy randomly
assigns blocks of K contents to each cache, in a way that the
probability of finding a specific content somewhere in the
network comes from the optimal solution of a hit maximi-
sation problem. PBP has considerably lower computational
complexity compared to GFI.

2.1 Spatial multi-LRU
We propose here a novel family of distributed cache man-

agement POQ policies, that can profit from multi-coverage.
We name these spatial multi-LRU policies and are based on
the single-LRU policy presented previously. The idea is that,
since a user can check all the caches of covering BSs for the
demanded object, and download it from any one that has it
in its inventory, cache updates and object insertions can be
done in a more efficient way than just applying single-LRU
independently to all caches. The multi-LRU policies take
into account, whether a user has found the object in any
of the covering stations, and each cache adapts its action
based on this information. Most importantly, it is the user
who triggers a cache’s update/insertion action, and in this
way she/he indirectly informs each cache about the inven-
tory content of its neighbours.

We propose here variations of the multi-LRU family, that
differ in the number of inserted contents in the network,

after a missed content demand. Differences appear also in
the update phase.
•multi-LRU-One: Action is taken only in one cache out

of m. (a. Update) If the content is found in a non-empty
subset of the m caches, only one cache from the subset is
updated. (b. Insertion) If the object is not found in any
cache, it is inserted only in one. This one can be chosen as
the cache closest to the user, or a random cache, or one from
some other criterion. (In this work, we will use the choice
of the closest node, to make use of the spatial independence
of Poisson traffic).
• multi-LRU-All: Insertion action is taken in all m

caches. (a. Update) If the content is found in a non-empty
subset of the m caches, all caches from this subset are up-
dated. (b. Insertion) If the object is not found in any cache
it is inserted in all m.

We can also propose another variation based on q-LRU.
• q-multi-LRU-All: This variation differs from the multi-

LRU-All only in the insertion phase. The object is inserted
in each cache with probability q > 0.

The motivation behind the different variations of the multi-
LRU policies is the following. When a user has more than
one opportunity to be served due to multi-coverage, she/he
can benefit from a larger cache memory (the sum of memory
sizes from covering nodes. Here we assume that the user is
satisfied as long as she/he is covered, without preference over
a specific station). In this setting, the optimal insertion of
new content and update actions are not yet clear. If multi-
LRU-One is applied, a single replica of the missed content is
left down in one of the m > 1 caches, thus favouring diver-
sity among neighbouring caches. If multi-LRU-All is used,
m replicas are left down, one in each cache, thus spreading
the new content over a larger geographic area (the union
of m covering cells), at the cost of diversity. q-multi-LRU-
All is in-between the two, leaving down a smaller than m
number of replicas. A-priori, it is unclear which one will
perform better with respect to hit probability. The per-
formance largely depends on the type of incoming traffic.
For fixed object catalogue and stationary traffic, diversity
in the cache inventories can be beneficial, whereas for time-
dependent traffic with varying catalogue, performance can
be improved when many replicas of the same object are avail-
able, before its popularity perishes. In this work the main
focus will be on spatial IRM input traffic, but a short evalu-
ation of the policies under traffic with temporal locality will
also be provided.

3. NETWORK MODEL

3.1 Wireless multi-coverage
For the analysis, the positions of transmitters coincide

with the atoms from the realisation of a 2-dimensional sta-
tionary Point Process (PP), Φb = {xi}, indexed by i ∈ N+ =
{1, 2, . . .}, with intensity λb > 0 in [m−2]. In this setting,
the type of PP can be general, however we consider here:

- A homogeneous Poisson PP (PPP) Φb,P with intensity
measure E [Φb,P (A)] = λb|A|, for some area A ⊂ R2, where
|A| is the surface of A.

- A square lattice Φb,L = ηZ2 +uL, Z = {. . . ,−1, 0, 1, . . .},
whose nodes constitute a square grid with edge length η >
0, randomly translated by a vector uL that is uniformly
distributed in [0, η]2 (to make Φb,L stationary). Its intensity
is equal to λb = η−2.



There are two different planar areas (cells) associated
with each atom (BS) xi. The first one is the Voronoi cell
V(xi) ⊂ R2. Given a PP, the Voronoi tessellation divides the
plane into non-overlapping planar subsets, each one associ-
ated with a single atom. A planar point z belongs to V(xi),
if atom xi is the closest atom of the process to z. In other
words, V(xi) =

{
z ∈ R2 : |z − xi| ≤ |z − xj | , ∀xj ∈ Φ

}
.

The second one is the coverage cell Ci. Each transmitter
node xi ∈ Φb has a possibly random area Ci of wireless
coverage associated with it. When users arrive inside the
coverage cell of xi they can be served by it, by downlink
transmission. In general Ci is different from V(xi). Coverage
cells can overlap, so that a user at a random location may be
covered by multiple BSs, or may not be covered at all. The
total coverage area from all BSs with their coverage cells is
Ψ =

⋃
i∈N+
{xi + Ci} (see [2, Ch.3]).

Due to stationarity of the PP Φb, any planar location y ∈
R2 can be chosen as reference for the performance evaluation
of the wireless model. This is called the typical location
o, and for convenience we use the Cartesian origin (0, 0).
Because of the random realisation of the BS positions and
the random choice of the reference location o, the number
of BS cells covering o is also random.

The coverage number N (as in [4], [20]) is the number of
cells that covers the typical location. It is a random vari-
able (r.v.) that depends on the PP Φb and the downlink
transmission scheme. It has mass function

pm := P [N = m] , m = 0, 1, . . . ,M, (1)

where M ∈ N+ ∪ {∞}. It holds,

M∑
m=1

pm = 1. (2)

The choice of the coverage model determines the shape of
the coverage cells and consequently the values of the cov-
erage probabilities pm. In this work the choice of Ci is left
to be general. For the evaluation, specific models are con-
sidered. Special cases include: (1) the SINR Model and (2)
the SNR or Boolean Model. Both models consider the cov-
erage cell Ci of xi, as the set of planar points for which the
received signal quality from xi exceeds some threshold value
T . The motivation is that T is a predefined signal quality,
above which the user gets satisfactory Quality-of-Service.
The difference between these two is that the SINR model
refers to networks with interference (e.g. when BSs serve
on the same OFDMA frequency sub-slot), whereas the SNR
model, to networks that are noise-limited (e.g. by use of fre-
quency reuse, neighbouring stations do not operate on the
same bandwidth). For the Boolean model the Ci is a ball
B(xi, Rb) of fixed radius Rb centred at xi. It coincides with
the SNR model, when no randomness of signal fading over
the wireless channel is considered (or when an equivalence-
type argument is used to transform the analysis of networks
with random fading into equivalent ones without it, as in
[5]). A more detailed presentation of the different coverage
models can be found in appendix A.

3.2 Spatial IRM Traffic model
Each user served from the network is assumed to arrive

independently at some planar location, stay there during
service and then leave. We model the users by a homoge-
neous space-time PPP in R2 × R, Φu = {(ψi, ti)}, where

ψi takes values on the Euclidean plane, and the time ti of
arrival occurs at some point on the infinite time axis. The
PPP intensity is λu > 0 in [m−2sec−1]. Service time is con-
sidered fixed and equal to unity but it will not play any role
in the analysis. Given a planar area A, the arrival rate of
users in this area is equal to λu|A| in [sec−1]. The time
between two consecutive arrivals in A is exponentially dis-
tributed with mean (λu|A|)−1 [sec] and all users within the
area take their positions independently and uniformly.

Each user arrives with a request for a specific data ob-
ject. In this work, we follow the so-called Independent Ref-
erence Model (IRM) [13], according to which (i) the cata-
logue of available objects, denoted by F , has finite size F .
(ii) The probability aj that a user requests object cj ∈ F
(i.e. the object popularity) is constant (does not vary over
time), known, and independent of all past requests. In this
way, the sequence of generated requests in space and time
is i.i.d.. We additionally consider that all objects have the
same size, normalised to 1. Cases of unequal size will not be
treated in this work, but we can always assume that each file
can be divided into chunks of equal size, so the same analysis
can still be applied. Objects in F are ordered by popularity:
c1 is the most popular, c2 the second most popular and so
on. The popularity of cj is aj > 0, and to be consistent with
the ordering, we also have a1 ≥ a2 ≥ . . . ≥ aF . For every
popularity distribution it obviously holds,

F∑
j=1

aj = 1. (3)

Without loss of generality, we will consider (especially in
the simulations) that the distribution has a Zipf probabil-
ity mass function, although the analysis holds for general
{aj}. This is motivated by traffic measurements showing
that data-object popularity in the WWW follows a power
law [18], [24]. In such case, the probability that a user
asks for cj is equal to aj = D−1j−γ , j = 1, . . . , F . Here,
γ is the Zipf exponent, often chosen as γ < 1, so that
a1/a2 = 2γ < 2. The normalisation factor is equal to

D :=
∑F
j=1 j

−γ .
In order to incorporate the object request process in the

analysis, we relate to each atom (ψi, ti) of the user process
Φu a mark vi. Each mark vi is an independent realisation
of the random variable V (and independent of location and
time) taking as values the indices of the objects cj ∈ F , and
has distribution {aj}. In this way, we define the iid marked

PPP Φ̂u = (ψi, ti, vi) on R2 ×R×F . A consequence of the
independent marking, is that the users that request object
cj ∈ F form a homogeneous space-time PPP with intensity
ajλu [m−2sec−1], which results from an independent thin-
ning of Φu.

The way we have modelled user traffic (using IRM) ignores
temporal and/or spatial correlations in the sequence of user
requests, since it assumes independence in all dimensions.
In reality however, when an object is requested by a user,
it is more likely to be requested again at some near future
in a neighbouring location. This is called time-locality [29],
[25] and space-locality [7]. The presented PP model has
the flexibility to be adapted to such traffic behaviour. We
will not give much details about this type of traffic in this
paper (the reader is referred to the related references). Some
first simulations for the policies under study are however
provided in Sec. 5.4. Further research on this is the subject
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(b) Lattice Transmitters/Boolean Coverage

Figure 1: A realisation of the introduced model for t = 0 and a window of size 10×10 [m2]. In both subfigures,
user arrivals are modelled by a PPP with λu = 0.6 [m−2sec−1]. The users choose between two objects that have
popularities a1 = 0.65 (users with ”o”), a2 = 0.35 (users with ”x”). The typical user is shown at the Cartesian
origin (0, 0) (thicker ”o”). (a) The transmitters (squares) are modelled by a PPP with λb = 0.1 [m−2]. (b) The

transmitters (squares) are modelled by a Square Lattice PP with η = λ
−1/2
b = 1/

√
0.1 [m]. In both figures, we

assume the Boolean model for coverage, with Rb = 2η/3 [m].

Table 1: Symbols
Φb Point Process of transmission nodes {xi}

Φb,P , Φb,L Poisson and Lattice position of {xi}
Φu Point Process (Poisson) of users {(ψi, ti)}
λb intensity of transmission nodes [m−2]
λu intensity of users [m−2sec−1]
A planar area
V(xi) Voronoi cell of node xi
Ci coverage cell of node xi
Rb radius of coverage
pm probability of coverage by m nodes
F object catalogue of size F
aj popularity of object cj ∈ F
Φ̂u PPP of users marked by object {(ψi, ti, ci)}
o, uo Typical location and typical user
K size of cache memory

Ξi(t) inventory of cache on BS xi at time t

of our ongoing work.
We consider the case where a cache memory of size K ≥ 1

is installed and available on each transmitter node xi of Φb.
The memory inventory of node xi at time t is denoted by
Ξi(t) and is a (possibly varying over time) subset of F , with
number of elements not greater than K ≥ 1.

The network performance is evaluated at the typical user
uo, who - due to stationarity of the PPP - will be represen-
tative of any user of the process. We suppose that this user
appears at the Cartesian origin (0, 0), at time to = 0. In this
way, the typical user coincides with the typical location o of
the process Φb at time t = 0. The model described so far is
illustrated in Fig.1(a) for the case of Poisson placement of
transmitters Φb,P with Poisson arrivals Φu, and in Fig.1(b)
for the case of a square lattice Φb,L with Poisson arrivals Φu.

In both cases the Boolean coverage model is considered and
the typical user is shown at (0, 0) for t = 0. In this realisa-
tion, the typical user is covered by two cells in the PPP case
and by a single one in the Lattice case. We also provide the
reader with a list of symbols in Table 1.

As mentioned already, the performance measure of the
caching policies is the hit probability. We can already pro-
vide an upper bound for any POP policy (and consequently
any POQ, since these use less information). The bound re-
quires knowledge over the content popularity and coverage
number, like the PBP. (Due to stationarity of Φb, it is also
a bound for GFI). Specifically, the hit probability of a user
covered by m cells is maximised if these m inventories have
distinct entries, so that the user has the maximum choice.
The mK objects installed should be the most popular ones
from the set F . So the upper bound is equal to,

Phit ≤
M∑
m=1

pm

F∑
j=1

aj1{1≤j≤mK} =
M∑
m=1

pm

mK∑
j=1

aj . (4)

4. CHE-LIKE APPROXIMATIONS

4.1 Single cache
The mathematical analysis of LRU policies is complicated,

due to the different inter-arrival times for different content
and the update(eviction)/insertion policy. However, Che et
al provided in 2002 [8] an analysis and a simple approxima-
tion for the single-LRU cache, which results in an analytical
formula for the hit probability Phit with excellent fit to sim-
ulations. In the following, we explain in short the idea and,
after, apply it to the multi-LRU policies.

The approximation is based on the so-called characteristic
time TC . Given a cache of size K under single-LRU replace-



ment, if at time t = 0 an arrival of object cj occurs, then
this will be positioned at the MRU place, either due to a.
Update, or due to b. Insertion. This object is removed from
the cache if at least K different objects arrive, before a new
demand for object cj at time τj > 0. The reason is that,
each arrival of a new object, moves cj one position away
from the MRU and closer to the LRU. The Che approach
approximates the eviction time of an object by a determin-
istic quantity, equal for all objects to the characteristic time
TC . This is found by solving

F∑
i=1

P (τi < TC) = K (Che approximation), (5)

using a fixed point procedure, where τi is the first arrival
time of object ci, i 6= j, after t = 0. The summation in
(5) is taken over the entire F , which is also part of the ap-
proximation. It works well for a large number F of objects,
each one of which having a small portion of the popular-
ity. For IRM traffic, the inter-arrival times are exponentially
distributed, hence for an area A covered by a single cache,
P (τi < TC) = 1−e−λu|A|aiTC . The time-average probability
that an object cj is in the cache is

P (cj ∈ Ξ) = P (τj < TC)
IRM
= 1− e−λu|A|ajTC = Phit(j). (6)

The fact that, for IRM traffic P (cj ∈ Ξ) = Phit(j), is due
to the PASTA property of Poisson arrivals. Finally, the
approximation for the total hit probability is,

Phit =

F∑
j=1

ajPhit(j). (7)

4.2 General Approximation for multi-LRU
We will use the approach of Che for the single-LRU, to

derive here similar approximations of the multi-LRU cache
management policies, for the network model described in the
previous section. (To provide more intuition on this general
approach, a similar analysis for a network with only two
caches is given in appendix B).

Consider an arrival of user uo at the Cartesian origin ψo =
(0, 0), at time to = 0, who requests for object cj . This is
the typical user, who is covered by a number mo ≥ 0 of BSs,
a realisation of the r.v. No with mass function {pm}. A
common characteristic time TC is assumed for all caches of
the network, due to stationarity of all processes. We focus
on the cache of a specific xi among the mo covering BSs,
for which definitely o ∈ Ci. The probability that user uo
finds the requested content in the cache of xi, is calculated
using the following arguments: The previous user requesting
for the same object cj arrived in an area S−1 (that varies
depending on the type of multi-LRU policy) and is covered
by xi definitely (otherwise the user will not influence Ξi)
and possibly some other stations, the total number of which
is m̃ (the realisation of another r.v. N−1). Since we know
that u−1 is at least covered by one station (the xi), the
distribution of N−1 has mass function

p̃m̃ =
pm̃

1− p0
, m̃ = 1, . . . ,M. (8)

Suppose this user arrived at t−−1 ∈ |to − TC , to|, i.e. within

the characteristic time (t− is the time right before t). Then
the object is found in Ξi(t

−
o ) at t−o , if (i) either the object

was in Ξi(t
−
−1) and an update was triggered by u−1, or (ii)

the object was not cached in any of the m̃ stations and an
insertion in the inventory Ξi was triggered. If mo > 0 (oth-
erwise, the user is not covered), we write for i ∈ {1, . . . ,mo}

Phit,i(uo) = P (u−1 ∈ (S−1, |to − t−1| < TC , j)) ·

·

[
P(cj ∈ Ξi(t

−
−1)) + P(

m̃⋂
`=1

{
cj /∈ Ξ`(t

−
−1)
}

)

]
.

For IRM traffic with PASTA, P(cj ∈ Ξi(t
−
−1)) = Phit,i(u−1),

and is also independent of the time t and user position ψ,
hence we can simply write Phit,i(j). Substitution in the
above equation gives,

Phit,i(j) = P (u−1 ∈ (S−1, |to − t−1| < TC , j)) ·

·

[
Phit,i(j) +

M∑
m̃=1

pm̃
1− po

P(

m̃⋂
`=1

{cj /∈ Ξ`})

]
.

(9)

Solving the above over Phit,i(j) provides an expression for
the hit probability of object cj at the cache of node xi. To
find the characteristic time TC we solve the equation, (in the
IRM case)

F∑
j=1

Phit,i(j) = K, i ∈ {1, . . . ,mo} . (10)

Finally, the total hit probability is equal to,

Phit =

F∑
j=1

aj

M∑
mo=0

pmo

(
1− P(

mo⋂
`=1

{cj /∈ Ξ`})

)
. (11)

We note that P(
⋂0
`=1 {cj /∈ Ξ`}) = 1, for mo = 0, in which

case, the user surely misses the content.
The main difficulty when dealing with the general case,

is that the hit probability of one cache depends on the hit
probability of its neighbours and the neighbours of its neigh-
bours. This is because the coverage area of each node has
many sub-areas of multi-coverage by different BS subsets,
which makes analysis neither easy, nor exact.

4.2.1 multi-LRU-One (Che with CIA)
Only the users falling in the Voronoi cell of a node can

trigger an action of a. Update or b. Insertion at the cache
of that node as long as they are covered. Then So = S−1 =
V(xi) in (9). The coverage cell can be smaller than the
Voronoi cell, in which case, only the users falling in the in-
tersection of the two, trigger cache actions. To avoid dealing
with these special cases, we consider coverage cells which
fully cover the related Voronoi cells, that is |Ci| > |Vi|. ∀i.

There are the unknown probabilities P(
⋂m̃
`=1 {cj /∈ Ξ`})

and P(
⋂mo
`=1 {cj /∈ Ξ`}) that need to be calculated. Instead

of directly trying to find a solution, we use a Cache Indepen-
dence Approximation (CIA). Based on this, each cache per-
forms single-LRU for the users that arrive within its Voronoi
cell. The idea is that, since only the users in the Voronoi
cell change the inventory of the related cache, the influence
of the neighbouring stations’ traffic on the inventory of xi
should be small. Then in (9) we forget the rest m̃− 1 nodes
and we replace

P(

m̃⋂
`=1

{cj /∈ Ξ`}) ≈ P(cj /∈ Ξi), (CIA1). (12)



Furthermore, the independence due to the CIA, has the re-
sult that, when the user is covered by mo stations, her/his
hit probability is simply the product of hit probabilities of
all these stations. The fact that the Voronoi cells of different
stations do not overlap is further in favour of the approxi-
mation. Then, in (11)

P(

mo⋂
`=1

{cj /∈ Ξ`}) ≈ (P(cj /∈ Ξi))
mo , (CIA2). (13)

From the above, the hit probability of each object in Ξi is,

Phit,i(j) = P (u−1 ∈ (S−1 ∈ V(xi), |to − t−1| < TC , j)) ·
· [Phit,i(j) + P(cj /∈ Ξi)]

IRM
= 1− e−ajλu|V|TC , i ∈ {1, . . . ,mo} . (14)

We used the fact that for IRM Phit,i(j) = 1 − P(cj /∈ Ξi).
The characteristic time is found by solving the equation

F∑
j=1

(1− e−ajλu|V|TC ) = K. (15)

The total hit probability, based on CIA, is,

Phit =

F∑
j=1

aj

M∑
mo=0

pmo (1− P(cj /∈ Ξi)
mo)

(14)
=

F∑
j=1

aj

M∑
mo=0

pmo

(
1− e−ajλumo|V|TC

)
. (16)

Special case: For the PPP model of node positions, it is
known [2] that the average size of a Voronoi cell is equal to
|V| = λ−1

b . In the Boolean coverage model, |C| = πR2
b .

4.2.2 multi-LRU-All (Che with CSA)
In this case, users falling on any point inside the coverage

cell of xi can trigger an action of update and insertion at its
cache inventory Ξi. This means that So = S−1 = Ci, for the
hit probability expression in (9).

Again, the unknown probabilities P(
⋂m̃
`=1 {cj /∈ Ξ`}) and

P(
⋂mo
`=1 {cj /∈ Ξ`}) need to be calculated. In this case, we use

a different approximation, the Cache Similarity Approxima-
tion (CSA), which states that inventories of neighbouring
caches have the same content. This is motivated by the fact
that new content is simultaneously installed in all caches
of nodes covering a user, when the user triggers insertion.
The approximation is better, the larger the cache size K,
because for large memories it takes more time for an object
to be evicted after its insertion and similar content stays in
all inventories. Then in (9),

P(

m̃⋂
`=1

{cj /∈ Ξ`}) ≈ P({cj /∈ Ξi}), (CSA1). (17)

Interestingly, CSA1 and CIA1 give the same expression.
However, in multi-LRU-All, we do not assume independence,
but rather similarity. Then, since neighbouring caches have
the same content, the total miss probability when a set of
mo stations cover user uo is equal to the probability that
no user with the same demand arrives within the total area
of coverage during the characteristic time TC (otherwise the
content is definitely in all caches, either because of a. Update

or b. Insertion. Then, for IRM traffic,

P(

mo⋂
`=1

{cj /∈ Ξ`}) ≈ e−ajλu|Amo |TC , (CSA2). (18)

In the above, the total area of coverage from the mo stations
is denoted by Amo and its surface is equal to,

|Amo | =

∣∣∣∣∣
mo⋃
`=1

Ci

∣∣∣∣∣ , mo = 0, . . . ,M. (19)

It holds |A0| = 0, for mo = 0. For the Boolean model |A1| =
|C1| = πR2

b , while the surface of Amo is a superposition of
mo overlapping discs with equal radius Rb.

The hit probability of each object in Ξi is found by using
CSA in (9), and we get

Phit,i(j) = P (u−1 ∈ (S−1 ∈ Ci, |to − t−1| < TC , j)) ·
· [Phit,i(j) + P({cj /∈ Ξi})]

IRM
= 1− e−ajλu|C|TC . (20)

We used the fact that for IRM Phit,i(j) = 1 − P(cj /∈ Ξi).
For the characteristic time, we solve the equation

F∑
j=1

(1− e−ajλu|C|TC ) = K. (21)

The total hit probability, based on CSA, is

Phit
(18)
=

F∑
j=1

aj

M∑
mo=0

pmo

(
1− e−ajλu|Amo |TC

)
. (22)

The only difficulty in calculating the approximate hit prob-
ability for multi-LRU-All with the above formulas, is to ob-
tain exact values for the total surface |Amo |.

(We refer, again, the reader to appendix B for the two-
cache network example.)

5. SIMULATION AND COMPARISON
We have performed extended simulations in order to ver-

ify the Che-like approximations and also to evaluate and
compare the proposed multi-LRU policies with other ones
from the literature. The comparison is based on the hit-
probability performance measure and assumes IRM traffic,
except in Sec. 5.4 where traffic with temporal locality is
studied.

5.1 Simulation setup
BSs are placed within a rectangular window of size A ×

B = 12 × 12 [km2]. After choosing the BS intensity λb =
0.5 [km−2], their positions are chosen based on the type of
network we want to analyse (PPP or Lattice). For PPP, a
Poisson number of stations is simulated in each realisation
and their positions are set uniformly inside the window. In
the case of a Lattice network, the stations are put on a
square grid with distance η = 1/

√
λb = 1.4142 [km] from

each other. In both types of networks, the average Voronoi
size |V| = λ−1

b (see [2]).
We evaluate a Boolean coverage model so that every sta-

tion covers a disc of radius Rb ∈ [0.5, 3] [km] with sur-
face |C| = πR2

b . The larger the radius the more the multi-
coverage effects. The magnitude of coverage overlap can be
described by the expected number of BSs covering a planar



point, NBS = E[Number of covering stations] =
M∑
m=1

mpm,

where the pm are the coverage number probabilities for m
stations, whose values depend on the node placement and
coverage model (PPP or Lattice). The maximum number
of covering stations is chosen M = 50. For the Boolean
PPP case, the probabilities {pm} correspond to a Poisson
r.v. with parameter ν := λbπR

2
b (see (24)). For the Boolean

Lattice case, these are found by Monte Carlo simulations.
Given the intensity, λb = 0.5, there is a mapping from the
Boolean radius Rb to the number NBS , some values of which
are given in Table 2.

Table 2: Rb to NBS mapping for Boolean PPP and
Lattice (λb = 0.5 km−2).

Radius (Rb) [km] PPP (NBS) Lattice (NBS)

0.8 1 1.06
1.13 2 2.12
1.38 3 3.22
1.60 4 4.21
1.78 5 5.32
1.95 6 6.42
2.11 7 7.43
2.26 8 8.44

Following the spatial IRM traffic model for the request
arrivals, we consider a homogeneous space-time PPP with
intensity λu = 0.023 [m−2sec−1], which is approximately
equal to 80 [m−2/hour−1] requests - a reasonable value for
a busy corner in a city. Based on the model, the expected
number of requests within the entire window A × B in a
time interval of Ts = 1 [month] (30 days) is equal to λTS =
λuABTs = 0.023 · 122 · 30 · 24 · 3600 = 8.622 · 106. For each
realisation of a BS deployment we produce a number of total
requests from a Poisson distribution with parameter λTS .
These requests are uniformly positioned within the interval
[0, Ts]. Each request is given two marks. The first one is
its location on the window. The location marks are i.i.d.
vectors having entries the (x, y) coordinates of the request,
where the latter are chosen uniformly within the interval
[0, A] and [0, B], respectively.

The second mark of each request is the content demand
taken from a catalogue of size F = 10, 000 objects. The
popularities of these objects follow a Zipf distribution with
parameter γ = 0.78 (unless otherwise stated). A cache mem-
ory of capacity K objects is considered available on each BS.
The size K is defined as a proportion of the catalogue size,
i.e. K = αF . In the evaluation/simulations α can take val-
ues 0.01, 0.02 or 0.05. This means that 1%, 2% or 5% of the
catalogue size can be cached in the memory of each BS. The
α parameter is called the Memory-to-Catalogue-size Ratio.

When a user is covered by a station with the requested
content in memory, the demand is considered a hit. At the
end of the simulation of a large number of realisations for
the BS and request point processes (this number chosen over
10,000) the total hit probability is approximated by the fre-
quency of hits (number of hits over number of requests).

Obviously, the window size plays an important role, due to
edge effects. For requests near the edges, there could be BSs
outside the simulation window that would provide coverage,
but due to the finiteness, their influence is omitted. To
diminish this effect, which results in reduced hit probability,

stations are added in an outer rectangular window (A+Rb)×
(B + Rb), while users are considered to arrive only within
the original main window.

5.2 Verification of the approximations
To verify the validity of the proposed approximations, we

compare the results of the general model in the previous
section with the hit probability from simulations, for the
Boolean PPP case. For the memory size K, we consider two
cases, (a) α = 0.05 ⇒ K = 0.05F , hence K = 500 objects,
and (b) α = 0.2⇒ K = 0.2F , hence K = 2000 objects.
•multi-LRU-One: The total hit probability is evaluated

numerically using (16). The characteristic time per cache is
found by solving (15) by a fixed point method, where the
individual hit probability of each object is given in (14).
To guarantee that |C| > |V|, we need that πR2

b > λ−1
b ⇒

Rb > (πλb)
−1/2 = 0.4. Since Rb > 0.6 in the evaluation,

the condition should be satisfied. The comparison between
approximate hit probability and simulations are shown in
Fig. 2(a). The curves exhibit a very good match. The eval-
uation shows that the independence approximation (CIA)
works very well in this general model with PPs.
• multi-LRU-All: The total hit probability is evaluated

numerically using (22). The characteristic time per cache is
found by solving (21) using a fixed point method, where the
individual hit probability of each object is given in (20).

We provide a method to estimate the surfaces |Amo |, mo =
1, . . . ,M for the Boolean/PPP case: A user uo has a distance
Rd,i from each one of the mo nodes xi that cover her/him.
These distances are realisations of a random variable, whose
expected value can be found equal to E[Rd] = 2Rb/3, i.e.
the user lies in expectation at 2Rb/3 away from the center
of each covering disc. Then we have:

1) The coverage cell size (for the Boolean model) is the
disc surface, equal to |A1| = |C| = πR2

b .
2) When M → ∞, a disc having center the user uo and

radius RM = Rb + E[Rd] = 5Rb/3 is (due to randomness of
node positions) fully covered. So |AM | = |C|(5/3)2.

3) For intermediate cases 1 < mo < M , the surface should
be somewhere between the two extremes, and obviously the
surface |Amo | should be monotone increasing with mo. We
also expect that for low mo, the total area |AM | will be filling
fast, whereas for larger ones, the change in surface should
be small. For this we can use a function with exponential
decrease for large mo, such as

|Amo | = |AM |(1− e
−moρ), ρ = − ln(1− A1

AM
). (23)

The comparison between approximate hit probability and
simulations are shown in Fig. 2(b). The approximation and
simulation curves seem to closely follow one another. For
large values of the radius, the approximation curves seem
to diverge from the simulations. This should be less a fail-
ure of the CSA approximation (which has been shown to
be accurate for the two-cache network in appendix B), but
more possibly a failure of the above method to approximate
the surfaces |Amo |. More accurate values of |Amo | should
exhibit a better fit.

5.3 Comparison of policies

5.3.1 Hit Probability versus Coverage Number
In Fig. 3, 4 and 5 we evaluate the hit probabilities of

the proposed multi-LRU policies over the expected number
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Figure 2: Verification of the Che-Like approximations for the two multi-LRU policies.

of covering stations. In the simulations the radius of the
Boolean model is increased from Rb = 0.6 to 2.25. The
radius is mapped to the expected coverage number, as in
Table 2. In Fig. 3 transmission nodes are positions as a PPP,
while in Fig. 4, 5 on a Lattice. We compare the multi-LRU-
One/All performance to different existing policies mentioned
in this paper, like LFU, single-LRU, PBP and GFI, as well
as the upper bound given in (4). The parameter α is chosen
equal to 1% in Fig. 3, 4 and 5% in Fig. 5.

As a reminder, the single-LRU policy is not influenced by
multi-coverage. Each user can contact a single station, the
one closest to the user. If the user request is cached in this
memory, then there is a hit, otherwise the object is fetched
from the core network and inserted to the station’s cache.

From the three figures very interesting conclusions about
the policies can be derived:

(i) Even for small values of coverage overlap (expected
coverage number) a considerable increase in hit probability
is achieved by using the multi-LRU policies, compared to the
single-LRU. For example, when NBS = 2, the multi-LRU-
One is 42% (relative gain) above the single-LRU for Lattice
placement and 35% for PPP placement. A further increase
of NBS makes the gain even more apparent. For NBS = 3
the relative gains are 70% and 60%, respectively.

(ii) For every value of NBS the multi-LRU-One policy
performs better that the multi-LRU-All, in all three figures.
This is because the same object is inserted in all memories
of stations covering a user, and thus adjacent stations have
similar content repositories (CSA). Consequently, a request
falling in areas of overlap profits less by the diversity of
content from the multiple stations that can cover her/him
and the hit-performance is reduced. Although multi-LRU
does not optimally leave copies in memories of neighbouring
stations, it does perform much better that other policies that
do not consider at all multi-coverage, like the single-LRU.

(iii) From both figures, the difference between POP and
POQ policies is evident. In the first group we find the
POP policies {LFU, PBP, GFI}, while in the other one
the POQ {multi-LRU-One/All, simple LRU}. POP poli-

cies have greater performance by exploiting the ”expensive”
information of known object popularity, and also the IRM
assumption that this is constant over time. In a realistic en-
vironment however, where traffic patterns change over time,
such policies will demand regular updates and are approx-
imative, because they depend on the validity of the esti-
mation over the popularity values. On the other hand,
the multi-LRU policies introduced here do not depend on
such information. (We currently work on the performance
of the multi-LRU policies when traffic exhibits temporal lo-
cality). A related interesting remark is that, as the α ratio
(memory-to-catalogue) increases, the difference between the
two groups’ performance decreases. This can be observed
by comparing Fig. 5 to Fig. 4 (Lattice).

(iv) For NBS close to 1, a user can connect to at most one
station, and the performance of multi-LRU-One/All, and
single-LRU coincide. The same applies for the group LFU,
PBP and GFI. For NBS ≈ 1 these last three policies tend
to cache the K most popular objects in each station (LFU is
doing this exactly). Hence, when a user connects to a single
station then she/he gets the maximum hit probability and
the upper bound also coincides.

(v) It is obvious that the two standard policies single-LRU
and LFU exhibit constant performance as the multi coverage
event increases, because the memory of each station is up-
dated independently of the others and a user can be served
by at most one station. A small increase of hit probability
is observed for small NBS , because for small coverage ra-
dius, areas of no coverage exist, so that the hit probability
appears reduced.

(vi) GFI performs best among all policies, and its perfor-
mance is very close to the upper bound. The latter is an
indication that the upper bound is fairly tight. The good
performance of the GFI comes at the cost of both a very
high computational complexity for the memory allocations,
as well as a considerable amount of information availabil-
ity. In general, GFI is a centralised solution that requires
complete knowledge over the transmission node and user po-
sitions, and over the popularity distribution. Thus, it is rea-
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Figure 5: Hit Performance Lattice/Boolean, α = 5%.

sonable to surpass PBP, which uses less information (only
the coverage number distribution) and less computational
complexity to find the optimal memory allocations.

(vii) For all policies, the performance is higher in the Lat-
tice case compared to the PPP placement. The reason is due
to the random placement of the PPP which can often leave
areas uncovered, or covered by a number of stations smaller
than the expected one. When a user demands for unpopular
objects, there are less chances that these will be hit in the
PPP case than in the Lattice one, due to the randomness in
BS placement.

5.3.2 q-LRU
Fig. 6 plots the hit probability of q-multi-LRU-All policies

for various values of q ∈ (0, 1]. As in the previous figures,
γ = 0.78, F = 10, 000, λb = 0.5 and stations are modelled
by PPP and have memory K = 100.

When q = 1 = 100%, q-multi-LRU-All performs identi-
cally to the multi-LRU-All policy. As q increases, the perfor-
mance of q-multi-LRU-All monotonically decreases to that
of multi-LRU-All. From a previous remark for the compari-
son between multi-LRU-All and multi-LRU-One, we remind
the reader that caching an object in as few as possible sta-
tions prevents adjacent stations - with overlapping coverage
areas - from having large similarities between their content
repository. For IRM traffic, the strategy of inserting differ-
ent content in neighbouring stations with common coverage
areas increases the hit probability. Consequently, as q de-
creases, the performance of q-multi-LRU-All improves, but
at the same time memories insert new content more rarely.
In this sense, the good performance of q-multi-LRU-All with
small q exploits the IRM characteristic of stationary traffic,
and will converge to good performance after a long tran-
sient period, which is often not possible for realistic traffic
that exhibits faster variations in popularity and catalogue
content.

5.3.3 Zipf parameter γ
To evaluate the impact of the Zipf parameter γ we provide

plots for the hit probability versus this parameter in Fig. 7.
Letting γ increase results in a popularity distribution where
a small number of objects is considerably more popular than
the rest of the catalogue. Eventually, hit probability will
increase for both multi-LRU policies, because due to the
Update phase, popular objects tend to be kept cached in
memory once inserted. Furthermore, the relative difference
Phit(multi−LRU−One)−Phit(multi−LRU−All)

Phit(multi−LRU−All) decreases as γ in-

creases. This happens because for increasing γ unpopular
objects have less influence on the hit probability. Conse-
quently clever geographic placement plays less of a role to
get high performance, as long as every user can find the most
popular objects cached in a nearby station.

5.3.4 Memory-to-Catalogue-size ratio α

Fig. 8 illustrates the behaviour of the three policies {multi-
LRU-One, multi-LRU-All, PBP} when varying the Memory-
to-Catalogue-size ratio α (here a larger size catalogue of
F = 20, 000 is used, in order to evaluate for very small values
of the α = K/F ratio). From the plots the hit probability
performance is shown to increase when the ratio α increases,
and tends to 100% as the ratio tends to 1. Furthermore, the
need for smart memory allocations is less important for large
values of the ratio α = K/F because the sum popularity of
files left outside the caches is not considerable. Thus, we
reasonably see in the figure, that different policies tend to
have the same performance for larger values of the ratio α.
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5.4 Traffic with temporal locality
The evaluation up to this point has been restricted to IRM

user (request) traffic. It can be observed in the simulation
figures that the multi-LRU-One performs better than the
multi-LRU-All. This is because comparison is made under
the IRM, which is stationary, so, by letting the simulations
run for a long time period, the performance of the multi-
LRU-One can converge to high hit probabilities. This how-
ever is not true for traffic that exhibits temporal locality.
Such traffic considers a finite lifespan per object, so that
after a random time interval of finite expected value, the
object ceases to interest users, whereas during its lifespan,
its popularity may vary. Models for this type have already
been proposed in [29, 25].

Based on these, we simulate a finite rectangular area with
20 stations on a lattice. The coverage model is Boolean,
and the radius is allowed to vary as before. Each station is
equipped with memory of capacity K = 600 objects. A time
period T = 30 [months] is considered, where new objects
appear with a rate λobj = 240[objects/day ]. Each object
j has a lifespan τj from a random distribution, with aver-
age lifespan τ̄ = E[τ ] = 100 days. Requests for all objects
appear with a total rate of λu = 4000 [requests/day ] and
are placed uniformly inside the simulated area. The average
popularity per object is computed as P̄ = λu/λobj ≈ 16.7
[requests/object ]. The evaluation of the two multi-LRU ver-
sions and the single-LRU is shown in Fig. 9.
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From the figure, it can be observed that the multi-LRU-All
has a higher performance than the multi-LRU-One, until an
average coverage number around six stations, which is fairly
large. The reason for such change of behaviour compared to
the IRM, is due to the temporal locality. An object can be
hit only during its finite lifespan, so an increased number of
its replicas in the network (as in the multi-LRU-All case),
increases the chances to be hit before extinction. Although
more replicas give less choice to a user covered by more than
one station, they do bring in this case a better result.

After a certain value of NBS , the multi-LRU-All performs
poorer compared to -One, because of the finite memory and
the fact that a single object is made available to more caches
than necessary. Hence there is a limit up to which multi-
LRU-All is preferable, because the memories should offer a
sufficient amount of content diversity to the users.



6. CONCLUSIONS
In this work a novel family of spatial multi-LRU policies is

introduced, which exploit multi-coverage events of wireless
networks to increase the hit probability. Two main vari-
ations are investigated, the multi-LRU-One and the -All.
Che-like approximations give results close to simulation val-
ues. The multi-LRU-One provides higher object diversity in
neighbouring caches and performs better under IRM traffic.
The multi-LRU-All instead, lets objects quickly spread geo-
graphically and makes them immediately available to many
users. This variation is profitable for traffic with temporal
locality. Hence, depending on the incoming traffic either pol-
icy can be recommended. Future work should explain more
clearly how the performance of these policies is affected by
the spatial and temporal locality characteristics of traffic.
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APPENDIX
A. COVERAGE MODELS

1) SINR Model : The quality of coverage at a planar point
y ∈ R2 served by node xi ∈ Φb, is described by the Signal-
to-Interference-Noise-Ratio, SINR(y, xi). Coverage at y de-
pends on node xi’s power P [Watt], the characteristics of the
wireless channel such as fading and shadowing described by
the random variable Si, noise power W [Watt] at the receiver
y, as well as the total interference at y, written as a sum of re-
ceived signals from all atoms, I(y) =

∑
xi∈Φb

Si/`(d(y, xi)).

Here, d(y, xi) is the Euclidean distance between receiver and
transmitter. The path-loss function can take (among oth-
ers) the expression `(d(y, xi)) = (Bd(y, xi))

β , with constants
B > 0, β > 2. We define,

SINR(y, xi) :=
Si/`(d(y, xi))

W/P + I − Si/`(d(y, xi))
.

The coverage cell of xi is the set of all locations y, such that
the SINR(y, xi) exceeds a predefined threshold T > 0,

CSINR
i (T ) =

{
y ∈ R2 : SINR(y, xi) > T

}
.

(For the typical location at (0, 0), we omit o and write
SINR(xi) := SINR(o, xi). Furthermore, we can substitute
the radial distance of xi from the origin, d(o, xi) = ri.)

The coverage number indicates how many distinct cells
cover the typical location simultaneously, and is the r.v.

N SINR(T ) =
∑
xi∈Φb

1[SINR(xi) > T ].

For general shadowing conditions, the authors in [20] have
calculated exactly the probabilities

pSINR
m (T ) := P

[
N SINR(T ) = m

]
, ∀m.

2) SNR and Boolean Model : In the noise-limited case, in-
terference is omitted, because its power is considered unim-
portant compared to noise. The expression in (24) then
simplifies to the SNR case,

SNR(y, xi) :=
Si/`(d(y, xi))

W/P
.

Without channel variations Si = 1, the SNR coverage cell re-
duces to a disc of center xi and radius Rb(T ) := T−1/βB̃−1,

where B̃ = W 1/βB. This is formally written as

CBi (T ) =
{
y ∈ R2 : d(y, xi) < Rb(T )

}
.

The coverage number is given, similarly to (24), by

NB(T ) =
∑
i∈N+

1[ri < Rb(T )].

From [2, Lemma 3.1] (or [17, Th. 13.5]) we know for
the Boolean model that NB(T ) is Poisson distributed with

parameter ν(T ) := λbπRb(T )2 = λbπT
−2/βW−2/βB−2, so,

pBm(T ) =
ν(T )m

m!
e−ν(T ), ∀m. (24)

B. MULTI-LRU: TWO-CACHE NETWORK
To understand how the Che-like approximations work for

the multi-LRU policies, we analyse the simple network of
two nodes xi, i ∈ {1, 2}, each one equipped with a cache of

size K. Each node covers an entire area A ⊂ R2, so that all
planar points are covered by both nodes. The total area is
divided in two Voronoi cells V(xi). To simplify further, we
assume equal-sized Voronoi cells |V(x1)| = |V(x1)| = |V|.

We apply the analysis of Section 4.2 to this network model.
Specifically, the formula for the hit probability of an object
cj at cache Ξi in (9), takes the expression (for i = {1, 2}),

Phit,i (j)
IRM
= P (u−1 ∈ (S−1, |to − t−1| < TC , j)) ·

· [Phit,i (j) + P (cj /∈ Ξ1 ∩ cj /∈ Ξ2)] .(25)

Solving the above over Phit,i (j) gives an expression for the
hit probability of object cj at cache Ξi. The characteristic
time TC is found by solving the equation (10),

F∑
j=1

Phit,i (j) = K, i = {1, 2}. (26)

Finally, the total hit probability (11) takes both caches into
account, and is equal to

Phit =

F∑
j=1

aj (1− P (cj /∈ Ξ1 ∩ cj /∈ Ξ2)) . (27)

• multi-LRU-One: In this case, So = S−1 = V(xi), in
(25). Table 3 gives all pairs of inventory states that a user
uo arriving at t−o sees, when the previous user u−1 asking for
the same content arrived in cell (say) ψ−1 ∈ V(x1) at some
time t−−1, such that |to − t−1| ≤ TC . We denote by logical 1
the fact that the object is in the cache and by 0 otherwise.
From the table it is clear that user u−1 does not take any
action on cache Ξ2, this is why, when 1

[
cj ∈ Ξ2(t−−1)

]
= 1,

we cannot know whether the content will remain in the cache
till t−o , so we write 1

[
cj ∈ Ξ2(t−o )

]
∈ {0, 1}.

Table 3: multi-LRU-One: States at t−−1 and t−o
Ξ1(t−−1) Ξ2(t−−1) Ξ1(t−o ) Ξ2(t−o )

0 0 → 1 0 insert 1
0 1 → 0 {0, 1} no update
1 0 → 1 0 update 1
1 1 → 1 {0, 1} update 1

There is the unknown probability P (cj 6= Ξ1 ∩ cj 6= Ξ2) =
1 − P (cj ∈ Ξ1 ∪ cj ∈ Ξ2). For multi-LRU-One, we observe
that an insertion of an object is triggered when its request
arrives but does not find the object inside any of the two
caches. However, the insertion is done only in the closest
cache and stays there for time TC . During this time, the
same object cannot be inserted in the other cache, hence,
{cj ∈ Ξ1} and {cj ∈ Ξ2} are mutually exclusive events. Then,

P (cj /∈ Ξ1, cj /∈ Ξ2) = 1− P (cj ∈ Ξ1 ∪ cj ∈ Ξ2)

= 1− 2Phit,1(j), (28)

where the last equality is due to the symmetry of our model
and the IRM traffic. However, in more general cases of node
placement and coverage, content exclusivity is not true, be-
cause only a small area of the coverage cell will overlap with
one neighbour. Users in other areas of the cell will be cov-
ered by other neighbours that can trigger the insertion of
the same object, anyway. Hence, this result is not of much
use for the PP coverage models. For this reason we want to
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Figure 10: Che approximation for (a) multi-LRU-One and (b) multi-LRU-All in the two-cache network. Hit
probability versus memory-to-catalogue size ratio a = K/F , F = 10, 000 objects, for different Zipf parameter γ.

evaluate how the CIA approximation applies here. For the
two-cache model, this means for Ξ1 (or Ξ2),

P (cj /∈ Ξ1 ∩ cj /∈ Ξ2) = 1− Phit,1(j), (CIA1). (29)

We can then replace in (25) and (26) to get (for i ∈ {1, 2})

Phit,i(j) = 1− e−ajλu|V|TC , (30)

F∑
j=1

Phit,i(j) =

F∑
j=1

(
1− e−ajλu|V|TC

)
= K. (31)

For the total Phit probability, we should appropriately adapt
the form in (27) to the CIA2 approximation,

Phit =

F∑
j=1

aj
(
1− (P (cj /∈ Ξ1))2)

=

F∑
j=1

aj(1− e−ajλu2|V|TC ), (32)

and the area 2|V| = |A| is equal to the total coverage cell.
• multi-LRU-All: In this case, S−1 = So = A in (25) ,

for the hit probability of node i.
To calculate the unknown probability P (cj /∈ Ξ1 ∩ cj /∈ Ξ2)

we argue as follows. In the case of multi-LRU-All, an object
cannot be inserted in cache 1 if not inserted also in cache
2 and the other way round. Based on the Che approxima-
tion, once the object is inserted it stays TC amount of time,
before removed from each cache. Hence, the existence of an
object in one cache implies the existence of the same object
in the other. So, due to the model’s symmetry

P (cj /∈ Ξ1 ∩ cj /∈ Ξ2) = 1− P (cj ∈ Ξ1 ∪ cj ∈ Ξ2)

= 1− Phit,1(j). (33)

This is simply the Cache Similarity Approximation (CSA),
which for the two-cache network is exact! Then (25) gives,

Phit,i(j) = 1− e−ajλu|A|TC . (34)

To find the characteristic time, we need to solve (26),

F∑
j=1

Phit,i(j) =

F∑
j=1

(
1− e−ajλu|A|TC

)
= K. (35)

The total hit probability is equal to,

Phit =

F∑
j=1

aj (1− P (cj /∈ Ξ1, cj /∈ Ξ2))

(34)
=

F∑
j=1

aj(1− e−ajλu|A|TC ). (36)

An alternative way to calculate P (cj /∈ Ξ1(to), cj /∈ Ξ2(to))
is the following. A user uo finds the two caches without ob-
ject cj , if the previous user u−1 (at say S−1 = V(x1)) with
the same demand, arrived either (i) at t−−1 : |to − t−1| >
TC , so that whatever the state of the two caches Ξ1(t−−1),

Ξ2(t−−1), the object cj is eventually removed, since more than
TC elapsed till to, or (ii) at |to − t−1| ≤ TC . In the second
case all possible change of states for the two caches is shown
in Table 4. From this, we note that, the object will always
be found in at least one of the two caches at to, so that the
time difference can not be smaller than TC . Hence,

P (cj /∈ Ξ1(to), cj /∈ Ξ2(to))
IRM
= e−ajλu|A|TC . (37)

The expressions in (37) and (34) are the same.

Table 4: multi-LRU-All: States at t−−1 and t−o
Ξ1(t−−1) Ξ2(t−−1) Ξ1(t−o ) Ξ2(t−o )

0 0 → 1 1 insert both
0 1 → 0 1 update 2
1 0 → 1 0 update 1
1 1 → 1 1 update both

The accuracy of the approximations in the two-cache net-
work is shown in Fig.10. The Che-CIA approximation for
multi-LRU-One - although not accurate - performs reason-
ably well in the two-cache network. The Che-CSA approxi-
mation for the multi-LRU-All, is exact.


