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Highlights

– A flow model, valid for both cavitating and boiling flows is presented.

– The model is hyperbolic and conservative.

– It enables the capture of interfaces with phase transition.

– There are no restrictions regarding flow speed and density jumps at

interfaces.

– Computational examples and validation against experimental data are

given.
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Abstract

A flow model is derived for the numerical simulation of multi-phase flows

with phase transition. The model arises from the classical multi-component

Euler equations, but is associated to a non-classical thermodynamic closure:

each phase is compressible and evolves in its own subvolume, with phases

sharing common pressure, velocity and temperature, leading to non-trivial

thermodynamic relations for the mixture. Phase transition is made possible

through the introduction of Gibbs free energy relaxation terms in the equa-

tions. Capillary effects and heat conduction – essential in boiling flows – are

introduced as well.

The resulting multi-phase flow model is hyperbolic, valid for arbitrary

density jumps at interfaces as well as arbitrary flow speeds. Its capabilities

are illustrated successively through examples of nozzle induced cavitation, a

high-speed evaporating liquid jet, and heated wall induced boiling.

Keywords: multiphase flows, interfaces, hyperbolic systems, relaxation,

phase transition.
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1. Introduction

Cavitating, boiling and evaporating are three phenomena that involve

phase transition in multiphase flows. They appear in countless engineering

applications: steam generators, marine propellers, liquid fuel combustion,

etc. Yet, modelling these phenomena remains an unsettled problem.

Cavitation in a liquid is a phase change phenomenon created by a pres-

sure drop driven by (fast) acoustic waves, generating - as its name suggests

- gas cavities. When pressure becomes lower that the saturation one at the

local temperature, phase change appears as the liquid internal energy or tem-

perature is greater than the saturated one: the liquid is overheated. Indeed,

during a pressure drop, the liquid temperature varies weakly and at low pres-

sure it becomes hot compared to the saturation temperature, this one being

strongly dependant of pressure.

Boiling is yet another phase transition phenomenon created by heat de-

position in a liquid, most times by heat conduction from a hot wall. The

heating increases the liquid temperature and when it becomes greater than

the saturation temperature at local pressure (most times uniform in the do-

main) phase change appears. Therefore, unlike cavitation, this process is

governed by (slow) heat conduction.

In both instances, the liquid is overheated due to a departure from the

saturation conditions, whether it comes from a pressure drop (cavitation)

or from a temperature rise (boiling). Consequently, phase change occurs,

provided that some impurities (nucleation sites) are present. In industrial and

natural fluids impurities are always present in large enough concentrations
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(solute gases, trapped bubbles in wall roughness etc.).

Evaporation differs from boiling in that the liquid is not necessarily at its

boiling temperature, but phase transition occurs nonetheless at its surface

because of heat and mass fluxes at the liquid/gas interface. At the interface,

local thermodynamic equilibrium implies the presence of liquid vapor in the

gas mixture, with a partial pressure equal to the saturating pressure at the

interface temperature.

To summarize, all of these processes occur due to a local balancing of

Gibbs free energies between the liquid, and the vapor or gas mixture. Cav-

itation is oftentimes assumed to be isothermal, with severe pressure gradi-

ents, whereas boiling and evaporation are roughly isobaric, with important

temperature gradients (Sinibaldi et al. 2006, d’Agostino and Salvetti 2008,

Goncalves and Patella 2009). Although they have different characteristic

times, as pressure gradients are associated to acoustic waves (fast), and tem-

perature gradients to heat conduction (slow), cavitation, boiling and evapo-

ration are driven by phase transition and may therefore be modelled by the

same approach.

However, in the literature, cavitation, boiling and evaporating flows are

considered through very different approaches. Most cavitation models con-

sider liquid and two-phase mixture evolving at uniform temperature (Coutier-

Delgosha et al. 2003, Barre et al. 2009). In these formulations the flow model

is barotropic and the energy conservation principle as well as the second law

of thermodynamics are omitted. In these models, the EOS is built to mimic

some behaviour of two-phase mixtures, such as the mixture sound speed that

evolves non-monotonically with respect to the volume fraction. Other cavi-
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tation models consider non-isothermal governed by three and four equations

models, namely “Homogeneous Equilibrium Models” (HEM) and “Homoge-

neous Relaxation Model” (HRM), as in Downar-Zapolski et al. (1996) and

Barret et al. (2002).

Boiling flows are considered by different approaches, most of them being

based on Cahn and Hilliard (1958) approach of capillary fluids. Here the en-

ergy equation is considered as the importance of energetic effects are obvious.

Contrarily to cavitation models, sound propagation is wrongly considered, as

the square sound speed may become negative in the phase change domain

(Menikoff and Plohr 1989). Indeed, the EOS is of cubic-type (van der Waals

for example), with undefined sound speed in specific thermodynamic domain.

Many other restrictions appear with the Cahn-Hilliard second gradient the-

ory, such as for example the need to enlarge interfaces to make possible prac-

tical computations (Jamet et al. 2001). Fundamental issues also arise, such

as shock wave existence in these media. The two most popular approaches

for cavitating and boiling flows have consequently obvious limitations and

restrictions.

In the present work a unified approach is provided and its ability to

model and compute cavitating, boiling and evaporating flows is shown with

computational examples. Most of the scientific material results of former

investigations by Saurel et al. (2008), Le Martelot et al. (2013, 2014). The

flow model is a hyperbolic system of partial differential equations with Gibbs

free energy relaxation. The thermodynamic closure is built without ambi-

guity and results in a mixture EOS valid in pure liquid, pure vapour and

two-phase mixture. The presence of non-condensable phase may be consid-
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ered as well. The sound speed is defined in all space of variables. Non-linear

waves, such as shocks have a clear definition too. Last, the formulation is

valid for any flow speed and any fluid density ratio at interfaces.

2. Basic flow model specification

The flow model has to deal with:

a) Liquid and gas compressibility: liquid compressibility consideration

is mandatory in cavitating flows and gas compressibility must be ad-

dressed in most situations of flows with phase change.

b) Pure liquid and pure gas dynamics as well as interfaces motions.

c) Mass exchange in mixtures and at interfaces, for both evaporation and

condensation.

d) Heat conduction, important in boiling flows.

e) Capillary effects, important in boiling flows as well.

Obviously the flow model has to be in agreement with the basic principles

of physics such as mass, momentum and energy conservation, second law of

thermodynamics, frame invariance and thermodynamic consistency (convex-

ity of the EOS and sound speed existence) resulting in hyperbolicity. In the

basic flow model version we address items a) and b) that are the most chal-

lenging. The model we address considers mixtures and material interfaces

in:

– velocity and pressure equilibrium (mechanical equilibrium),

– temperature equilibrium (thermal equilibrium).
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This set of constraints is obviously valid in pure phases. In two-phase mix-

tures it assumes that velocity slip is absent and that the mixing is fine enough

to reach temperature equilibrium. It means that the two-phase mixture is

made of small drops, small bubbles or foams. Experimental observations of

cavitating and flashing flows near macroscopic interfaces support these as-

sumptions (Simoes-Moreira and Shepherd 1999). From these assumptions it

is possible to reduce non-equilibrium two-phase flow models to mechanical

and thermal equilibrium one. Such reduction method is addressed in Kapila

et al. (2001), Murrone and Guillard (2005), Saurel et al. (2008), Lund (2012),

Le Martelot et al. (2014) to cite a few. It results in the following system of

partial differential equations:

∂(αρ)1
∂t

+ div
(

(αρ)1u
)

= 0, or alternatively
∂ρ

∂t
+ div(ρu) = 0

∂(αρ)2
∂t

+ div
(

(αρ)2u
)

= 0
∂ρY1

∂t
+ div(ρY1u)= 0

∂ρu

∂t
+ div

(

ρu⊗ u+ pI
)

= 0

∂ρE

∂t
+ div ((ρE + p)u) = 0 (1)

Where αk, Yk, ρk (k=1,2) denote respectively the volume fraction, the

mass fraction and the material density. ρ represents the mixture density

(ρ = α1ρ1 + α2ρ2), u represents the centre of mass velocity, p denotes the

pressure and E the mixture total energy (E = e+u2/2). The mixture internal

energy is defined as e = Y1e1 + Y2e2.

System 1 is clearly reminiscent of the reactive (or multi-component) Euler

equations widely used in chemically reacting flows. However, the thermody-

namic closure departs significantly of the one used in gas mixtures. Indeed,
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in the present context it results from the following algebraic system:







































T1 = T2 = T,

e = Y1e1(T, p) + Y2e2(T, p),

p1 = p2 = p,

α1 + α2 = 1 or alternatively, Y1v1(T, p) + Y2v2(T, p) = v

(2)

In this algebraic system, the phases are in pressure equilibrium and each one

occupies its own sub-volume or volume fraction αk . System 2 corresponds

to a non-linear system of two equations with the two unknowns T and p.

To determine its explicit solution, EOS for the phases have to be provided.

This is addressed in the forthcoming section. This thermodynamic closure

differs significantly from that of ideal gas mixtures. In ideal mixtures each

fluid occupies the entire volume, this assumption replacing the last equality

of System (2). Also, the pressure is defined by the Dalton’s law p =
∑

k pk

instead of the pressure equilibrium condition. In formulation (1) with ther-

modynamic closure (2) each phase occupies its own volume (and not the

entire one) and evolves in temperature and pressure equilibrium with the

other phase.

At interfaces separating pure liquid and pure gas the assumption of single

temperature seems unrealistic as interface conditions, in the absence of mass

transfer and heat diffusion, reduce to equal normal velocities and equal pres-

sures, implying arbitrary temperature jumps. However, when heat diffusion

is present an additional interface condition appears, corresponding to tem-

peratures equality. Thus System (2) is valid for the computation of interfacial

flows when:
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– Heat diffusion is present and when it is possible to resolve the heat

diffusion layer, as for example in the boiling flow configurations that will

be considered latter. This is similar to laminar flames computations.

– A mushy zone is present at the interface. This is the case for example

with flashing and super-cavitating flows where the interface is not a

clear discontinuity but a sharp mixture layer in which thermodynamic

relaxation and heat exchanges occur intensively. This is similar to

turbulent flames computations, where it is not possible to resolve all

heat diffusion and chemical relaxation layers at subscale, but for which

’turbulent heat conduction’ implies global turbulent flame propagation.

System (1) with closure (2) is thus valid for the computation of:

– local interface dynamics when heat transfer is considered (this effect

will be inserted later),

– global (or macro-scale) interface dynamics when a micro-scale or sub-

scale structure such as a mushy zone is present. Indeed, at subscale,

heat transfer is necessarily present, imposing temperature equality at

the interface.

When phase transition is addressed Gibbs free energy relaxation terms have

to be considered in one of the mass equations:

∂ρY1

∂t
+

∂ρuY1

∂x
= ρν(g2 − g1) (3)

where gk = hk − Tsk denotes the phase k Gibbs free energy. hk and sk

represent the specific enthalpy and specific entropy. ν represents a relaxation

9
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parameter (ν = ν(AI , p, T ) where AI represents the specific interfacial area)

that controls the rate at which thermodynamic equilibrium is reached. The

way this relaxation parameter is estimated will be addressed later.

The entropy equation associated to System (1)-(3) reads,

∂ρs

∂t
+

∂ρsu

∂x
=

ρν(g2 − g1)
2

T
, (4)

with the following definition for the mixture entropy: s = Y1s1 + Y2s2.

The formulation given by Eqs. (3-4) assumes mixtures in thermal and

kinematic equilibrium, i.e. not too far from thermodynamic equilibrium.

The same type of remark as before with temperature equality at inter-

faces is needed to explain the validity of a single velocity model to compute

interfacial flows with phase transition. When heat diffusion and Gibbs energy

relaxation are addressed and solved at the interface, i.e., when the interface

structure is solved, three velocities appear at the global scale even if a single

local velocity is present in the flow model. The three velocities that appear

at the global scale are the liquid one, the vapour one and the phase transition

front one.

This is similar to flames computation in which the reactive Navier-Stokes

equations are appropriate to compute the reacting and burnt gas dynamics

as well as flame front dynamics.

The model has been shown to converge to exact sharp interface solutions

in Le Martelot et al. (2014). When the interface has more complex struc-

ture with turbulent mixing at subscale, the same three velocities appear

with different dynamics. This is a consequence of turbulent heat diffusion

and effective properties of fluid media. In the limit, when flash evaporation

is considered, the front velocity doesn’t exceed the acoustic wave speed of
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System (1) or its thermodynamic equilibrium analogue when the relaxation

parameter ν in Equation (3) tends to infinity. Indeed, metastable liquid is

produced at a rate controlled by expansion waves, themselves propagating at

the speed of acoustic waves (Saurel et al. 2008). In this limit, the deflagration

speed of Chapman-Jouguet (Chaves 1984) is recovered as kinetic relation for

the global phase change front velocity. To summarize the discussion on the

validity of flow model (1), it is unable to compute accurately interfaces of

simple mechanical contact but it becomes valid:

– when heat conduction is considered and the interface structure is re-

solved, as done for boiling flows (Le Martelot et al. 2014),

– when phase change occurs through interfaces with subscale structure,

such as cavitating and flashing flows (Saurel et al. 2008, Le Martelot

et al. 2013).

For practical use of System (1)-(2), EOSs have to be specified for the

various phases. This is the aim of the next section.

3. Equations of State

Phase transition and equations of state is a long lasting challenge.

About the van der Waal EOS

As mentioned in the introduction, the Cahn-Hilliard (1958) approach is

quite popular with boiling flows modelling. It uses the van der Waals (VdW)

equation of state (EOS) to compute the pressure. This EOS provides the

11
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pressure for the liquid phase, the gas phase and the two-phase mixture. It

reads,

p =
ρRT

1− ρb
− cρ2 (5)

where R denote the specific gas constant (R =
r

W
) with r =8.314 J/mol/K

and W (kg/mol) the molar mass. b represents the specific covolume, i.e. the

volume occupied by the molecules (m3/ kg) and c is a constant associated to

attractive effects.

This EOS combines three main effects:

– Thermal agitation, present in all states of matter (solid, liquid and gas)

and summarized by the term ρRT .

– Repulsive effects, present in condensed matter (solid and liquid) and

in dense gases. These effects are summarized in the term (1 − ρb)−1.

When the density increases these effects increase too.

– Attractive effects, present in condensed matter only and summarized in

the term −cρ2 . When the density is high enough, molecules are close

each other and attractive (electro-magnetic molecular) effects appear.

These effects are short distance ones and vanish as soon as the molecules

are far enough.

The VdW EOS is thus particular attractive as it combines all possible

effects occurring in matter. Its particular interest for phase transition mod-

elling relies in the attractive pressure (−cρ2) that vanishes when the density

becomes low.

However this EOS contains a fundamental drawback schematized in Fig.

1 where an isentrope for the VdW EOS is shown. An alternative to cure

12
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xx

y
y

ss

cc

Figure 1: Thermodynamic path along an isentrope showing an expansion process starting

from a pure liquid to the pure vapour region. The square sound speed c2 = −v2
∂p

∂v

)

s

is well defined in the pure liquid and pure gas but is undefined in the two-phase region,
between the metastable liquid and the metastable gas.

this deficiency is described in e.g. Wareing et al. (2013) with the help of

a composite formulation. In this approach, the pure liquid and pure gas

phases are governed by a cubic EOS, but the two-phase mixture is computed

using the assumption of equality of the pressure, temperature and Gibbs free

energies of the phases. More precisely, the temperature is the saturation one

at the current pressure and the mixture composition is deduced from mixture

specific volume and internal energy definitions (see for example Orbey and

Sandler (1998)). A similar method was used in Saurel et al. (1999) but a key

point of the method of Wareing et al. (2013) is precisely the use of cubic EOS

for pure phases, instead of crude approximations. A typical transformation

with the composite EOS is shown in Fig. 2.

In the following we adopt a method quite close to the one of Wareing et al.

(2013). Cubic EOS for pure fluids are replaced by simpler approximations

(Stiffened Gas and Noble-Abel-Stiffened Gas EOSs) as shown hereafter. Most

of the composite formulation of Wareing is now done at the continuous level

13
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y
y

xx

liq

gas

Figure 2: Liquid, gas and two-phase mixture isentrope with the method of Wareing et al.

(2013).

with the help of the flow model (1) with the thermodynamic closure that

follows.

EOS for pure fluids

In the following we adopt an approach where each phase has its own

EOS, each EOS being thermodynamically consistent (convex) with well de-

fined sound speed. The connexion between the two phases is done through

a kinetic path instead of a thermodynamic one. Determination of the ki-

netic relaxation rate will be addressed later. Schematic representation of the

thermo-kinetic approach of phase transition is shown in Figure 3. This idea

was promoted in Saurel et al. (2008).

In this frame, liquid and gas require their own EOS, these ones being

linked by the phase diagram. The building of such EOS has been addressed

in Le Métayer et al. (2004) on the basis of the stiffened gas (SG) EOS. An

improved formulation is given hereafter, based on Le Métayer and Saurel

(2015). It can be considered as an improved stiffened gas formulation or as a

14
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y
y

liq

gas

relax

Figure 3: Liquid and gas isentropes are connected through a kinetic path (Gibbs free
energy relaxation process) during phase change.

simplified VdW one, with a cure of the convexity issue. The main formulas

for this EOS, named NASG (for Noble-Abel-Stiffened-Gas) read for a given

phase k = 1, 2:

pk(ρk, ek) =
ρk(γk − 1)(ek − qk)

(1− ρkbk)
− γkp∞k,

Tk(pk, ρk) =
(pk + p∞k)(1− ρkbk)

ρkCvk(γk − 1)
(6)

gk(pk, Tk) = (γkCvk − q′k)Tk − CvkTk ln
T γk
k

(pk + p∞k)γk−1
+ bkpk + qk

For a given phase, the following parameters are needed: γk, p∞k, bk, Cvk,

qk, and q′k. As shown in Le Metayer and Saurel (2015) there is no difficulty

to determine these parameters once the saturation curves for the liquid and

gas are known. For liquid water and steam the set of parameters in Tab. 1

has been determined in the temperature range [300 K, 500 K].

Expressing the thermal EOS of System (6) differently the following rela-

tion appears:

pk(ρk, Tk) =
ρk(γk − 1)CvkTk

(1− ρkbk)
− p∞k. (7)
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Coefficients Liquid phase Vapor phase
CP (J/kg/K) 4285 1401
Cv(J/kg/K) 3610 955
γ 1.19 1.47
P∞(Pa) 7028× 105 0
b(m3/kg) 6.61× 10−4 0
q(J/kg) −1177788 2077616
q′(J/(kg.K)) 0 14317

Table 1: ’NASG’ coefficients for water and steam determined for T ∈ [300− 500 K]

The agitation part is ρk(γk − 1)CvkTk and is similar to the ρRT part of

(5). The repulsive part is the same in both VdW and NASG EOSs. The

attractive part , −p∞k, is here a constant while it is density varying with the

VdW EOS. The sound speed of a given phase reads,

ck =

√

γk
pk + p∞k

ρk(1− ρkbk)
. (8)

With this formulation the phases sound speed are always defined as the den-

sities cannot reach excessive levels, since the pressures tend to infinity before

the densities reach their upper bounds. The constants qk and q′k represent

respectively the internal energy and entropy constants, similar to energy and

entropy reference states. They are determined in order that the latent heat

Lv(T ) and the saturation pressure psat(T ) compare well with their experi-

mental values. The various experimental and computed saturation variables

are presented in Figure 4 showing excellent agreement in the considered tem-

perature range [300 K, 500 K] used to fit the various EOS parameters.

Having in hands EOS (6) for each phase we now address building of the

EOS for the mixture.

16
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Figure 4: Comparison of the computed saturation curves with NASG formulations and ex-
perimental data in the temperature range [300 K, 500 K]. Excellent agreement is obtained
in this range.
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Mixture EOS

The mixture EOS is the one that closes System (1) with the help of

mixture rules (2) on the basis of formulation (6) for each phase. The algebraic

system to solve is thus,

e = Y1e1(T, p) + Y2e2(T, p),

v = Y1v1(T, p) + Y2v2(T, p), (9)

where e and v are obtained from the resolution of (1) and combination of

the mass, momentum and energy equations. The unknowns in (9) are con-

sequently the mixture temperature T and pressure P. Combining the caloric

and thermal EOSs of (6) the energy for a given phase reads,

ek(Tk, ρk) = CvkTk + (1/ρk − bk)p∞k + qk.

Inserting this expression in the first equation of (6) the specific volume as a

function of pressure and temperature is obtained:

vk(Tk, pk) =
(γk − 1)CvkTk

pk + p∞k

+ bk. (10)

Inserting this expression in one of the EOS (6) the internal energy as a

function of pressure and temperature is obtained:

ek(Tk, pk) =
(pk + γkp∞k)CvkTk

pk + p∞k

+ qk

With these definitions, System (9) becomes,

T (e, p, Y1) = (e− q̄)

(

∑

i

YiCvi(p+ γip∞i)

p+ p∞i

)−1

, (11)

T (v, p, Y1) = (v − b̄)

(

∑

i

(γi − 1)YiCvi

p+ p∞i

)−1

, (12)

18
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with the following definitions,

q̄ = Y1q1 + Y2q2,

b̄ = Y1b1 + Y2b2.

Eliminating the temperature from these two equations the EOS for the pres-

sure is obtained as solution of the following quadratic equation:

a2p
2 + a1p+ a0 = 0

a2 = Y1Cv1 + Y2Cv2

a1 = Y1Cv1(p∞2
+ γ1p∞1 − (γ1 − 1)Q) + Y2Cv2(p∞1

+ γ2p∞2 − (γ2 − 2)Q)

a0 = −Q((γ1 − 1)Y1Cv1p∞2 + (γ2 − 1)Y2Cv2p∞1)) + p∞1p∞2(γ1Y1Cv1 + γ2Y2Cv2)

where

Q =
e− q̄

v − b̄

The pressure is given by the only positive root:

p =
−a1 +

√

a21 − 4a0a2
2a2

(13)

Once the pressure is determined, the temperature is computed by either

(11) or (12). The mixture sound speed has a non-monotonic behaviour versus

the volume fraction as shown in Figure 4.

From the results shown in Figure 5 it appears that there is no practical

need to compute the mixture sound speed that is quite complex and com-

putationally expensive (its explicit expression is given in Le Martelot et al.

(2014)). As it is always lower than the mechanical equilibrium one, this one

is preferred in the numerical computations, as better stability is guaranteed
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Figure 5: Representation of the mechanical equilibrium mixture sound speed (in lines) and
the pressure-temperature equilibrium mixture sound speed (in dashed lines). Both sound
speeds present a non-monotonic behaviour versus volume fraction. The mechanical equi-
librium sound speed is always slightly higher than the pressure-temperature equilibrium
one.

with this estimate. The mechanical equilibrium sound speed obeys the well

known Wood (1930) formula:

1

ρc2w
=

α1

ρ1c21
+

α2

ρ2c22
(14)

The volume fractions are determined from the resolution of System (1) and

the specific volumes computed by (10) with the pressure given by (13) and

temperature given by (12). The phase sound speeds are given by (8).

4. Kinetic relaxation rate - Thermo-chemical relaxation solver

When dealing with phase transition the relaxation rate ν present in the

concentration equation (3) has to be specified. Following Saurel et al. (2008),

the guess ν → ∞ is appropriate. In other words, pure liquid and pure gas

are allowed to have any temperature, but instantly reach thermodynamic

equilibrium at the saturation conditions where both liquid and gas are present

(interface and mixture zones). This assertion is justified as follows:
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– When dealing with the direct numerical simulation of boiling flows,

the fluids become metastable as a consequence of heat diffusion. Heat

conduction is slow and controls the global rate of phase change. Thus,

one can assume that phase transition occurs at any rate, given it is

greater than heat conduction. For the sake of simplicity, infinitely fast

relaxation is adopted.

– When dealing with cavitating flows, it is assumed that the fluids contain

enough impurities to have many nucleation sites. Around evaporating

interfaces, phase transition happens and their collective effects result

in macroscopic cavitation fronts surrounded by mushy zones. In these

mushy zones the interfacial area is so large that heat and mass exchange

are intense enough so that a flow model with a unique temperature and

stiff Gibbs energy relaxation is appropriate.

– When none of the fluids is metastable (pure liquid state and pure gas

state) no thermo-chemical relaxation occurs and the flow model reduces

to single phase equations, with appropriate thermodynamics.

With this approach the thermodynamic path that the fluid follows during

an isentropic expansion is shown in Fig. 2.

As the thermo-chemical solver is used as soon as metastable states ap-

pear, the effective thermodynamic path that the fluid follows is that of Fig.

2. Such a path could be reproduced by a reduced version of the flow model

(1) with three equations only (mixture mass, mixture momentum and mix-

ture energy), as in Downar-Zapolski et al. (1996) and Barret et al. (2002).

However, the sound speed of such a model is not convenient, as it is costly to

21



ACCEPTED MANUSCRIPT

compute, and most importantly, discontinuous at the phase diagram bound-

aries.

Here, the flow model has a sound speed always defined and continuous.

As mentioned earlier, Eq. (14) is a fair approximation. Also, extending

System (1) to the presence of non-condensable gas is straightforward while

it is non-trivial with a more reduced model.

The presence of a stiff relaxation term in (3) does not result in com-

putational difficulties as integration of such term is never addressed: in the

following, only the equilibrium state is required. To compute the equilibrium

state, a non-linear method is needed. It is worth mentioning however than

in cavitating flows, a simplified method can be used as weak variations only

of the temperature are present. Indeed, the flow is mainly made of liquid

with high thermal inertia. Assuming the mixture temperature as constant,

the equilibrium pressure can be estimated (p = psat(Tm)) and the liquid and

gas concentrations deduced easily from (15) and (16). However, this method

is not general when the liquid concentration is arbitrary.

The relaxed solution in the non-linear case corresponds to thermodynamic

equilibrium, and is obtained considering the mixture mass and mixture en-

ergy definition :

v =
1

ρ
= Y1v1 + Y2v2 = cst = v0 (15)

e = Y1e1 + Y2e2 = cst = e0 (16)

where Y1 =
α1ρ1
ρ

and Y2 =
α2ρ2
ρ

= 1− Y1 are the varying mass fractions

of both phases. In the following the liquid and its vapor are denoted respec-

tively by the subscripts ’1’ and ’2’.
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The specific volumes and internal energies are given by ’NASG’ EOS rela-

tions:

vk =
(γk − 1)CvkTk

pk + p∞,k

+ bk, (17)

ek = CvkTk

(

1 +
(γk − 1)p∞,k

pk + p∞,k

)

+ qk, (18)

All parameters appearing in relations (17), (18) and(19) are computed in

order to satisfy the experimental liquid/vapor saturation curves (Le Métayer

and Saurel 2015).

The final relaxed state, denoted by the superscript ’∗’ corresponds to the

thermodynamic equilibrium state. The liquid and vapor phases have a com-

mon pressure, temperature and Gibbs free energy. Equality of Gibbs free

energy of both phases,

gk = hk − Tksk = (γkCvk − q′k)Tk −CvkTkln
T γk
k

(p+ p∞,k)γk−1
+ bkPk + qk, (19)

provides a relation between the pressure and the temperature :

T ∗(p∗) = Tsat(p
∗) (20)

This relation represents the evolution of the saturation temperature as a

function of pressure. Thanks to (20), the relation (15) reads,

v0 = Y ∗

1 v
∗

1(p
∗) + Y ∗

2 v
∗

2(p
∗) = Y ∗

1 v
∗

1(p
∗) + (1− Y ∗

1 )v
∗

2(p
∗), (21)

with,

v∗k(p
∗) =

(γk − 1)CvkT
∗(p∗)

p∗ + p∞,k

+ bk. (22)

Variables v∗1 and v∗2 thus correspond to the saturated specific volumes of the

liquid and vapor phases respectively.
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A first relation linking the liquid mass fraction and the pressure is obtained

from (21) :

Y ∗

1 =
v∗2(p

∗)− v0
v∗2(p

∗)− v∗1(p
∗)

(23)

In relation (23) the existence of physical solution is fulfilled by the following

condition :

0 < Y ∗

1 < 1 ⇔ v∗1(p
∗) < v0 < v∗2(p

∗) (24)

By using once more the saturation relation (20), the total energy equation

(16) becomes

e0 = Y ∗

1 e
∗

1(p
∗) + Y ∗

2 e
∗

2(p
∗) = Y ∗

1 e
∗

1(p
∗) + (1− Y ∗

1 )e
∗

2(p
∗) (25)

where

e∗k(p
∗) = CvkT

∗(p∗)

(

1 +
(γk − 1)p∞,k

p∗ + p∞,k

)

+ qk (26)

A second relation linking the liquid mass fraction and the final pressure is

obtained

Y ∗

1 =
e0 − e∗2(p

∗)

e∗1(p
∗)− e∗2(p

∗)
. (27)

It is more convenient to rewrite relation (27) in terms of specific enthalpies

by combining (21) and (25),

e0+p∗v0 = Y ∗

1 (e∗1(p
∗) + p∗v∗1(p

∗))+Y ∗

2 (e∗2(p
∗) + p∗v∗2(p

∗)) = Y ∗

1 h
∗

1(p
∗)+Y ∗

2 h
∗

2(p
∗),

(28)

which directly introduces the latent heat of vaporization Lv(p
∗),

Lv(p
∗) = h∗

2(p
∗)− h∗

1(p
∗). (29)

Equation (27) then becomes :

Y ∗

1 =
h∗

2(p
∗)− (e0 + p∗v0)

h∗
2(p

∗)− h∗
1(p

∗)
(30)
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In relation (30) a second existence condition appears :

0 < Y ∗

1 < 1 ⇔ h∗

1(p
∗) < e0 + p∗v0 < h∗

2(p
∗) (31)

Equating relations (23) and (30) leads to an equation where the final pressure

p∗ is the only unknown :

h∗

2(p
∗)− (e0 + p∗v0)

h∗
2(p

∗)− h∗
1(p

∗)
−

v∗2(p
∗)− v0

v∗2(p
∗)− v∗1(p

∗)
= 0 (32)

Once the solution of (32) is obtained – through Newton’s method for instance

– the other thermodynamic variables are easily obtained by the preceding

relations presented above.

However equation (32) may not provide a physical solution depending on the

initial energy e0 and specific volume v0. This is the case when conditions (24)

and (31) are not fulfilled. Then the liquid/vapor system tends towards a final

state where a single phase is present. Total evaporation or condensation thus

occurs during the relaxation process, and the corresponding thermodynamic

state is computed with Eq. (13).

5. Hyperbolic solver

For the sake of simplicity, the presentation of the solver is one-dimensional,

and limited to first order. Details about higher order extensions can be found

in Toro (2009)

System (1) can be written in compact form as,

∂U

∂t
+

∂F (U)

∂x
= 0, (33)

where U =
[

ρ ρu ρE ρY
]t

are the conservative variables, and F =
[

ρu ρu2 + p (ρE + p)u ρuY
]t

are the associated fluxes.

25



ACCEPTED MANUSCRIPT

Godunov Scheme

System (33) is a hyperbolic set of conservation laws, with wave speeds u,

u− ceq and u+ ceq. The first-order Godunov method reads,

Un+1
i = Un

i −
∆t

∆x
(F ∗

i+1/2 − F ∗

i−1/2), (34)

under the CFL stability condition,

∆t ≤
∆x

max(u± ceq)
. (35)

The cell boundary fluxes Fi±1/2 are computed from the following approx-

imate solver.

HLLC solver

The HLLC solver (Toro et al. 1994) is an approximate Riemann solver for

the Euler equations that is easy to adapt to the present “real gas” context.

In this frame, each wave is considered as a discontinuity :

– a contact discontinuity wave, with characteristic speed SM (medium

wave), through which pressure and velocity is constant,

– two shock waves, with characteristic speed SL and SR (left and right

waves), through which mass fractions Yi are constant.

As shown in Fig 6, each of these waves separate states (ŪL, Ū
∗

L, Ū
∗

R, ŪR), from

which it is possible to compute the appropriate flux between the two cells

during the time-step.

In the example depicted in Fig. 6, U∗

L is the appropriate state to compute

the intercell flux F , since it is the state which will persist at the physical
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x

t

SM

SR

SL

UR

UL

U∗

R

U∗

L

Figure 6: Schematic representation of the Riemann problem emerging at each cell bound-
ary. Three non-linear waves are emitted, each one being considered as a discontinuity.

position of the cell discontinuity during the time step. In a more general

context, there are four possible cases depending on the signs of the three

wave velocities:

case a SL > 0 → F = F (UL)

case b SR < 0 → F = F (FR)

case c SM > 0, SL < 0 → F = F (U∗

L)

case d SM < 0, SR > 0 → F = F (U∗

R)

Wave speeds and fluxes estimates

Following Davis (1988), the right and left waves velocities can be approx-

imated as,

SR = max((u+ c)R, (u+ c)L), (36)

SL = min((u− c)R, (u− c)L). (37)

Let us mention that other wave speed estimated are possible. Denoting S+

a positive wave speed, it is possible to define SR = S+ and SL = −S+. The
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Rusanov wave speed estimate for S+ is given by

S+ = max(|uL − cL|, |uR − cR|, |uL + cL|, |uR + cR|). (38)

This estimate is very robust and is often used in high speed cavitating flow

computations. Yet another robust wave speed estimate is given by Toro Toro

(2009):

S+ = max(|uL|+ cL, |uR|+ cR). (39)

Knowledge of ceq is not required as it can be replaced everywhere by its

approximation cw in the solver that follows.

Each discontinuity obeys the Rankine-Hugoniot conditions given by:

[F ]− Sk[U ] = 0 (40)

where Sk denotes the speed of the kth discontinuity and [...] denotes the jump

of a given variable across the discontinuity.

Under HLL approximation, the intermediate wave speed is given by

SM = u∗ =
pR − pL + ρRuR(uR − SR)− ρLuL(uL − SL)

ρR(uR − SR)− ρL(uL − SL)
(41)

Using again the Rankine-Hugoniot jump conditions, one can derive the

following relations for the intermediate state:






















































ρ∗R = ρR
uR−SR

SM−SR

u∗

R = u∗ = SM

p∗R = pR + ρR(uR − SR)(uR − SM)

E∗

R = ER + pR(uR−SM )
ρR(uR−SR)

− SM(uR − SM)

Y ∗

R,i = YR,i (constant mass fraction through shock waves)

(42)
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These relations fully define the intercell set of conservative variables U∗

R, and

consequently the flux F (U∗

R) given by

F ∗

R = FR − SR(UR − U∗

R). (43)

Substituting the L index to the R index in the above formula leads to a

similar expression for the remaining flux F (U∗

L).

The computational examples that follow were achieved with the DAL-

PHADT code based on tetrahedron meshes. In this frame, the Godunov

method reads,

Un+1
k,i = Un+1

k,i −
∆t

Vi

4
∑

f=1

(F ∗

k .~η)fSf , (44)

where Sf is the face area, and (F ∗

k .~η)f represents the flux solution of the

Riemann problem solved along the face normal vector ~ηf of a given face of

the tetrahedron, as illustrated in Fig. 7.

~ηf

right stateleft state

Figure 7: 3D Godunov method applied to tetrahedron meshes. The code is cell-centered,
and the Riemann problem is resolved at each face. N tetrahedron center. • face center.

We now address computational examples.

6. Cavitating flows

In this section, 2D two-phase flow computations in Venturi nozzle are

addressed. The configuration studied corresponds to the experimental facility
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built at LEGI Laboratory in Grenoble, France by the group leaded by S.

Barre. The test section corresponds to a Venturi channel with a nozzle

divergent inclined at an angle of 8◦ . The geometry is shown in Fig. 8.

ABC

D

E

FG

H

X (abscissa) (m) Y (m) X(abscissa) (m) Y (m)
A 0 0 E 1.225 -0.114
B 0.1 0 F 0 0.0488
C 0.153 0.0157 G 0.271 0.0488
D 0.588 -0.0517 H 1.233 -0.00845

Figure 8: Geometrical data of the Venturi 8◦ nozzle of LEGI, France.

The fluids considered correspond to liquid water and water vapor, with

the NASG EOS and parameters given in Table 1. The boundary conditions

correspond to imposed mass inflow with imposed stagnation enthalpy at the

inlet and prescribed pressure at the outlet. The imposed conditions at the

left inlet are the following,











































m = 7514.917 kg.m−2.s−1

ρliq = 1067.56 kg.m−3

ρvap = 0.387 kg.m−3

αliq = 0.999

P = 51825Pa

while, at the right outlet, the prescribed pressure is P = 72025Pa.

With these boundary conditions a periodic flow has been observed experi-
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mentally as shown in the Figure 9.

In the first stage of the cycle (a), a cavitation sheet is attached to the throat

a. b.

c. d.

Figure 9: Experimental photographs of the break off cycle observed in the 8◦ Venturi
nozzle with the boundary conditions aforementioned. A cavitation pocket appears, extends
and separates in two sub-pockets, one transported with the mean flow and another one
collapsing close to the nozzle. Courtesy of S. Barre.

and grows. In a second stage, the sheet reaches its maximum length (b) and

breaks into two main parts (c). At the end, the downstream part is swept

along within the stream and starts to collapse while the attached part starts

another cycle (d). The mean attached cavity length value is 45 ± 5 mm while

the quasi-periodic vapour cloud shedding frequency is about 45 Hz.

To compute this unstable flow a 2D unstructured mesh containing 52450 cells

is used. The grid is refined at the throat in order to capture the cavitation

pocket. The average cell size is 0.013 mm at throat and 0.08 mm elsewhere.

The explicit scheme summarized in Section 5 is extended to time implicit

integration and the Riemann problem is preconditioned with the method

detailed in Le Martelot et al. (2013). The flow is computed during 1.8 s

of physical time, this time being long enough to obtain a quasi-stationary

flow with quasi-periodic vapour clouds shedding. An example of the ob-
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tained cloud shedding is shown in the volume fraction contours of Figure 10.

Examining the water vapor volume fraction contours oscillations, we were

Figure 10: Computed volume fraction of water vapour. This example shows the same
four stages as those observed during the experimental studies and shown in Figure 9. The
mean attached cavity length is about 45mm, in perfect agreement with the experiments.

able to determine a vapor pocket shedding frequency of about 43Hz, in ex-

cellent agreement with the measured frequency for the pressure fluctuations

(45 Hz.).

By performing measurements during every cycle, an average attached

cavity length of about 45 mm has been measured from the computations.

These results show very good agreement with the experiments. Indeed, ex-

perimental measurements gave a mean attached cavity length equals to 45

± 5 mm.

These results show that it is possible to reproduce the large structures of

such cavitating flows with a flow model free of parameters. In particular, no

turbulence model is used.

7. Evaporating flows

In this section, the capabilities of the flow model are illustrated in an

evaporating liquid jet configuration, a configuration reminiscent of coaxial

32



ACCEPTED MANUSCRIPT

liquid jet, in conditions typical of rocket engine at ignition. The flow under

study contains liquid oxygen and gaseous oxygen at cryogenic temperatures.

The ’NASG’ parameters for oxygen are given below.

Coefficients Liquid phase Vapor phase
CP (J/kg/K) 1741 552
Cv(J/kg/K) 791 299
γ 2.2 1.85
P∞(bar) 2036 0
b(m3/kg) 4.57× 10−4 0
q(J/kg) −290222 29274
q′(J/(kg.K)) 0 −7527

Table 2: ’NASG’ coefficients for oxygen determined for T ∈ [80− 120 K]

blue

The 3D computation is carried out in a rectangular parallelepiped of size

(3d × 3d × 8d). The outlet (3d × 3d) is a square area where atmospheric

pressure is imposed through a non-reflecting boundary condition. The inlet

(3d×3d) is separated in two regions delimited by a circle of diameter d = 5mm

at its center. In both regions, a mass flow rate is imposed through a non-

reflecting conditions, with conditions:

– central flow: pure liquid oxygen, at 89K and 10m/s.

– peripheral flow: pure gaseous oxygen, at 200K and 100m/s.

– ambient pressure: 1atm.

The remaining four walls are symmetric boundary conditions.

The small scale destabilization of the liquid jet requires to extend the

numerical solver presented in section 5 to higher order. This was achieved

following the MUSCL-Hancock scheme with Superbee limiter.
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Figure 11: Iso-surface Yl = 0.5, in the 3D computation of a liquid oxygen jet. The dashed-
line indicates the symmetry condition in the 3D computations, and the jet is mirrored
accordingly in the visualization.

In a first 3D computation of the configuration, ran on a 7 million cell

unstructured mesh, the resolution of the flow model was carried out without

the thermochemical relaxation solver (ie. without evaporation model). An

iso-surface of the resulting jet, at Yl = 0.5, is shown in Fig. 11. The results

are very promising in that no inbound forcing was required to destabilize the

liquid jet, and therefore prove the ability of the flow model to this challenging

test case.

Two additional simulations have been carried out with a similar spatial

discretization but in 2D, with the aim of studying the effect of evaporation
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through the thermochemical relaxation solver on the jet destabilization. The

contours of liquid oxygen mass fraction as obtained with and without evapo-

ration effects are compared in Fig. 12. The simulated jet expectingly seems

Figure 12: Liquid mass fraction fraction contour in a liquid oxygen – gaseous oxygen
coaxial jet, at atmospheric pressure. The 2D simulations have been carried out without
(left) and with (right) evaporation.

more destabilized because of the 2D confinement, but the result of interest

is the effect of evaporation on such a jet. The filaments separating from the

main liquid core are progressively evaporated due to the heat-transfer from

the gaseous oxygen (at 200K), and the liquid oxygen (at 89K), modifying the

flow.

In future works, the thermochemical relaxation solver will be extended, to

account for the multiphase gas mixture (H2, He, H2O, etc.) which is present

in the envisioned application. Capillary effects are not included in these sim-
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ulations, because the intense velocity gradients make them negligible in the

present jet destabilization conditions. Also, capillary effects are responsible

for the filament size and their breakup that results in small drops. However,

comparing the results of the two pictures in Fig. 12, it appears that small

fragments are removed by phase change.

However, capillary effects may be of importance when the filaments start

separating from the jet, and our future work will include them, following the

strategy presented in the next section.

8. Boiling flows

To deal with DNS-type of boiling flows, System (1) has to be enhanced

by introducing additional physical effects:

– buoyancy,

– surface tension,

– heat conduction.

Surface tension effects are considered through the Continuum Surface Force

(CSF) method of Brackbill et al. (1992). The capillary force is modelled as,

Fσ = σκ
−−→
∇Y1 (45)

where σ represents the surface tension coefficient (N.m−1), κ represents the

local curvature (m−1) and Y1 is the mass fraction of phase 1. The local

curvature reads,

κ = −div

( −−→
∇Y

|
−−→
∇Y |

)

. (46)
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The gravity force is modelled as,

Fg = ρg,

where g represents the gravity constant.

Heat conduction is inserted in the total energy equation of the model through

the Fourier law q = −λc

−→
∇T where the ”mixture” thermal conductivity is

given by λc = α1λ1 + α2λ2 and λk represents the thermal conductivity of

phase k. Details are given in Le Martelot et al. (2014).

Inserting these extra effects, the flow model now becomes:

∂ρY1

∂t
+ div (ρY1u) = ρν(g2 − g1)

∂ρ

∂t
+ div (ρu) = 0

∂ρu

∂t
+ div

(

ρu⊗ u+ PI
)

= σκ
−−→
∇Y1 + ρg

∂ρE

∂t
+ div ((ρE + P )u) = div

(

λc
−→
∇T
)

+ σκ
−−→
∇Y1 • u+ ρg • u

(47)

A conservative form is available as well,

∂ρY1

∂t
+ div (ρY1u) = ρν(g2 − g1)

∂ρ

∂t
+ div (ρu) = 0

∂ρu

∂t
+ div

(

ρu⊗ u+ PI − σm
)

= ρg

∂ρE + σ|
−−→
∇Y1|

∂t
+ div

(

(ρE + P + σ|
−−→
∇Y1|)u− σm • u− λc

−→
∇T
)

= ρg • u

(48)

where m =

(

|
−−→
∇Y1|I −

−−→
∇Y1 ⊗

−−→
∇Y1

|
−−→
∇Y1|

)

.
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This system is closed by the EOS (13). The entropy equation associated

to System (47) reads,

∂ρS

∂t
+ div

(

ρSu−
λc

−→
∇T

T

)

=
ρν(g2 − g1)

2

T
+ λc

(∇T )2

T 2
(49)

with S = Y1s1 + Y2s2, and shows agreement with the second law of thermo-

dynamics.

System (48) is considered hereafter to compute boiling flow examples.

A closed and adiabatic rectangular domain (12cm x 7cm) in which the

lower half is filled with saturated liquid water and the upper half is filled

with saturated vapour is considered.

The surface tension coefficient is set to σ = 73.10−3N.m−1, the contact angle

is taken constant and equal to θ = 45◦ and the gravity acceleration is set to

|g| = 9.81m.s−2. The fluid parameters are the following:

Liquid water

γliq = 2.62 P∞,liq = 9058.29 105 Pa Cv,liq = 1606.97 J.kg−1.K−1

qliq = −1.150975 106J λliq = 0.6788W.m−1.K−1 bliq = 0m3/kg

Water vapour

γvap = 1.38 P∞,vap = 0Pa Cv,vap = 1192.51 J.kg−1.K−1

qvap = 2.060759 106J λvap = 0.0249W.m−1.K−1 bvap = 0m3/kg

At start, the initial volume fraction of vapour is αvap = 0.0001 in the

lower half domain and αvap = 0.9999 in the upper part. Moreover, the initial

pressure and temperature are initialised with the hydrostatic gravity profile
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with the constraint T = TSAT (P ) in each cell. The bottom wall temperature

is set constant at TSAT (Patm) + 15K.

The numerical scheme presented in the former section is rendered time im-

plicit and the Riemann solver is low Mach pre-conditioned (Le Martelot et

al., 2014). A mesh made of 960 x 560 cells is used in the computations that

follow.

Three vapour bubbles (radius = 3mm) are set initially at the bottom wall as

shown in the first image of Figure 13. The volume fraction of vapour inside

these bubbles is αvap = 0.9999. The computed vapour mass fraction is shown

in the same figure.

The first instants show the three first bubbles moving toward the surface

due to buoyancy effects while, as the bottom wall of the box is heated, wa-

ter around begins to boil, creating a vapour film. The boiling phenomenon

appears as a consequence of wall heating effect that renders the liquid lo-

cally slightly overheated. Indeed, the assumption made is that the liquid

contains enough impurities to not accept overheating, as pure liquids are

able to become metastable while real liquids are not. Therefore, using the

phase transition solver of Section 4 after checking that the liquid is not in

stable state, the equilibrium state is computed on the basis of Eq. (32) and

a mixed cell appears. From this ”nucleation cell site” and merging effects

due to surface tension, convection and inertia, new bubbles appear. Once

created, theses new bubbles begin to rise and, as there is now again liquid in

contact with the bottom wall, new bubbles appear behind them and begin

to grow.

It is worth to mention that the bottom wall of the box is a perfect surface,
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exempt of cavities or special treatment except for uniform temperature and

constant contact angle. According to the velocity profiles, the first bubbles

seem to be created between the convective rolls, where the velocity is the

lowest, as shown in Figure 13.

9. Conclusions

Boiling, evaporation and cavitation are essentially the same phenomenon,

driven by phase transition, but in different pressure and temperature con-

ditions. Consequently, they ought to be described by the same model, and

deriving such a model is the object of the present work. The flow model is

essentially a hyperbolic system with relaxation terms. Coping with boiling,

evaporation and cavitation, it is - in the authors knowledge - the first ap-

proach showing such a wide range of applicability. It is also a very robust

computational approach of phase transition compared to existing alterna-

tives. Although not shown here, our preliminary investigations show that

the flow model can be extended to cope not only with a liquid-vapor couple,

but also with multicomponent gas mixtures. This extension is the subject of

an upcoming work.
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Figure 13: Vapour mass fraction contours at times t = 0 s, t = 50ms, t = 100ms,
t = 200ms, t = 300ms and t = 400ms. The three first bubbles initially settled at the
wall surface move up due to buoyancy, but as the wall is heated the water around them
begins to evaporate and local vapour films appear. It forms new bubbles which rise as
new ones appear behind.
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