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Generic error model of human-robot interaction

J. Guiochet
LESIA-INSA/LAAS-CNRS
Toulouse, France
guiochet@univ-tlse2.fr

Abstract Wrong human-robot interactions are at the
origin of severe damages. Safety requirements ask the
analysis of these interactions. At first, erroneous inter-
actions have to be identified. In this paper, we propose
to use UML (Unified Modeling Language) to specify
human robot interaction. Then, generic error models,
associated with the message feature provided by UML,
are presented. These error models allow interaction er-
rors to be automatically deduced from the modeling of
the human-robot interactions. The use of these generic
error models is illustrated on a medical robot for tele-
echography.

Keywords: human robot interaction, error model,
UML, FMECA, medical robot

1 Introduction

Safety was previously defined for industrial robots as
the prevention of damage to the robot itself and its en-
vironment, and particularly the human component [1].
It can now be defined as the property of a robot to be
"free from unacceptable risk" [2]. For human centered
robots as medical robots this topic has became critical,
and it is obvious that safety previously defined as an
absolute property must now be expressed in a relative
and probabilistic way: there is always a residual risk.
Therefore it is necessary to reduce the risk to an ac-
ceptable level using a complete risk management activ-
ity [3]. During this activity, the study of interactions
between human and robotic system plays a major role
in risk analysis. Nevertheless, the integration of human
factors in the risk management standards is still in work
[4, 5]. Moreover a significant barrier for designers is
that many concepts and analysis techniques of human
factors are unfamiliar and difficult to apply.

One objective of this paper is to present an approach
to handle human-robot interaction in a safety analysis.
We focus on modeling human-robot interaction but not
on technical means used for its design. We first present
a way to model human-robot interaction with the object
oriented Unified Modeling Language (UML) as previ-
ously presented in [6]. We specially focus on human-
centered aspects of this notation for human-robot in-
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teraction. Then a second section presents an analysis
of the failure modes of the interactions based on the
previously identified UML diagrams. In this section
eleven generic errors for human-robot interaction are
presented. This approach have been applied to the anal-
ysis of a medical robot for tele-echography (TER) [7].
TER is a tele-robotic system. The slave robot is tele-
operated by an expert clinician who remotely performs
the ultrasound scan examination. A virtual probe is
mounted on the master interface device. The real probe
is placed on the slave robot end-effector. For the exam-
ples presented in this paper we focus on the slave site
analysis where safety is critical.

2 Human-robot interaction mod-
eling

A collaboration between specialists of the business in
which the robot will be implemented (doctors for in-
stance for a medical robot) and system engineers is re-
quired to specify interactions. Thus it is fundamental
that the models can be understood by all the actors of
the development process (also called stakeholders). For
those reasons we focus on the use of certain UML dia-
grams easily readable by non specialists.

Itis importantin order to describe interactions to rep-
resent the distribution of work between human actors
and technological parts. This helps in defining non am-
biguous and consistent tasks for humans who are using
the robot. In human factors studies, this is also called
function allocation and task analysis [8]. In our case we
found that the use cases diagrams [9] and sequence di-
agrams (both are UML diagrams) are useful to specify
an allocation of work. Moreover, in a first step it is pos-
sible to employ use cases to model the system without
the robot. This approach is close to business modeling
if we consider that the robot will be used for a specified
task. During this step, "business modeling increases the
understanding of the business and facilitates communi-
cation about the business" [10].

For the considered example, the slave TER system,
the use case diagram in figure 1 models the common ul-
trasound scan examination without the robot system. In
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Figure2: Use case diagram of the TER slave control system

this diagram actors are identified. Actor character-
izes an outside user or related set of users who interact
with the system [11]. It is possible for attorto be a
human user (like th&pecialis} or an external system
(like the Ultrasound Scanndr This is really useful in
socio-technical systems, and particularly in human cen-
tered robotic systems. In the business modeling, use
cases are useful to specify and classify each goals of
the actors of the system. Moreover a more precise tex-
tual specification (not presented here for readability) of
each use case help developers to make design choices.

This diagram is then completed with use cases de-
rived from the integration of the robot in the ultrasound
scan examination. The use case diagram of figure 2
represents main requirements for the slave control sys-
tem of the TER project. For the TER project we choose
to represent two external systems as actorsMaster
Siteand theRobot The Master Sitereplaces the actor
Specialistwho is in charge of performing the examina-
tion. TheUltrasound scanners also presented as an
actor. Even if the management of this device is an out-
side use case of the control system, this representation
stresses on the relationship between this device and the
TER control system (in fact the robot manipulated the
probe which is a part of the scanner).

: TER Control
System

: Operator : Patient : Robot
Install
Set power supply /U
Connection with Master Site
Prepare Patient
Calibrate for Patient corpulence ) . »
Identify Patient position
Calculate Patient model
Install Robot .

Calibrate Robot

Identify Robot configuration

i

Calculate Robot model

P m—

Set air pressure in artificial muscles

Launch teleoperation

Figure 3: Sequence diagram of the main scenario of use case
Robot Management

Those use cases only express goals for the actors
[12]. They specify a framework of the interaction. But
to describe how those goals are performed, we have to
specify the interactions themselves. This can be done
with textual descriptions but UML semantics proposes
to use interaction diagrams (sequence and collaboration
diagrams) which core element is theessage On se-
guence diagram of figure 3, the main interaction for the
use casdrobot Managemeris presented. This nota-
tion of tasks is also useful to specify a sequence order,
which can be essential for safety. It is important to note
that by definition, sequence diagrams just specify pos-
sible scenarios (descriptive models). Nevertheless we
use those diagrams as prescriptive models to establish a
safe order of messages, because they are easily under-
standable by non experts of UML modeling.

This approach produces high level models. For any
safety critical project those models should be made be-
cause they lead to a more consistent function allocation,
and furnish non ambiguous task description. Later the
diagrams can be refined (for instance the sequence di-
agrams) for design step. Moreover, an important point
developed in the next section is that those diagrams can
be used for safety analysis and more particularly for hu-
man robot interactions analysis.

3 Failure mode interaction analy-
Sis

The notion of failure mode is close to the notion of er-
ror; both concepts will be equally used in this section.
Most of interaction failure modes are human errors. As
a potential source of harm (a hazard), human error has
to be analyzed during the step of hazard identification
and risk estimation. Although there are a variety of



. Object name
Interaction name
Message
name

|

Imeracton / / /

Message
parameters

O \ \
Al
}L Robbtic
AN System
: Human Actor T Receiving
1 event
message1 (parameters) '/

Sending
event

1

1

T
/. Message
Koo returni(parameters) _____ treatment

P4l

: message2 (parameters) I

Sending

Receiving
[— event

event

,,,,,,, retour2(parameters) _____ U/

Message return
(usually indirectly suggested)

Figure 4 : Elements of a human robot interaction

techniques (the most relevant and complete technique
is certainly the Technique for Human Error Rate Pre-
diction [13, 14]) and tools [15], the complexity of hu-
man error classification and cognitive theory [16] usu-
ally leads engineers to the use of design checklists and
guidelines [17] for the design of human machine in-
terfaces. Nevertheless, as noted in [18], guidelines are
not sufficient for innovative projects (such as medical
robots).

The aim of this section is to propose to developers,
tools to identify interaction failure modes. We propose
an approach to perform analysis of human-robot inter-
actions including human errors analysis. First, to be
consistent with system development process we base
our approach on UML models. Second, we do not use
human error techniques but FMECA (Failure Modes
Effects and Criticality Analysis)[19] which also covers
interactions analysis.

Analysis techniques such as FMECA consist at first
in identifying errors of the studied system elements.
These errors are often specific to the application lead-
ing to specific studies for each new application. How-
ever, to realize a more systematic error identification
step, one can sometimes use some generic error mod-
els, which can be applied independently from the appli-
cation characteristics. In UML, interactions are repre-
sented with two diagrams: the sequence diagram (pre-
viously introduced) and the collaboration diagram. We
will not use the collaboration one which is really close
to the sequence one [20]. The core element of those
interaction diagrams is the concept Mkessage The
notion of Actionis also an important feature of UML
to describe behaviors. But we don't use this concept
because its semantics changed a lot from version UML
1.4 [21] to 1.5[20] and now to 2.0 [22].

As presented in figure 4, an interaction is composed
of a sequence of messages. The different elements of a
message are:

¢ the interaction it belongs;

the next and previous messages in the interaction;
the objects that send and receive the message;
the sending and receiving events;

the parameters (hnumber, type and value);

the implicit response (defined by its arguments,
sending and receiving events);

¢ the period of the message treatment.

Then possible errors for a message have been estab-
lished based on all these elements [23].

Types of errors

First, a message belongs to an interaction, and a send-
ing of a message non-planned is an error, which of-
ten happens in human-machine interface manipulation.
Generally, this type of error can be extended with a first
error model:

E.1. Sending of a message not belonging to the
planned interaction.

A second point dealing with the message order can
also leads to errors. Indeed, a user having many mes-
sages to send might inverse or forget one of them. This
type of error can be extended as two types of error mod-
els:

E.2. Execution of one or several messages in a wrong
order.

E.3. Omission of a message among an interaction.

A message is sent by an object to another object sup-
posed to receive it. The receiver must exist. This type
of error allows to formulate a new generic error:

E.4.Lack of an instance to receive the message.

This type of error can appear in a detailed sequence
diagram showing all the objects of an interface. Some
objects can change their state and become inaccessible.
The sending of the message then depends on the state
of the system.

Characteristics related to sending and receiving
events allow to define temporal properties. Indeed, for
these events, time is a fundamental feature, and errors
are caused by delays. Messages can also be in advance
compared to their specifications:

E.5. Sending or receiving of a message outside its
specified time limits (too soon or too late).

The message arguments specifying the operation or
called signal parameters must correspond to those ex-
pected by the receiver (humber, type and value). This
property allows the expression of three errors models:



E.6. The arguments type is different from the type of
parameters expected by the receiver.

E.7. The number of message arguments is different
from the number of parameters expected by the receiver.

E.8. The value of message arguments is different
from the value of parameters expected by the receiver.

The usual implicit answer to a message might be
characterized by arguments. For example, a message
which is an operation call, can return a value. This
leads to the identification of an error that is generally
relative to a message that call an operation:

E.9. The values returned by a response to a message
do not fit with the expected values (for example: con-
stant, random, out of limits, etc.).

The time of a message treatment corresponds to the
duration between the receiving of a message and the
sending of a response. Then, this can lead to a delay
of treatment and produce damages. The generic error
model is:

E.10. Treatment of a message out of the specified
time limits.

Thelink element characterizes the relation between
sender and receiver objects, and allows the message
emission. A new error model is thus deduced:

E.11. Lack of link between sender and receiver ob-
jects.

This type of error which is close to E.4 is important
to note that the communication between an user and
a robotic system depends on the quality of messages
transmission (that can be visual, auditive, etc.).

Instantiation of error models in FMECA

This section presents an example of use of error mod-
els previously identified. This approach has been suc-
cessfully applied to the medical robot system TER as
presented in [24].

Specific errors of an interaction are instanced from
our error models. Those error instances are integrated
in tables of an FMECA analysis in the column "Failure
modes". For instance, we consider the mesSegair
pressure in artificial musclesom figure 3. As shown
in figure 5, we identify three failure modes from error
models (the number has been reduced to present this
example).

In order to determine other columns data, we have
to refineTER Control SystemStatic and dynamic di-
agrams are needed to understand and identify possible
effects. For the system static view, this is represented
by the class diagram on figure 6. This diagram repre-
sents the slave control system of the TER project. The

slave robot, manipulating the probe, is actuated by ar-
tificial muscles. This diagram which is close to more
common block diagram, is an UML class diagram with
annotations as proposed in [25]. This diagram is used
to determine effects of the failure modes on actors (col-
umn "Effects"). The risk calculation first requires an
estimation of harm severity (effect at the system level).
We proposed to use a scale with five levels: negligi-
ble (5), minor (4), major (3), sever (2), catastrophic
(1). A more complete description of those levels is
done in [24]. The second data for risk estimation is
the probability of the harm. In case of the FMECA it
is more common to estimate the probability of the fail-
ure mode leading to the harm. Actually, a quantitative
evaluation of the probability of occurrence of a speci-
fied human error is impossible to perform. In our case
we did not base this on human performance models or
on experimental data. And we only do a qualitative es-
timation with different levels of probability of occur-
rence: frequent, probable, occasional, rare, impossible.
This point has to be developed, and relied to our type
of errors. We have determined types of human errors
that can appear in a human-machine interaction, but the
causes are not integrated. Other columns propose so-
lutions for risk reduction (mainly prevention and pro-
tection). This technigque also points to important details
for safety that must be determined, such as maximum
limit of air supply for converters.

4 Conclusion

The aim of the proposed approach is twofold: to man-
age the growing complexity of human robot interac-
tions and to handle safety requirements. First, we iden-
tify and model human robot interactions with UML.
This process leads to a more consistent task allocation,
and produces models used is subsequent development
steps. Moreover the models are understandable with
various actors of the development process (developers
and doctors for instance). Second, we have presented
interaction error models defined on the UML notation.
Our presentation focussed on the message which is one
of the features of the UML sequence diagram used to
express interactions. We provided an interpretation of
each error model in term of erroneous collaborations
between actors and the robotic system. As an illustra-
tion, error models have been instanced and integrated
in an FMECA.

This approach was applied successfully to the de-
velopment of a first prototype of a medical robot for
tele-echography. Others studies should be performed
to complete and validate this work. Moreover a tool
must be developed to automatically check the numer-
ous errors potentially present in a model.
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