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Abstract

Systems of mobile Systems (SoS) are intermittently connected networks that use store-carry-
forward routing for data transfers. Heterogeneous independent systems collaborate and exchange
data to achieve a common goal. Data transfers are only possible where systems are close enough
to each other, when a so-called contact occurs. During a contact, a sending system can transmit
to a receiving system a fixed amount of data held in an internal buffer. We assume that the
trajectories of component systems are predictable and consequently that a sequence of contacts
may be considered. The dissemination problem is finding a transfer plan such that a set of
data can be completely transferred from a given subset of source systems to all the recipient
systems. In this paper we propose a new constraint-programming-based algorithm for solving
this problem. Computational results show that this approach is an improvement on the integer-
linear-programming-based approach that we proposed in a previous paper.

Keywords: combinatorial optimization, constraint programming, lower bounds,
symmetry-breaking techniques, systems of systems, data transfer problem

1. Introduction

Mo Jamshidi has defined Systems of Systems (SoS) as large-scale integrated systems which
are heterogeneous and independently operable, but which are networked together for a common
goal [1]]. To achieve this goal, the (sub)systems must collaborate and share data. When the sys-
tems are mobile and intermittently connected, they must opportunistically make use of contacts
that arise when two systems are close enough to each other. This sort of opportunistic use of
contacts becomes critical when contact durations are relatively short with respect to the volume
of information being routed through the SoS. Via a series of separate contacts, elements of data
are transferred from one system to another until their final destination is reached (this is called
store-carry-forward routing).

Data transfer problems within systems of systems are addressed in the literature, in both oppor-
tunistic [2] and delay-tolerant networking [3]]. In general, the mobility of systems is assumed to
be non-deterministic, although realistic predictions can be made in many applications, e.g. satel-
lite networks (where the trajectories of the component systems obey straightforward dynamic
laws), data transfers in public transportation systems [4], and data transfers between drones.
Preprint submitted to a journal July 21, 2015
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In this paper we look at how knowledge about collaboration opportunities [, 6] may be har-
nessed when routing data from sources to destinations inside a given time horizon. In a previous
paper [[7] we proposed several dominance rules, different deduction procedures, a promising pre-
processing algorithm, and an integer-linear-programming model for solving this dissemination
problem (formalized in Section[2). Here we extend this previous work and propose a constraint-
programming-based algorithm to solve the problem more efficiently. For a state-of-the-art we
refer the reader to [7].

The remainder of the paper is organized as follows. In Section 2] we briefly restate the prob-
lem. In Sections [3]and[d] we propose a constraint-programming-based algorithm for solving it.
In Section [5| we assess this new approach and compare it with the approach we proposed in [7].
The paper ends with a conclusion and prospects.

2. The dissemination problem

In this section we first recall the statement of the dissemination problem, then summarize
the dominance rules we proposed in [7]. These dominance rules enable the search space to be
significantly reduced.

2.1. Formal description

First of all, we consider a set N = {1,2,..., g} of g interacting mobile systems, the nodes, and
one datum D = {1,2,...,u} of u datum units. Each datum unit represents a unitary, indivisible
fragment of data. Each node i € N possesses a subset O; C D of datum units from the outset.
Subset R € N defines the nodes wishing to obtain the datum 9 (all the datum units) inside the
given time horizon. In this paper the term source nodes will refer to the nodes i € N such that
O; # 0. The nodes in R are termed the recipients.

To ensure the dissemination of the datum 9, nodes may exchange datum units whenever
they are close enough to communicate. A communication opportunity is known as a conftact.
We assume that these contacts are perfectly known, or easily predictable at any time, because
the trajectory of each node is deterministic. Thus, we consider a sequence of contacts o =
{o1,09,...,0,} of m ordered pairs of N2, During contact (s,7) € o, the sending node s can
transmit to the receiving node r at most one datum unit that it already possesses (either from the
outset or as a result of previous contacts). Once the contact has occurred, node r also possesses
unit k. Below, nodes s. and r. denote the sender and the receiver in contact o = (s, r.) € O

A transfer plan ¢ : {1,2,...,m} — {0,{1},{2},...,{u}} is a function where ¢(c) designates the
datum unit received by node r, during contact o.. If ¢(c) = 0, then nothing is transferred during
contact o.. Hereinafter, T;; denotes the target set {0, {1},{2}, ..., {u}} of ¢. A transfer plan ¢ has
a corresponding set of states 0; C D, defined for each time index ¢ € {0, 1, ..., m} and each node
i € N, such that:

(HVYieN, 0" =0,
(2) Y €{1,2,...m}, 05 = O U ¢(o), (1)
() Ve € {l,....m}, Vie N\{r.}, O¢ = O~

Each state O! therefore contains the datum units received by node i during the first # contacts of
sequence o (in addition to the datum units that node i has possessed from the start). The transfer
plan is valid where nodes transmit only datum units that they possess, i.e.

Vo, € o, ¢(c) € {0} U {{k} |k € 05"} 2)
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(a) instance definition (b) a solution of 3 arc-disjoint branchings

N=R=1{1,2,....65D=(1,2} ¢(1) = ¢(3) = ¢(6) = ¢(8) = ¢(11) = {2}
0, ={1,2,0,={110; = =06 = 0 ¢4 = ¢(5) = ¢(7) = ¢(10) = {1}
o =[(1,6),(6,1),(6,5),...,(5,6)] $(2) = ¢(9) = $(12) = p(13) = 0

(c) evolving graph [|9]

Figure 1: An instance of the problem, a solution and the corresponding evolving graph.

A valid transfer plan ¢ has a delivery length A;(¢) for each node i € N, corresponding to
the smallest contact index ¢ after which node i possesses every datum unit k € D, i.e. A;(¢) =
min{t € {0,1,...,m}| 0; = PD}. If this index does not exist, then it is assumed in the following
that A;,(¢) = oo. The dissemination length A(¢) of the transfer plan corresponds to the smallest
index t at which all the recipient nodes are delivered, i.e. A(¢) = max;eg {4;(¢)}. In this paper we
address the problem of finding a valid transfer plan minimizing A(¢).

This problem is known to be NP-Hard in the strong sense, but it can be polynomially solved
if u =1or|R| =1 (see [8] for a comprehensive study on the complexity of this problem).

Note that instances of the problem can be described by evolving graphs, i.e. multigraphs whose
vertices represent nodes and whose arcs represent connections between these nodes. Each arc is
labelled with time intervals which indicate when the link is active. To properly take account of
time constraints, the notion of path is replaced by the notion of journey, that is an ordered set of
arcs having increasing labels. For our requirements, each contact is thus represented by an arc
whose label is given by its position in the sequence.

In Figure|l} [0y = (1,6),03 = (6,5)] is a journey, since 3 > 1. This represents the fact that
node 6 can forward the unit it has received from node 1 at time 1 to node 5 at time 3. However,
[o13 = (5,6),01 = (1,6)] is not a journey because 1 < 13. Given a datum unit k € D, a journey
[, w),...,(v, j)] between a source node i € N |k € O; and a recipient node j € R thus represents
a store-carry-forward routing to transmit unit £ from i to j. Solving the dissemination problem is
equivalent to finding a set of arc-disjoint branchings in this graph (each unit has a corresponding
set of branchings rooted on its sources and covering the recipients) [8, 9, ¢f. Figure[T]

2.2. Dominance rules

We will mainly use two dominance rules that are recalled below.

First, since network failures are ignored, it will never be necessary to transmit the same datum
unit more than once to the same node during the transfer plan. Hence the following definitions
and the ensuing dominance rule.

Definition 2.1. The transfer occurring at time ¢ with respect to the transfer plan ¢ is said to be
null if and only if no datum unit is transmitted during contact o, i.e. ¢(c) = 0.
3



Definition 2.2. The transfer occurring at time ¢ with respect to transfer plan ¢ is said to be
improving if and only if the receiver obtains a new datum unit during o, i.e. IOfC‘ll <|0% |-

Definition 2.3. A transfer plan ¢ is said to be minimal if and only if all its transfers are either
null or improving, i.e. no node receives the same datum unit more than once.

Proposition 2.1. The set of minimal transfer plans is dominant.

In addition, as we are optimizing the dissemination length, there is no need to delay improving
transfers. Therefore we define a strictly-active transfer plan as follows.

Definition 2.4. A transfer plan ¢ is said to be strictly-active if no non-improving transfer could
have been improving, i.e. ¥Yc € {1,2,...,m}, if Ik € D,k € Oi:l,k ¢ 0ﬁ:1, then |0§:1| < IOfFI.

Proposition 2.2. The set of strictly-active transfer plans is dominant.
Proposition 2.3. The set of minimal and strictly-active transfer plans is also dominant.

In addition to these dominance rules, in [7] we proposed different preprocessing algorithms
designed to reduce the search space and to deduce new constraints. These include, for example,
algorithms for proving that some contacts are useless in all dominant solutions (the corresponding
transfers ¢(c) are therefore set to 0). In some cases it is possible to identify datum units that must
necessarily be transferred. Unfortunately, using these kinds of algorithms in a dynamic context,
that is during the execution of the branching algorithm, has been seen to be inefficient within an
integer-linear-programming-based procedure. This calls instead for constraint propagation, i.e. a
powerful constraint programming tool that is unsuitable for linear programming.

In the following section, therefore, we propose a new constraint programming model for solv-
ing the problem more efficiently. In using constraint propagation (and other mechanisms) we are
seeking to perform more effective deductions.

3. From integer linear programming to constraint programming

In this section we first propose a constraint programming model for addressing the data dis-
semination problem, and then a branching algorithm for obtaining a solution (this procedure will
subsequently be refined in Section [)).

3.1. Constraint programming model

To start with, for each node i € N, we define 7; = {0} U {c € {1, ...,m}|r. = i}, the set of time
indexes where the state of node i can change (i.e. where node i can receive one datum unit). Let
T:1),t€{0,1,...,m]} refer to the last contact occurring before time # and where i is the receiver,
ie Tit)=max{t e T;|t <1t}

The variables are defined as follows:

e YVke D, Vecel{l,2,...,m},

. { 1 if datum unit & is transmitted from s, to r. during contact o,
ke =
0 else.

e Vie N,VYke D, VteT;,



1 if node i possesses datum unit k after contact o,
Yikt =10 else.

_ | 1 if transfer ¢(c) is improving,
=)0 else.

o Vie N, Vk € D, variable A;; represents the delivery length which is associated with unit &
and node i, i.e. the date from which node i possesses datum unit k. Its domain is 7; U {co}
(A;x = oo means that node i does not receive unit k during the transfer plan). In practice, we
can take co = m + 1.

e Vie R, variable A; = maxgep {A;x} represents the delivery length of recipient node i, i.e. the
date from which node i possesses all the datum units. Its domain is 77 (i has to be served).

e Variable A = max;er {1;} represents the dissemination length of the transfer plan. Its domain
is therefore J;er 77 € {0, 1,...,m}.

Remark 3.1. y-variables are indexed with sets T, instead of set {0, ...,m}. However, it is easy
to know whether a node i € N possesses a datum unit k € D at any indext € {0, 1,...,m}.

| 1 ifnode i possesses datum unit k after the ¢ first contacts,
YikTit) =1 0 else.

Minimizing the dissemination length gives the following objective function:

A* = min A 3)
The constraints are written as follows:
e Each node i € N initially possesses a subset O; of datum units:

ViEN,Vk€D|k€Oi,yi’k‘0=1 (4)
Vie N,Vke DIk ¢ O, yiro = 0 (5)

e The transfer plan must be valid (sending nodes must possess the units that they transmit):

Vke D, Veell,2,...,m}, Xpe < Yo kTie=1) (6)

e Nodes are in possession of a datum unit from the time they receive it:

Vk e D, Ve e {1’ 2’ ey m}, VrekTi(c=1) + Xke = Yro ke (7)

o At most one datum unit can be transferred during each contact:

\/ce{l,z,...,m},zxk,czac (8)
keD



e Variable A, is the delivery length corresponding to datum unit k£ and node i:

. ] Vi =0 = A >t
VIEN’VkED’WET”{y,;k,,=1<=>/1,-,kSt ©)]
o The transfer plan must be strictly-active:
Yk € D, Yc e {1,2, . ,m}, Vs T (c=1) > Vre kT (c=1) — da, = 1 (10)

Remark 3.2. Note that constraint (7)) ensures that node r. possesses a datum unit k after contact
o if it possessed unit k after contact o._1, or if it received unit k during contact o.. However,
the constraint prevents both of these conditions being true at the same time, and so ensures that
the solution is minimal.

Altogether, the model contains um x-variables, u.(2m + q) y-variables, qu + |R| + 1 A-variables,
m a-variables, and ug + m + Sum constraints.

The model is solved with a branch-and-bound procedure. The efficiency of the algorithm is
heavily dependent on the branching variables that are selected and on the quality of the bounds
computed at each node of the search tree. For this reason we propose a branching heuristic in the
following section. Lower bounds of the problem will be introduced in Section ]

3.2. Branching algorithm

In order to prune branches as early as possible and obtain a fast convergence, it is necessary
to find good upper bounds quickly. To this end, priority should be given to the most promising
branches so that the better solutions (whose values are upper bounds) are visited sooner. This is
why we propose setting transfers sequentially and heuristically, i.e. the x-variables are set from
xx1 (Vk € D) to x,,. This also makes it easy to develop ad hoc procedures that significantly
reduce the size of enumerations (cf. Sections i.T|and 4.2).

At each node of the search tree, the solver selects the smallest index ¢ € {1,2,...,m} for which
the value of transfer ¢(c) has not yet been decided, then creates one branch per possible value.
In this way it creates one branch for each datum unit £ € D such that variable x; . is not fixed,
then sets x; . = 1 and x . = O for all & € D\{k}. If variable a. is not fixed to 1, one extra branch
is created for the null transfer. In this case, the whole set of x; . variables (Vk € D) is set to 0.

The order in which these branches are visited is heuristic.

1. First of all, we seek to identify the most critical transfers in terms of feasibility. In particular,
the fewer the remaining opportunities for node r, to receive a datum unit k € D, the more
urgent the transfer of datum unit k becomes. Thus, we give priority to branches for which
criterion [{t € {c,c + 1,...,m} such that r, = r, and x, is not set to 0 }| is the lowest.

2. In case of a tie we seek to balance the dissemination of the datum units, and so we first
explore the branches with the fewest disseminated units. We prioritize branches whose cri-
terion |{# € {1, ..., m} such that r, # r. and x;, is not set to 0 }| is the highest. This approach
is based on the heuristic proposed by Belblidia ef al. in [2]].

3. If there is one, the branch associated with the null transfer is considered as a last resort.

In practice, this heuristic has given promising results. It unfortunately fails on some instances
of medium and large size. When the number of backtracks starts to soar, we therefore switch to
the solver’s built-in algorithnﬂ and start the search again from scratch.

1': The behaviour of this algorithm is not described in the present paper. For more details see the online documentation
of the IBM-Ilog CP Optimizer.
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These failures occur because pure depth-first searches (like ours) generally yield an initial
solution quite fast, but do not move easily from one area of the search space to another, since they
are often unable to recover sufficiently quickly from bad decisions made early on in the process.
For this reason we devote the following sections to ad hoc methods designed to counterbalance
this familiar drawback of depth-first searches. Note that the implementation of these ad hoc
methods is significantly facilitated by the fact that transfers are set sequentially.

4. Additional Features

In this section we propose additional features that can easily be integrated into the branching
algorithm proposed in Section [3.2] We first propose two lower bounds for the problem, then
describe three techniques for breaking the symmetries that are inherent in our approach.

4.1. Lower bounds

In this subsection we propose some lower bounds of the delivery length 4;(¢) corresponding
to the different recipient nodes i € R, and consequently some lower bounds of the dissemination
length A(¢) of a transfer plan ¢.

Let us first consider the following proposition.

Proposition 4.1. Let i € R be a recipient node and let & = u — |Q;| be the number of units that
node i has to receive during the transfer plan. Let o, be the ™ contact o, = (s.,0) € & during
which a datum unit k € D\O; can be transmitted to node i (i.e. such that x. is not set to 0). If this
index does not exist (e.g. if it remains less than a contacts fulfilling the condition), we consider
that x = co. x is a lower bound for 1;,(¢) and A(@), i.e. 1 > A; > x.

This lower bound can be enhanced by checking whether a valid assignment between transfers
and required datum units exists. This point may be illustrated by considering a recipient node
i € R that must receive units 1, 2, 3 (@ = 3) and for which the following contacts are available:

domains
O¢ Xl,¢ X2.¢ X3¢
o3 =(s3,8) [ {0,1} [ {0,1} | {0, 1} | — &(3) € {0,{
o5 =(s50 | {0,1} | {0} {0} | — ¢(5) €1{0,{
{0,1 {0, {
{0} {0, {

og =(s3,0) | {0,1} | {0} | {0}
T9 = (89, 1) 0,1} [ {0,1} | =09 €

Each contact o, ¢ € {3, 5, 8, 9} is such that there exists a datum unit k € D\O; for which variable
Xk is not set to 0. Proposition [4.1] states that delivery length 1;(¢) > 8. However, it is clear that
there is no transfer plan enabling node i to receive datum units 1, 2 and 3 using only contacts o073,
o5 and og. In the best case, node i receives one unit from among {2, 3} during contact o3 and unit
1 during contact o5 or og. Even so, node i still has to receive at least one datum unit from among
{2, 3} during contact o09. Delivery length A;(¢) is necessarily greater or equal to 9, because there
is no assignment of transfers ¢(3), ¢(5) and ¢(8) enabling node i to receive datum units {1, 2, 3},
cf Figure[2] From this observation, we propose tightening the lower bound as follows.

Proposition 4.2. Let i € R be a recipient node, and let o' C o be the subsequence of contacts

built from o by considering only contacts o = (s.,i) € o such that there exists a datum unit

k € D\O; for which variable xy . is not set to 0. Let o € o' denote the first contact from which —
7



available transfers

required datum units

Figure 2: The assignment problem that is solved to compute the lower bound.

by adding the contacts of o one after the other — there exists a valid assignment of the transfers
which leads to the delivery of all the datum units to node i. If such an index does not exist, then
we consider that x = oo. x is a lower bound for A;(¢) and A(¢), i.e. 1 > A; > x.

The computational investment required to compute this lower bound gives a particularly good
return when the number of datum units is high. But the weaker bound defined in Proposition
M. T usually gives good results too (see Section [5]for a more comprehensive comparison between
these two lower bounds).

Another lower bound can be derived from the proof of polynomiality proposed in [§] for the
case where there is only one recipient node, i.e. r = [R| = 1. Given a recipient node i € R, the
optimal solution which can be computed for the problem where node i is the unique recipient, is
a lower bound for delivery length 1;(¢) in the original problem.

Solving this problem is based on the observation that where there is only one recipient node,
datum units never need to be duplicated, and the trajectory of each datum unit is an elementary
journey. Here, the dissemination problem can be reduced to a flow problem where u units of flow
are to be routed with the minimum number of contacts through a time-independent version of
the evolving graph. The contacts can therefore be added one by one, until a sufficient amount of
flow can traverse the graph.

The bound is unfortunately weak in practice. Transforming the problem into a flow problem
implies relaxing the identity of the datum units, in the sense that a unit of flow is not associated
with a particular datum unit. This prevents us using information collected during the search (e.g.
the value of the x-variables) to constrain the admissible flows.

4.2. Symmetry-breaking techniques

The overall performance of the search can be improved by breaking the symmetries that are
inherent in our approach. The search space contains a large number of equivalent transfer plans
that may be ignored by applying dominance rules that we describe below.

Let us first consider the example on the left of Figure 3] At time # = 3, datum units 1 and 2
share the same sources (nodes 1, 2, 3), i.e. Yi € N, 1 € O} if and only if 2 € O}. Thus, the
role of these datum units can be swapped in the rest of the sequence (see the right half of the
figure). That is to say, the sub-branchings (in the evolving graph) corresponding to datum units
1 and 2, and with contacts occurring after contact o3, can be swapped. The dissemination length
is not affected by this operation. As a result, it is sufficient to consider one option (¢(4) = {1} or
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@ = {1} ) = {2}
— 2~

¢ = {1}
¢(2) = {1}

@6

Pp(5)=0

Figure 3: A symmetry appears between units 1 and 2 when we try to fix ¢(4).

¢(4) = {2}) out of the two to solve the dissemination problem, e.g. we can arbitrarily decide to
transmit the datum unit with the lowest index first. This can be formalized as follows.

Definition 4.1. Lett € {0, 1, ..., m} denote a time index. A partial transfer plan ¢’ of length ¢ is a
partial function from {1,2, ... ,m}to Ty ={0,{1}, ..., {u}}, whose domain X is at least {1,2, ...t}
(i.e. {1,...,1} C X). Note that domain X can be empty when t = 0. The states O} (see equation
(1) on page2)) are still defined for all the nodes i € N and any x € {0, ..., t}. The delivery length
Ai(¢") of a node i € N becomes Ai(¢'") = min{x € {0,1,...,1}| O} = D}, or A;(¢") = oo if such an
index does exist. The dissemination length remains A(¢") = max,eg {1;(¢")}.

Definition 4.2. Let ¢' be a partial transfer plan of length t € {0, ..., m}, and let X be its domain.
The extension A(¢") of @' is the set of valid transfer plans ¢ such that Yc € X, ¢(c) = ¢'(c).

Proposition 4.3. Lett € {0, 1,...,m} be a time index, and let ¢' be a partial transfer plan of
length t. Let ki and ky € D be two datum units such that k; < k. If ky and ky share the same
source nodes at time t —i.e. ky € OX(¢") if and only if ky € O¢'") for all the nodes i € N — then
the subset ®, of transfer plans ¢ € A(¢") such that ¢,(t + 1) = {k;} dominates the subset ®, of
transfer plans ¢, € A(¢") such that ¢,(t + 1) = {ky}.

Proof. Let ¢, be a valid transfer plan in ®,. We prove there exists a transfer plan better than or
equivalent to ¢; in set @;. To this end, we consider the copy ¢, of ¢, where we set ¢(c) = {k;}
forall c € {¢t,...,m}|¢x(c) = {kp}, and @i (c) = {ko} for all ¢ € {t,...,m}| p2(c) = {k1}. Transfer
plan ¢, therefore belongs to @ (the roles of datum units k; and k, have been swapped after
contact o). Let us now prove that ¢; has the same dissemination length as ¢,. First, it will be
noted that k € O¢(¢) and k € O{(¢1) are equivalent for any other datum unit k € D\{ky, k»}, any
node i € N, and any time index ¢ € {0,1,...,m}. We would like to show that k; € Of(¢») is
equivalent to ky € Of(¢1). This is obvious in the case of ¢ < 7. We then assume it holds at a time
¢ > t, and we consider the situation at time ¢ + 1:

L. Ifi # resr, then ky € O (¢) = ki € OX(¢h2) = ko € O%(¢h1) = ko € O (¢1)
2. Ifi=r.,thenk € O;‘”(gbg) = ki € O{(¢p2) Ughalc+ 1)

(a) If k; € OX(¢2), then ky € OX(¢1) = ky € OH(¢h))

(b) Ifky = (}52(0 +1), then k, = ¢1(C +1)= k, € 0f+1(¢1)

In the same way, we can prove that k; € Of”(qﬁl) =k € Of”(qﬁz), which demonstrates the

result by recurrence. In addition, we can also prove that k> € O{(¢>) is equivalent to k; € O{(¢1).

Thus, we have shown that O}(¢1) = O}(¢) at time A = A(¢), i.e. A1) = A2). O
9



In practice, Proposition[d.3|can be applied at each node of the search tree. Given a sequential
branching algorithm such as that described in Section[3.2] every node defines one partial transfer
plan ¢’ of size ¢ (¢ being the number of transfers that have been set during the search from the root
to the node we consider in the search tree). Thus, if 7 = {k € D| x4 is not set to 0 } denotes
the set of units that could be transmitted during contact o1, we can check whether two units k;
and k, € T (with k; < k) have the same sources. If so, k» can be removed from 7', that is to say
variable xy, 1,1 can be set to 0. The branch where x;, .1 = 1 (the set of transfer plans @, C A(¢")
such that ¢(¢ + 1) = {k»}) can be ignored, because the branch where xi, ;+1 = 1 (the set of transfer
plans ®; C A(¢") such that ¢(¢ + 1) = {k;}) will be explored.

Remark 4.1. In the trivial cases where only one source node s € N has the whole datum at the
outset, i.e. where Oy = {1,2,...,u} and Yi € N\{s}, we have O; = 0. This proposition means we
only need to consider one transfer plan out of u! during the search. In these trivial cases, for each
transfer plan, that is for each subset of u arc-disjoint branchings of the evolving graph, we can
find u! symmetrical transfer plans by permuting the assignments of the units to the branchings.
Proposition ensures that the branchings are assigned to the units according to their indexes
(other permutations are ignored).

Let us now turn to the example shown on the left of Figure ] Node 3 is the recipient in two
contacts 0| and 0, without having the opportunity to transmit data to a third node between these
contacts. Therefore, the order in which datum units are sent to node 3 during these contacts is
not relevant (if we assume that both are improving) — i.e. 03 ={1,2}if ¢(1) = {1} A ¢(2) = {2},
orif ¢(1) = {2} A@d(2) = {1}. Thus, to prevent such symmetries from expanding the search space,
we propose considering only transfer plans where the datum units are transmitted in the order of
their indexes, i.e. such that ¢(1) = {1} and ¢(2) = {2}. This can be formalized as follows.

Proposition 4.4. Let i € N be a node and let ki, ko € D be two datum units with k; < k;.
Let us also assume that there are two contacts oy and o,p € 0 (x1 < xX2) withry = rp =1
between which node i has no opportunity to transfer data, i.e. fiy € {x1,...,x2}| sy = 1. Among
the transfer plans such that k| € 0)‘1 'n 0)‘2 1\0)‘2 Vand ky € 0)‘1 'n 0)‘2 I, the set ®; of
transfer plans ¢, such that ¢1(x1) = {ki} and ¢)1(x2) = {ko} domlnates the set (Dz of transfer
plans ¢, such that ¢>(x1) = {ky} and ¢2(x2) = {ki} (the datum unit with the lowest index has to
be transferred first).

Proof. Let ¢, € ®; be a valid transfer plan such thatk; € 0% "'NO2"1\ 02k, € 031~ 100f22 1.
P2(x1) = {ky} and ¢(x2) = {k;}. We can build an equ1valent transfer plan ¢, € ®@; by copying ¢,
and by setting ¢;(x1) = {ki}; ¢1(x2) = {kp}. Note that ¢, is valid, since ¢, is valid, k; € 0?31_1

O

and k, € 032!, Moreover, we have A(¢;) = A(¢2) > x2 since k; ¢ 012"

In practice, Proposition[4.4]is applied every time we have to decide the value of a transfer ¢(x1)
for which there exists a contact o, € o such that x1 < x2, r,; = rp, and ﬂy €{xl,...,x2}|s, =
ry1 (in the branching algorithm proposed in section [3.2). Note that the first xI1 — 1 transfers are
then fixed, and the set T = {k € D|x;, is not set to 0} of units that can be transmitted during
contact o, is given. In this way, in every branch k, € T (associated with decision ¢(x1) = {k,}),
transfer ¢(x2) = {k1} can be blocked if k, € O’S‘i‘l. The other constraints cannot be violated:

1. assertions k; € 03!~ and k, € OF'~! already hold,
2. ki € Offfz‘l is required for transfer ¢(x2) = {k;} to be valid,

3. and k; ¢ O}2"" is also necessary for that transfer to be minimal.
10



Figure 4: When consecutive contacts occur, datum units can be sent in the order of their indexes.

This can be automated simply by adding the following constraint in each of these branches:
Vkl [S {1,2, .. .,kz - 1} N T, [ys!k%, =1= Xy x2 = 0] 5 with s = Sx2 andt = 7-5()62 - 1)

The use of such constraints cannot be avoided, since the state 0’;32" is not fixed when the value
of transfer ¢(x1) is being decided.

Moreover, when several contacts o, fulfil the above conditions, we need to add the constraints
for each possibility. For example, if we look at the instance shown on the right of Figure[d] x2 = 3
and x2 = 4 both need to be considered when we set ¢(2) = {3}. Finally, note also that the case
where ¢(3) = {1} cannot be ignored, because node 3 will not be in possession of datum unit 3
when o3 occurs, i.e. no swap will be possible between transfers ¢(2) and ¢(3).

Further research could include trying to detect other symmetry patterns. For example, we
could attempt to detect that transfer plans such that ¢(1) = {2}, ¢(2) = {1}, ¢(3) = {4} and
¢(4) = {3} maximize the number of datum units received by node 5 during these four contacts,
while ensuring that as far as possible the datum units are transmitted in the order of their indexes.
In this way, more transfers could be arbitrarily set, and even fewer transfer plans would need to
be considered during the search.

The final technique for breaking symmetries that we propose in this paper involves registering
the state of the nodes visited in the search tree. This enables branches to be pruned by detecting
dominance relationships among the transfer plans under construction. Different sub-sequences
of transfers can give rise to a similar dissemination — i.e. there may exist two partial transfer plans
¢ and ¢} of size t € {1,...,m} such that Vi € N, Oi(¢}) C Oi(¢). Where this is the case, the
set of transfer plans ¢; € A(¢|) dominates the set of transfer plans ¢, € A(¢}) since, from any
transfer plan ¢, € A(¢5), we can consider a better or equivalent transfer plan by taking the first ¢
contacts of ¢, and keeping the last m — ¢ contacts of ¢,. This can be formalized as follows.

Proposition 4.5. Let ¢ and ¢}, be two partial transfer plans of size t € {1,2, ..., min{m, A(¢))}}.
If Oi(¢}) € OU@)) for all the nodes i € N, then A(¢)) dominates A(¢).

Proof. Let ¢, be a transfer plan in A(¢}). Let ¢; € A(¢)) be the transfer plan built with the first ¢

transfers of ¢’ and completed with the last m — ¢ transfers of ¢y, i.e. Ve € {1,...,t}, §1(c) = ¢’ (o),

and Ve € {t+ 1,...,m}, ¢1(c) = ¢2(c). We know that O'(¢2) C O(¢}) = O;(qﬁ]) for all the nodes

ie N. Letus then assume that O5(¢2) C O;(¢;) for a time index ¢ € {r + 1,...,m — 1}, and let

us examine the situation at index ¢ + 1. If i # re,1, then O (¢2) = O%(¢h) C OS(¢1) = O (¢)).

If i = reer, O () = O5(¢) U da(c + 1) C OS(¢1) U ¢i(c + 1) = O+ (¢)). Consequently, we
11



have proved by recurrence that Of(¢,) S O{(¢1) holds for any index c € {z,...,m}. The validity
of ¢} and ¢, therefore results in the validity of ¢;. Moreover, since < A(¢)), we also have
t < A1) = A and OX(¢h2) € OX(¢y) for all the recipient nodes r € R. So, A(¢1) < A(¢). O

In practice, at every node of the search tree, and after having set the new transfer ¢’2(t), we also
save the corresponding global-state S;*"" = {O!]i € {1,2,...,q}} in a list L;. In short, S{"*" saves
the units possessed by each node at the end the first ¢ transfers of the current partial transfer plan
#),. Every list L, then contains the global states associated with a visited partial transfer plan of
size t € {1,2,...,m}. From Proposition @] we have that a node can be pruned if there exists a
dominant state S7" € L, (corresponding to a visited partial transfer plan #) such that Vi € N,
O'(S¢“™) € O'(Sdom).

This kind of symmetry-breaking technique falls within the well-known nogood recording
framework that was first introduced by Verfaillie and Schiex [[10]. The major drawback of such
a method is the huge number of global states which can be generated and thus recorded. An easy
way of managing this is to implement each list L, as a truncated heap sorted according to the
“cardinal” |S;| = X ;en |0§(S,)| of the states S; € L,. The intuitive idea is to prioritize the global
states that are most likely to include other global states.

Remark 4.2. If the global states are represented with bit vectors, testing whether two given sets
S,1 and S,2 are such that St1 c St2 is trivial using boolean operations. This computational efficiency
makes it possible to store thousands of global states per list L;, t € {1,2,...,m} and thereby, to
improve the performances of the solver significantly, cf. Section 3 for more details.

In this section, three methods have been proposed to break symmetries inherent in our ap-
proach. The first two techniques can be qualified as proactive, as both are intended to avoid
generating symmetric solutions during the search, while the third is more reactive insofar as it
aims to detect and prune symmetric branches after they have been generated.

In the following section, we assess the constraint-programming-based approach proposed
in Sections E] and El, i.e. the model, the branching algorithm, the lower bounds, and the three
symmetry-breaking techniques.

5. Computational Results

In this section computational results are reported and discussed. First we describe the bench-
mark used to perform these tests. The best results achieved in [7]] for these instances are recalled,
and these serve as a reference for subsequent comparisons. The model described in Section [3]is
assessed in Section[5.2] The features proposed in Section ] are discussed in Section[5.3]

5.1. About the benchmark

Below we consider 184 instances, organized into eight classes. The classes are listed in terms
of the number nbinst of instances they include, the number u of datum units and the number ¢
of nodes characterizing those instances, ¢f. Table[I} The average number of receivers 7ec = |R|,
the average number of sources s7¢ = |{i € N'|O; # 0}| and the average number of contacts m in
the instances are also reported. Moreover, the eight classes are grouped by difficulty. The first
group (3ulOn and 4u20n) comprises the easiest instances. The second and third group comprise
respectively the instances with many systems but few units, and the instances with few systems
but many units.
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L name u nbinst L

| ¢ || re [ 5 |

3

u
| 3ulOn 36 3 10 10 1 135
4u20n 41 4 20 18 1 366
4uSOn 26 4 50 39 1 710
2 4u100n 20 4 100 87 2 1720
SuS0n 23 5 50 50 1 726
10ulOn 16 10 10 6 2 197
3 50ulln 16 50 10 6 2 750
100ul0n 6 100 10 7 4 2000

Table 1: Some aggregates describing the benchmark.

Like in [7], the computations were all performed on a server equipped with 16 X 6 cores
(running at 2.67Ghz) and 1To RAM. Algorithms were all implemented with C++. Constraint-
programming models were solved with CP Optimizer, a commercial solver developed by IBM-
ILOG. Note that the multithreading features proposed by the library were deactivated, because
the use of concurrent optimizers led to unstable results (e.g. different executions of the same com-
putations generally led to very different results in terms of cpu time), which prevented reliable
comparisons between our methods. Each instance was therefore solved using a deterministic
sequential algorithm with a one-hour time limit.

Our tables of results include the same metrics in each case, namely:

1. solved (-%) indicates the percentage of instances solved by the given solver.

2. feas (-%) indicates the percentage of instances that remained unsolved but for which the
solver found at least one feasible solution within the one-hour time limit.
It follows that 100% — solved — feas (-%) indicates the ratio of instances for which the
solver neither found a feasible solution nor showed the instance to be infeasible.

3. cpu (-s) indicates the average time taken by the given solver to solve the problem, over all
instances and thus all time limits. cpu therefore tends to 3600s if solved tends to 0.0%.

As a reference, we first report (in Table[2) the best results we previously achieved in [7]] using
integer linear programming.

Remark 5.1. In the following paragraphs different sets of parameters are compared and the best
strategies selected. In our opinion, strategies should be selected for the three groups rather than
for the eight classes. In this way, the benchmark cannot be learned by heart. All the instances
are available on [l11)].

5.2. About constraint programming

Let us first discuss the computational results reported in Table [3} These results were obtained
using three different algorithms. min consists in solving the constraint programming model de-
fined by constraints (@) through (9) (the solutions are only required to be minimal). min+st/act
follows the same approach, but by also considering constraint (T0) (the solutions therefore need
to be minimal and strictly-active). prep+min+st/act consists in calling the preprocessing pro-
cedure defined in [7]], followed by min+st/act.
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name H solved L feas l cpu J

1 3ulls 100 - 0.47
4u20s 100 - 2.0
4us0s 100 - 4.1
2 4u100s 100 - 20.1
SuS0s 100 - 19.4
10ul0s 93.8 6.3 464
3 50ul0s 68.8 6.3 1691
100ul0s 66.7 0.00 3305

Table 2: The best results achieved with integer linear programming in paper [7].

‘ min ‘ L min+st/act H prep+min+st/act ‘

L name [ solved[ feas [ cpu ‘[ solved[ feas [ cpu H solved[ feas [ cpu ‘
| 3ulls 100 - 3.1 100 - 4.1 100 - 0.84
4u20s 100 - 12.3 100 - 10.2 100 - 55
4u50s 100 - 339 100 - 60.2 100 - 18.5
2 4u100s 80.0 20.0 818 100 - 196 95.0 5.0 333
5u50s 69.6 304 1316 91.3 8.7 555 100 - 173

10ul0s 18.8 50.0 3027 18.8 50.0 | 2964 375 37.5 2269
3 50ul0s 0.00 31.3 3602 0.00 0.00 3601 0.00 0.00 3601
100ul0s 0.00 333 3604 0.00 0.00 3603 0.00 0.00 3603

Table 3: The computational results achieved with CP Optimizer and different models.

The computational results reported in Table [3| might appear disappointing at first glance, es-
pecially compared to the results achieved using linear programming that are reported in Table 2]
Nevertheless, it should be remarked that there is a significant gap between min and min+st/act.
This shows that we were successful in implementing the dynamic deduction procedures that
were discussed in [7], i.e. we were able to integrate fully into the solver the concepts of minimal
and strictly-active transfer plans. This improvement was made possible by the introduction of
a-variables, and through non-linear constraints (1'1;0])

There is also a clear gap between algorithms min+st/act and prep+min+st/act, showing that
the preprocessing procedures we proposed in [[7] outperform the generic consistency algorithms
implemented in CP Optimizer.

5.3. Additional features

To get the most out of constraint programming, a custom branching algorithm often needs to
be implemented. The strategy proposed in Section is quite easy to implement with a con-
straint programming tool. Transfers need to be set and the nodes visited according to a heuristic.
If the number of backtracks starts to become unreasonably large, the search is restarted (from
scratch) with the built-in algorithm. In this case, the solver is notified that the x-variables are
the decision variables and consequently that they should be given priority during the branching.
Our computational results are reported in Table 4] columns none. The proportion of instances
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solved is significantly better, but is still not comparable to results obtained using integer linear
programming.

To obtain competitive results, we must consider the ad hoc tools we described in Section
namely the weak (wlb) and the strong (slb) lower bounds, the two proactive symmetry-breaking
techniques (sym), and the nogood-recording (ngr) procedure, cf: Tables [4] through[6]

wlb / slb :. The lower bounds have positive effects on the performance of our method. They
enable the solver to prune some branches earlier. The weak lower bound provides better results
for the first two groups, i.e. on the smallest instances, but not for larger instances. Conversely,
the strong lower bound provides better results for the third group (the hardest instances) than for
the first two groups. As is often the case, there is a balance to be struck between on the one hand
heavy computations // tight bounds, and on the other light computations // weak bounds.

ngr/sym :. The symmetry-breaking techniques enable the search space to be significantly re-
duced at a low computational cost. The results show sym and ngr operate well across all classes.

In summary, algorithm sym+ngr+wlb should be applied on the first two groups, while algo-
rithm sym-+ngr+slb is more suitable for the third group, ¢f. Table[7]

6. Conclusions and Perspectives

In this paper we address the problem of transferring data in a deterministic delay-tolerant
network (system of systems). We propose an algorithm based on constraint programming for
solving the so-called dissemination problem. This supplements our previous algorithm [[7], with a
better heuristic branching algorithm and some extensions (e.g. some lower bounds and symmetry
breaking techniques).

The table below shows the best computational results achieved so far, for each class and across
the two papers (we refer the reader to [[7]] for more details about column preprocessing).

L algorithm [L ad hoc procedures u results J

’ name H solver ( model H preprocessingT features W solved T feas T cpu W

’ 3ulls H CPLEX* ‘ min+st/act H minimal ‘ - H 100 ‘ - ‘ 0.26 ‘
4u20s CPO min+st/act light sym+wlb 100 - 1.3
4u50s CPO min+st/act light sym+wlb 100 - 2.6

| 4ut00s [[ cPLEX* [ min ][ light ] - [ 100 [ - T 201 |
Su50s CPO min+st/act light sym+wlb 100 - 12.6
10ul0s CPO min+st/act aggressive sym+ngr+slb 100 - 36.1
50ul0s CPO min+st/act normal sym+ngr+slb 87.5 12.5 540
100ul0s CPO min+st/act normal sym+wlb 100 - 129

* : an Integer Linear Programming solver developped by IBM-ILOG ; results from [[7]

In the future we plan to investigate several methods for solving the dissemination problem in
an uncertain context. This implies studying robust optimization in order to find transfer plans
which remain valid when not all contacts are successful.

15



L none H sym H sym-+ngr H sym+ngr+wlb J

name \[ solved[ cpu H solved[ cpu H solved[ cpu H solved[ cpu }

3ul0s 100 0.46 100 0.47 100 0.46 100 0.39

4u20s 100 1.8 100 1.7 100 1.7 100 1.3
4u50s 100 6.3 100 32 100 32 100 2.7
4u100s 100 198 100 160 100 58.5 100 88.5

SuS0s 100 51.2 100 33.7 100 394 100 20.7

10ul0s 43.8 2236 50.0 1807 81.3 812 87.5 462

50ul0s 43.8 2106 43.8 | 2105 43.8 | 2102 75.0 1029

100u10s 83.3 1184 83.3 1184 83.3 1189 100 702

Table 4: Computational results obtained by different algorithms with CP Optimizer —
part-1.

‘sym+ngr+slb H sym+wlb H sym-+slb H ngr ‘

name ‘[ solved[ cpu ‘[ solved[ cpu [ solved[ cpu [ solved[ cpu ‘

3ulls 100 0.59 100 0.38 100 0.59 100 0.46

4u20s 100 1.8 100 1.3 100 1.8 100 1.7

4u50s 100 3.6 100 2.6 100 3.7 100 5.2

4u100s 100 216 100 181 100 174 100 107

Su50s 100 73.1 100 12.6 100 66.0 100 542

10ul0s 100 36.1 68.8 1135 93.8 379 43.8 2143

50ul0s 87.5 640 75.0 1032 75.0 1061 43.8 2107

100u10s 100 1220 100 731 100 1291 83.3 1183

Table 5: Computational results obtained by different algorithms with CP Optimizer —
part-2.

‘ ngr+wlb ‘ L ngr+slb ‘ L wlb ‘ L slb

name ‘[ solved[ cpu ‘[ solved[ cpu [ solved[ cpu [ solved[ cpu

3ulls 100 0.38 100 0.59 100 0.38 100 0.60

4u20s 100 1.3 100 2.0 100 1.5 100 22

4u50s 100 43 100 7.7 100 5.6 100 11.9

4u100s 100 84.6 100 279 100 154 100 395

Su50s 100 46.7 100 241 100 29.9 95.7 245

10ul0s 50.0 1807 68.8 1425 43.8 2091 62.5 1725

50ul0s 62.5 1689 62.5 1497 62.5 1662 62.5 1495

100ul0s 83.3 1187 83.3 1431 83.3 1187 83.3 1473

Table 6: Computational results obtained by different algorithms with CP Optimizer —
part-3.
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L name H algorithm u solved L feas L cpu

1 3ulls sym-+ngr+wlb 100 - 0.39
4u20s sym+ngr+wlb 100 - 1.3
4u50s sym+ngr+wlb 100 - 2.7
2 4u100s sym+ngr+wlb 100 - 88.5
S5uS0s sym-+ngr+wlb 100 - 20.7
10ul0s sym+ngr+slb 100 - 36.1
3 S50ul0s sym-+ngr+slb 87.5 12.0 640
100u10s sym+ngr+slb 100 - 1220

Table 7: The algorithms that obtained the best results with CP Optimizer in every group.
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