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SINGULAR INTEGRAL OPERATORS WITH OPERATOR-VALUED
KERNELS, AND EXTRAPOLATION OF MAXIMAL REGULARITY

INTO REARRANGEMENT INVARIANT BANACH FUNCTION SPACES

RALPH CHILL AND ALBERTO FIORENZA

Abstract. We prove two extrapolation results for singular integral operators
with operator-valued kernels and we apply these results in order to obtain the
following extrapolation of Lp-maximal regularity: if an autonomous Cauchy
problem on a Banach space has Lp-maximal regularity for some p ∈ (1,∞),
then it has Ew-maximal regularity for every rearrangement-invariant Banach
function spaceEwith Boyd indices 1 < pE ≤ qE < ∞ and every Muckenhoupt
weight w ∈ ApE . We prove a similar result for non-autonomous Cauchy
problems on the line.

1. Introduction

The theory of maximal regularity of abstract linear evolution equations has
proved to be fundamental because of its applications to nonlinear problems.
It is moreover a beautiful theory which combines results and techniques from
Fourier analysis and abstract harmonic analysis on Banach spaces, from the
theory of singular integral operators, from Banach space geometry, from oper-
ator theory and from variational analysis. In this article, by applying a recent
extrapolation result of Curbera, Garcı́a-Cuerva, Martell and Perez [17] (which
goes back to an idea of Rubio de Francia [44]) and a Coifman-Fefferman in-
equality for Calderón-Zygmund operators with operator-valued kernels, we
obtain the following statement (Corollary 7.4).

If A is a linear, closed and densely defined operator on a Banach space X and if the
first order problem

u̇ + Au = f on (0,T), u(0) = 0,
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has Lp-maximal regularity for some p ∈ (1,∞), then it has Ew-maximal regularity for
every rearrangement-invariant Banach function space E with Boyd indices 1 < pE ≤
qE < ∞ and every Muckenhoupt weight w ∈ ApE .

Let us recall that the above Cauchy problem has Lp-maximal regularity if
for every f ∈ Lp(0,T; X) there exists a unique solution u ∈ Lp(0,T; X) such
that u̇ and Au also belong to Lp(0,T; X). The notion of maximal regularity
is defined similarly for non-autonomous problems, second order problems
or evolutionary integral equations, the important requirement being that the
unknown terms in the differential equation each have the same regularity as
the given right-hand side.

In the definition of maximal regularity, the space Lp can be replaced (and
this was actually done in the literature) by other function spaces. We see three
prominent types of spaces.

There is for example the space of continuous functions and, more gener-
ally, spaces of continuously differentiable functions. It is true that C-maximal
regularity has been studied and holds in some situations, but we recall that
the Cauchy problem with unbounded A has C-maximal regularity only if the
space X contains c0 [8]. Hence, C-maximal regularity never occurs if A is an
unbounded operator on a reflexive space (for example, an Lq space).

Maximal regularity in spaces of Hölder continuous functions or in Besov spaces
has been studied, too, and we recall that Cα- and Bs

pq-maximal regularity hold
as soon as −A generates an analytic C0-semigroup on X. This follows from an
abstract maximal regularity result in interpolation spaces for sums of sectorial
operators [19].

Finally, one can study maximal regularity in spaces of measurable functions,
for example in Lp spaces (Lp-maximal regularity), but also in weighted Lp

spaces, Orlicz spaces, Lorentz spaces etc. However, it seems that only the
Lp spaces and their weighted versions appear in the literature. For example,
it is known that if the Cauchy problem has Lp-maximal regularity for some
p ∈ (1,∞), then −A generates an analytic C0-semigroup [23]. The converse is
true in Hilbert spaces [20], but it is not true in general [33]. This makes the
theory of Lp-maximal regularity more involved and gave rise to the notion
of R-boundedness of operator families and a characterization of Lp-maximal
regularity on UMD Banach spaces (see [35], [4], [21] for accounts of the theory).

The above mentioned extrapolation result closes the gap between the exist-
ing theory of Lp-maximal regularity and the surprising absence of results in
more general Banach function spaces of measurable functions. It extends two
existing extrapolation results. The first one is well known, follows from the
Marcinkiewicz interpolation theorem and states that if the Cauchy problem
has Lp-maximal regularity for some p ∈ (1,∞), then it has Lp-maximal regular-
ity for every p ∈ (1,∞) [45], [13], [29]. The second one is more recent and states
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extrapolation of Lp-maximal regularity into Lp
w-maximal regularity for certain

power weights w [7], [43].
These extrapolation results are important with respect to solvability and

regularity of the initial value problem

u̇ + Au = 0 on (0,T), u(0) = x,

which in turn are important for the study of nonlinear problems. They imply
for example precise Lp

w regularity results when the initial values belong to the
classical real interpolation spaces (X,D(A))θ,p which may be defined as trace
spaces of appropriate maximal regularity spaces. The Ew-maximal regularity
and associated maximal regularity spaces gives rise to a whole class of new
trace spaces. The study of this class of trace spaces certainly deserves attention
but is not the subject of this article.

The article is organized as follows. In Sections 2 and 3 we recall some back-
ground on Banach function spaces, the Hardy-Littlewood maximal operator
and the Muckenhoupt weights. In Section 4 we recall the definition of singular
integral operators and Calderón-Zygmund operators, and we state the main
abstract extrapolation results including the Coifman-Fefferman inequality for
Calderón-Zygmund operators with operator valued kernels. Sections 5 and 6
are devoted to the proofs of the abstract extrapolation results. Finally, in Sec-
tion 7 we apply Theorem 4.3 in order to obtain the extrapolation result stated
above. We actually also include the study of a nonautonomous problem there.

2. Background from Banach Function Spaces Theory

2.1. Scalar valued functions. Fix n ≥ 1. In the following, unless otherwise
specified, all our function spaces are spaces of functions defined onRn. LetM
be the set of the Lebesgue measurable, complex valued functions onRn, and let
M

+ be the subset of real valued, non-negative functions. For a measurable set
E ⊆ Rn, by m(E) and χE we denote respectively the Lebesgue measure of E and
the characteristic function of E. A Banach function norm ρ (see Bennett and
Sharpley [10] for this and the next definitions, and details on the assertions
appearing in the text below) is a mapping ρ : M+

→ [0,∞] such that the
following properties hold:

• ρ( f ) = 0⇔ f = 0 almost everywhere,
• ρ( f + g) ≤ ρ( f ) + ρ(g),
• ρ(λ f ) = λρ( f ) for all λ ≥ 0,
• if 0 ≤ f ≤ g almost everywhere, then ρ( f ) ≤ ρ(g),
• if fn ↗ f almost everywhere, then ρ( fn)↗ ρ( f ),
• if m(E) < ∞, then ρ(χE) < ∞
• if m(E) < ∞, then

∫
E

f dx ≤ CEρ( f ) for some CE depending on E and ρ,
but independent of f .
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By means of a Banach function norm ρ, a function spaceE = E(ρ) is defined:

E = { f ∈ M : ρ(| f |) < ∞}.

This space becomes a Banach space of functions on (Rn, dx) under the norm
‖ f ‖E = ρ(| f |). We call it Banach Function Space over (Rn, dx), briefly BFS (the
underlying measure space is generally omitted). An analogous definition on
other measure spaces holds, and, when used, the underlying measure space is
indicated.

For a measurable function f we define its distribution function m f by

m f (λ) = m({x ∈ Rn : | f (x)| > λ}) (λ ≥ 0),

and we say that two measurable functions f and g are equimeasurable if they
have the same distribution function, that is, m f = mg. A BFSE is rearrangement
invariant (we write briefly r.i.BFS) if ρ( f ) = ρ(g) for every pair of functions inE
which are equimeasurable. This means that the norm of a function f depends
only on the measure of the level sets of | f |.

The decreasing rearrangement of f is the function f ∗ ∈ M+(R+) defined by

f ∗(t) = inf{λ ≥ 0 : m f (λ) ≤ t} (t ≥ 0).

We use here the convention that inf ∅ = ∞. Since f ∗ is defined starting from the
distribution function of f , of course two equimeasurable functions have the
same decreasing rearrangement. Moreover, f and f ∗ have the same distribution
function, that is, m f = m f ∗ .

By Luxemburg’s representation theorem [10, p.62], every r.i.BFSE has a rep-
resentation on the measure space ([0,∞[, dt), that is, there exists a r.i.BFSE over
([0,∞[, dt) such that f ∈ E if and only if f ∗ ∈ E, and in this case ‖ f ‖E = ‖ f ∗‖E.

As in Curbera, Garcı́a-Cuerva, Martell, and Pérez [17], we define the weighted
versions of the r.i.BFS in the following way. Let w be a weight, that is, a posi-
tive, locally integrable function on Rn. For any measurable set E ⊆ Rn, we set
w(E) =

∫
E

w(x) dx. For any f ∈ M, the distribution function and the decreasing
rearrangement with respect to w are respectively defined by

w f (λ) = w({x ∈ Rn : | f (x)| > λ}) (λ ≥ 0) and
f ∗w(t) = inf{λ ≥ 0 : w f (λ) ≤ t} (t ≥ 0).

It can be proven that the distribution function is nonnegative, nonincreasing
and right-continuous (see, for example, [10, Proposition 1.3, p.37]). The BFS
Ew is the r.i.BFS over (Rn, w(x)dx) defined by

Ew = { f ∈ M : ‖ f ∗w‖E < ∞},

and its norm is ‖ f ‖Ew = ‖ f ∗w‖E.
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Let us now define the Boyd indices of a r.i.BFS. Given a r.i.BFSE, the dilation
operator Dt : E→ E is the bounded linear operator defined by

Dt f (s) = f (s/t), 0 < t < ∞, f ∈ E.

Set hE(t) = ‖Dt‖L(E), whereL(E) denotes the space of bounded linear operators
on E. The lower and upper Boyd indices are defined respectively by

pE = lim
t→∞

log t
log hE(t)

= sup
1<t<∞

log t
log hE(t)

and

qE = lim
t→0+

log t
log hE(t)

= inf
0<t<1

log t
log hE(t)

.

One always has 1 ≤ pE ≤ qE ≤ ∞ (see for example [10, Proposition 5.13,
p.149], where the Boyd indices are defined as the reciprocals with respect to
our definitions).

Here are some examples of the definitions given above. To simplify the
notation, in every example the function norm is indicated with the same symbol
ρ. We stress that it is not our purpose to give the definitions in their utmost
generality; we restrict ourselves to the spaces that can be considered in the rest
of the paper as special cases of BFS.

Example 2.1 (Lebesgue spaces). Let 1 ≤ p ≤ ∞, and set

ρ( f ) =


(∫
Rn f (x)pdx

)1/p
if 1 ≤ p < ∞,

ess sup
Rn

f if p = ∞,
f ∈ M+.

The resulting r.i.BFS space is the classical Lebesgue space Lp = Lp(Rn), whose
upper and lower Boyd indices coincide and are equal to p. Since f and f ∗ are
equimeasurable, and since for 1 ≤ p < ∞∫

Rn
| f (x)|p dx = p

∫
∞

0
λp−1m f (λ) dλ = p

∫
∞

0
λp−1m f ∗(λ) dλ =

∫
∞

0
f ∗(t)p dt,

we have E = Lp(0,∞). The same inequality holds trivially when p = ∞.

Example 2.2 (Intersections and sums of Lebesgue spaces). If 1 ≤ p, q ≤ ∞, then
the intersection Lp

∩ Lq and the sum Lp + Lq, both equipped with the natural
norms, are r.i.BFS and (Lp

∩Lq)′ = Lp′+Lq′ , (Lp +Lq)′ = Lp′
∩Lq′ (see [10, Example

6, p.175]). The Boyd indices of E = Lp
∩ Lq, p ≤ q, are pE = p, qE = q (see [10,

Example 13, p.177]).
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Example 2.3 (Weighted Lebesgue spaces). Let 1 ≤ p < ∞, let w be a weight
defined on Rn, and set

ρ1( f ) =

(∫
Rn

f (x)pw(x)dx
)1/p

for f ∈ M+.

The resulting BFS is the classical weighted Lebesgue space Lp(Rn; w(x)dx),
which is not rearrangement invariant unless w is constant.

On the other hand, the abstract construction of weighted BFS spaces given
above leads to the spaces defined by

ρ2( f ) =

(∫
∞

0
f ∗w(t)pdt

)1/p

for f ∈ M+.

The resulting BFS space E is the space to be denoted by the symbol Lp
w, in

accordance with the notation of Ew.
Observe, however, that the two spaces Lp(Rn; w(x)dx) and Lp

w coincide. In
fact, ∫

Rn
f (x)pw(x) dx =

∫
∞

0
λpw f (λ) dλ

and ∫
∞

0
f ∗w(t)p dt =

∫
∞

0
λpm f ∗w(λ) dλ.

Therefore, the asserted equality can be proved from the following equality,
which is true for all nonincreasing, right-continuous functions g on [0,∞[,

{t ≥ 0 : inf{σ ≥ 0 : g(σ) ≤ t} > λ} = [0, g(λ)[ (2.1)

and which has to be applied with g(λ) = w f (λ), and then considering the
Lebesgue measure of both sides. Equality (2.1) is simple: from the one hand, the
inclusion ”⊆” follows from the fact that the inequality inf{σ ≥ 0 : g(σ) ≤ t} > λ
implies g(λ) > t. On the other hand, every t ∈ [0, g(λ)[ is such that for some
ε > 0 one has t < g(λ) − ε, and therefore

g(σ) ≤ t⇒ g(σ) ≤ g(λ) − ε,

so that
{σ ≥ 0 : g(σ) ≤ t} ⊆ {σ ≥ 0 : g(σ) ≤ g(λ) − ε}

and
inf{σ ≥ 0 : g(σ) ≤ t} ≥ inf{σ ≥ 0 : g(σ) ≤ g(λ) − ε} > λ.

Notice that the assumptions on g were used in the last inequality. The equal-
ity above tells that the weighted Lebesgue spaces could be considered as re-
arrangement invariant, if equimeasurability is understood with respect to the
measure induced by the weight w.
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We remark that for Banach Function Spaces on ((0,∞), dt) the equality above,
with a different notation, has been proved in Maligranda [38], where the equal-
ity corresponding to (2.1) goes back to Łojasiewicz [36].

Example 2.4 (Orlicz spaces). Let Φ : [0,∞[→ [0,∞[ be strictly increasing,
continuous, convex, such that Φ(0) = 0, lims→∞Φ(s) = +∞, and set

ρ( f ) = inf
{
λ > 0 :

∫
Rn

Φ

(
f (x)
λ

)
dx ≤ 1

}
for f ∈ M+.

The resulting r.i.BFS space E is the classical Orlicz space LΦ, whose upper and
lower Boyd indices can be computed by:

pE = lim
t→∞

log t
log g(t)

and qE = lim
t→0+

log t
log g(t)

,

where g is defined by

g(t) = lim sup
s→∞

Φ−1(s)
Φ−1(s/t)

.

Let us mention here that under quite general assumptions on Φ, much easier
formulas to compute the indices of Orlicz spaces can be found in Fiorenza and
Krbec [25, 26]. One has E = LΦ(0,∞). When Φ(t) = tp, 1 ≤ p < ∞, then the
Orlicz space LΦ reduces to the Lebesgue space Lp. When Φ(t) = tp(1 + log+ t)α,
1 ≤ p < ∞, α ≥ 0, the Orlicz space reduces to the so-called Zygmund space
Lp logα L. In this case pE = qE = p.

Example 2.5 (Weighted Orlicz spaces). Let Φ : [0,∞[→ [0,∞[ be strictly in-
creasing, continuous, convex, such that Φ(0) = 0, lims→∞Φ(s) = +∞, and let w
be a weight. The functional

ρ1( f ) = inf
{
λ > 0 :

∫
Rn

Φ

(
f (x)
λ

)
w(x) dx ≤ 1

}
, f ∈ M+,

defines a Banach function norm. The resulting BFS is the classical weighted
Orlicz space LΦ(Rn; w(x) dx), which, as in the case of Lebesgue spaces, is not
rearrangement invariant unless w is constant.

By means of identity (2.1), similarly as before it is possible to show that the
definition above is equivalent to that one coming from the functional

ρ2( f ) = inf
{
λ > 0 :

∫
∞

0
Φ

(
f ∗w(t))
λ

)
dt ≤ 1

}
, f ∈ M+.
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Example 2.6 (Lorentz spaces). Let 1 < p ≤ ∞ and 1 ≤ q ≤ ∞. The Lorentz
spaces Lp,q are defined by the function norm

ρ( f ) =


(∫

∞

0
sq/p f ∗∗(s)q ds

s

)1/q

if q < ∞,

sup
s>0

s1/p f ∗∗(s) if q = ∞.

Here, f ∗∗(s) = 1
s

∫ s

0
f ∗(r) dr. We note that f ∈ Lp,q if and only if

ρ1( f ) =


(∫

∞

0
sq/p f ∗(s)q ds

s

)1/q

if q < ∞,

sup
s>0

s1/p f ∗(s) if q = ∞,

is finite [10, Lemma 4.5, p. 216]. More precisely, the functions ρ and ρ1 are
equivalent; we use this equivalence in Section 6 below. If 1 ≤ q ≤ p < ∞, then
ρ1 is in fact a Banach function norm, too, but it is not a Banach function norm
in general (see [18]). The space Lp,q has both Boyd indices equal to p (see, for
example, [10, Theorem 4.3, p.218]). See also Ziemer [50] for further details on
Lorentz spaces.

2.2. Banach space valued functions. Given a complex Banach space X with
norm | · |X, we let M(X) be the set of all (strongly) measurable (in the sense
of [32, Definition 3.5.4]) functions f : Rn

→ X. Given a BFS E, we define its
variant for Banach space valued functions by

E(X) = { f ∈ M(X) : | f (·)|X ∈ E}.

When equipped with the norm

‖ f ‖E(X) = ‖ | f (·)|X ‖E = ρ(| f |X),

the spaceE(X) is a Banach space. Therefore, we can still refer to such spaces as
BFS. Clearly, E = E(C). All the notions given in the first part of this section can
be extended in a natural way to this more general context. For example, here
is the definition of the distribution function (we do not use a different symbol
for sake of simplicity):

w f (λ) = w({x ∈ Rn : | f (x)|X > λ}) (λ ≥ 0).

Notice that the notions of decreasing rearrangement, r.i.BFS, Boyd indices
remain the same with the same symbols. All the standard examples of BFS
should be modified accordingly: for instance, the Banach valued weighted
Orlicz spaces (which contain, as special cases, the Banach valued Lebesgue,
weighted and unweighted, spaces) are normed by using the Banach function
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norm

ρ( f ) = inf
{
λ > 0 :

∫
Rn

Φ

(
| f (x)|X
λ

)
w(x) dx ≤ 1

}
.

3. Background on the boundedness of the maximal operator and
Muckenhoupt weights

Let X be a complex Banach space with norm | · |X. In accordance with the
notation of the preceding section, we write Lp(X) = Lp(Rn; X) and if X = C,
then we simply write Lp. For f ∈ L1

loc(X), we consider the Hardy-Littlewood
maximal operator

M f (x) = sup
Q3x

1
|Q|

∫
Q
| f (y)|X dy (x ∈ Rn),

where Q ⊆ Rn varies among the cubes with sides parallel to the coordinate
axes.

The main well known property of the operator M is its boundedness from
Lp(X) into Lp if 1 < p ≤ ∞ [46, Theorem 1, p.5]. Strictly speaking, this result is
only proved for X = C, but, by definition,

M f = M| f (·)|X and ‖ f ‖Lp(X) = ‖ | f (·)|X ‖Lp

for every f ∈ Lp(X) and the boundedness of M follows from the scalar case.
The boundedness of the maximal operator on more general Banach Function
Spaces has been established in the following classical result by Lorentz and
Shimogaki (see [10, Theorem 5.17, p.154]). This result, like the previous one,
was proved for scalar functions only, but it immediately extends to Banach
space valued functions by the same observation as above.

Theorem 3.1. Let E be a r.i.BFS. Then the maximal operator is bounded from E(X)
into E if and only if pE > 1.

The boundedness of the maximal operator in weighted Lebesgue spaces
is the celebrated theorem of Muckenhoupt (see Coifman and Fefferman [14],
Stein [47, Theorem 1, p.201]; here again, we write its formulation for Banach
space valued functions), which states that if w is a weight, then the inequality∫

Rn
M f (x)pw(x) dx ≤ C

∫
Rn
| f (x)|pXw(x) dx

holds for all f ∈ Lp
w(X), 1 < p < ∞, if and only if w belongs to the so-called

Muckenhoupt class Ap (we say that w is an Ap weight , and we write w ∈ Ap),
that is, the class of all weights such that

[w]Ap = sup
Q

(
1
|Q|

∫
Q

w(x) dx
) (

1
|Q|

∫
Q

w(x)−1/(p−1) dx
)p−1

< ∞.
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Here Q varies among all cubes Q ⊆ Rn with sides parallel to the coordinate
axis. The Muckenhoupt class is defined also when p = 1 and p = ∞. The
weight w belongs to A1 if Mw(x) ≤ C w(x), while the class A∞ is defined as the
union of all Ap classes with p ≥ 1, and

[w]A∞ = inf
p≥1

[w]Ap = lim
p→∞

[w]Ap .

The first examples of Ap weights are the powers, namely, w(x) = |x|α ∈ Ap if
and only if −n < α < n(p − 1) (see for example [47, 1.5, p.196 or 6.4, p.218])

Remark 3.2. In dimension n = 1, if we write the exponent α as α = p(1− µ), this
means that w is an Ap weight if and only if 1/p < µ < 1 + 1/p.

4. Singular integral operators on spaces of Banach space valued
functions

Let X and Y be two complex Banach spaces with respective norms | · |X and
| · |Y. We denote by L(X,Y) the space of all bounded linear operators from X
into Y, and by | · |L(X,Y) the usual operator norm on this space.

Fix 1 < p < ∞ and n ≥ 1. Throughout the following,

T is a bounded linear operator from Lp(X) into Lp(Y). (4.1)

Moreover, we assume that there exists a kernel K ∈ L1
loc(R

n
× Rn

\ ∆;L(X,Y))
(here ∆ is the diagonal of Rn

×Rn, that is, ∆ = {(x, x) : x ∈ Rn
}) such that

T f (x) =

∫
Rn

K(x, y) f (y) dy

for every f ∈ Cc(Rn; X) and almost every x < supp f .
(4.2)

An operator satisfying (4.1) and (4.2) is in the following called a singular inte-
gral operator. Of course, by a standard approximation argument, we can use
the equality (4.2) also for Lp functions with compact support.

We consider in the following two types of conditions on the kernel K. We
say that the kernel K is a standard kernel (see Duoandikoetxea [24], but this
terminology goes back to Coifman and Meyer [15]) if there exist constants
CK ≥ 0, δ > 0 such that

|K(x, y)|L(X,Y) ≤
CK

|x − y|n
, (4.3)

|K(x, y) − K(x, y′)|L(X,Y) ≤ CK
|y − y′|δ

|x − y|n+δ
if |y − y′| ≤

1
2
|x − y|, (4.4)

|K(x, y) − K(x′, y)|L(X,Y) ≤ CK
|x − x′|δ

|x − y|n+δ
if |x − x′| ≤

1
2
|x − y|. (4.5)
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We say that T is a (generalized) Calderón-Zygmund operator if T is a singular
integral operator with standard kernel. This definition differs slightly from
the literature in the sense that only translation-invariant kernels are consid-
ered (see below), and the boundedness of T on Lp is replaced by the condition
that the Fourier transform of the kernel belongs to L∞. In fact, if the Fourier
transform of the kernel belongs to L∞ and if X = Y = C, then the associated
singular integral operator is bounded on L2. This is no longer true in general
for arbitrary Banach spaces, even if the kernel is scalar valued. In the general
setting it is appropriate to assume boundedness of T rather than an additional
condition on the kernel.

We say that the kernel K satisfies Hörmander’s integral conditions, if there
exists a constant CK ≥ 0 such that

sup
Q

sup
y, y′∈Q

∫
Qc

2

|K(x, y) − K(x, y′)|L(X,Y) dx ≤ CK and (4.6)

sup
Q

sup
x, x′∈Q

∫
Qc

2

|K(x, y) − K(x′, y)|L(X,Y) dy ≤ CK, (4.7)

where Q varies among the cubes with sides parallel to the coordinate axes, and
where we have denoted by Q2 the double cube which has the same center as Q
but whose sides are twice as long as those of Q, and by Qc

2 the complement of
Q2 in Rn. It is easy to prove that every standard kernel satisfies Hörmander’s
integral conditions, but that the converse is not true.

The classical example of a Calderón-Zygmund operator on Lp = Lp(R) (1 <

p < ∞) is the Hilbert transform, given by the kernel K(x, y) =
1

x − y
:

H f (x) =

∫
R

1
x − y

f (y) dy;

[10, Theorem 4.9, p.139]. However, note that on Lp(X) = Lp(R; X) the Hilbert
transform is bounded if and only if X is a UMD space [12], [11]. The bound-
edness of the Hilbert transform in the framework of the theory of Banach
Function Spaces has been established in the following classical result of Boyd
(see [10, Theorem 5.18, p.154]).

Theorem 4.1. Let E be a r.i.BFS. Then the Hilbert transform is bounded on E if and
only if 1 < pE ≤ qE < ∞.

For general singular integral operators, we have the following two extrapo-
lation results which are the main results of this section.
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Theorem 4.2. Fix 1 < p < ∞. Let T be a bounded singular integral operator from
Lp(X) into Lp(Y).

(i) If the associated kernel satisfies the first Hörmander integral condition (4.6),
then, for every r.i.BFS E satisfying 1 < pE ≤ qE < p, there exists a constant
C ≥ 0 such that

‖T f ‖E(Y) ≤ C ‖ f ‖E(X) for every f ∈ Lp
∩ E(X).

(ii) If the associated kernel satisfies Hörmander’s integral conditions, then, for
every r.i.BFS E satisfying 1 < pE ≤ qE < ∞, there exists a constant C ≥ 0
such that

‖T f ‖E(Y) ≤ C ‖ f ‖E(X) for every f ∈ Lp
∩ E(X).

Under stronger assumptions on the kernel we have the following stronger
result which is a variant (in fact, a special case) for Banach space valued
functions of a result of [17, Theorems 2.2, 2.3].

Theorem 4.3. Let T be a Calderón-Zygmund operator, let M be the Hardy-Littlewood
maximal function, and let E be a r.i.BFS.

(i) Suppose that qE < ∞. Then for every Muckenhoupt weight w ∈ A∞ there is a
constant C ≥ 0 depending only on E and [w]A∞ such that

‖T f ‖Ew(Y) ≤ C ‖M f ‖Ew

for every f such that the left-hand side is finite.

(ii) Suppose that 1 < pE ≤ ∞. Then for every Muckenhoupt weight w ∈ A∞ there is
a constant C ≥ 0 depending only on E and [w]A∞ such that

‖M f ‖Ew ≤ C ‖ f ‖Ew(X)

for every f such that the left-hand side is finite.

(iii) Suppose that 1 < pE ≤ qE < ∞. Then for every Muckenhoupt weight w ∈ ApE
there is a constant C ≥ 0 depending only on E and [w]ApE

such that

‖T f ‖Ew(Y) ≤ C ‖ f ‖Ew(X)

for every f such that the left-hand side is finite. In particular, T is bounded from
Ew(X) into Ew(Y).

We point out that Theorem 4.3 (iii) is in general false for singular integral op-
erators for which the kernel satisfies only the Hörmander integral conditions;
see [39, Corollary 3.4]. Therefore, compared with Theorem 4.2, a stronger con-
dition (here: the standard condition) is necessary if one considers weighted
estimates.

The proof of Theorem 4.2 is carried out in Section 5. It is based on a gen-
eralization of the Marcinkiewicz interpolation theorem and from this point of
view perhaps classical in the theory of singular integral operators.
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The proof of Theorem 4.3 (see Section 6) is more surprising, even in the scalar
valued case. It is based on two extrapolation results.

The first one is in the case of scalar valued functions and a slightly different
definition of Calderon-Zygmund operators due to Coifman and Fefferman
[14]. It is contained in [28, Corollary 2.10], where an optimal dependence on
[w]Ap appears. However, in Section 6, we propose, by completeness, all details
of a proof which, even if it is not a direct consequence of the original theorem,
essentially follows the lines of [14] and [46].

Theorem 4.4. Let T be a Calderón-Zygmund operator from Lp(X) into Lp(Y) (1 <
p < ∞). Then for every Muckenhoupt weight w ∈ Ap there is a constant C depending
only on p and [w]Ap such that

‖T f ‖Lp
w(Y) ≤ C ‖M f ‖Lp

w
for every f ∈ Lp

∩ Lp
w(X).

The second extrapolation result is the following recent generalization of
an extrapolation theorem of Rubio de Francia [44] (compare also with [16,
Theorem 4.10]).

Theorem 4.5 (Curbera et al., [17], Theorem 2.1 and Remark 2.5). Let 0 < p0 < ∞
and F ⊆ M+

×M
+ be a family of couples of non-negative functions such that for

every w ∈ A∞ there exists Cw ≥ 0 such that∫
Rn

f (x)p0w(x)dx ≤ Cw

∫
Rn

g(x)p0w(x) dx for every ( f , g) ∈ F .

Let E be a r.i.BFS such that qE < ∞. Then for all w ∈ A∞ we have

‖ f ‖Ew(X) ≤ C ‖g‖Ew(X) for every ( f , g) ∈ F .

5. Proof of Theorem 4.2

The following two propositions are in the spirit [9, Theorem 2], where
translation-invariant kernels were considered.

Proposition 5.1. Let T be a singular integral operator from Lp(X) into Lp(Y). Assume
that K satisfies the first Hörmander integral condition (4.6). Then the operator T is
weak (1, 1) in the sense that there exists a constant C ≥ 0 such that for every α > 0
and every f ∈ Lp

∩ L1(X) one has

m({x ∈ Rn : |T f (x)|Y > α}) ≤
C
α

∫
Rn
| f (x)|X dx.

Proof. Fix α > 0 and f ∈ Lp
∩ L1(X). Applying the corollary of [46, Theorem 4,

Chapter I.3.4] to the function | f (·)|X, we obtain a decomposition Rn = F ∪ Ω,
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F ∩Ω = ∅, such that

| f (x)|X ≤ α for almost every x ∈ F,

Ω =
⋃

j

Q j for cubes Q j such that m(Q j ∩Qk) = 0 for j , k,

and such that Q j,2 ∩ F = ∅,

m(Ω) ≤
C
α

∫
Rn
| f (x)|X dx, and

1
|Q j|

∫
Q j

| f (x)|X dx ≤ Cα.

Here Q j,2 denotes, similarly as before, the double cube which has the same
center as Q j but whose sides are twice as long as those of Q. We set

g(x) :=

 f (x) for x ∈ F,
1
|Q j|

∫
Q j

f (x) dx for x ∈ Q j,

and we set b(x) = f (x) − g(x). Then

b(x) = 0 for x ∈ F, and∫
Q j

b(x) dx = 0 for each cube Q j.

Moreover, g ∈ L1
∩ L∞(X), ‖g‖L1(X) ≤ ‖ f ‖L1(X) and ‖g‖L∞(X) ≤ Cα.

Since T f = Tg + Tb, it follows that

m({x ∈ Rn : |T f (x)|Y > α}) ≤

≤ m({x ∈ Rn : |Tg(x)|Y >
α
2
}) + m({x ∈ Rn : |Tb(x)|Y >

α
2
}),

and it suffices to estimate both terms on the right hand side separately.
First, we estimate Tg. First of all, g ∈ Lp(X) and

‖g‖pLp(X) =

∫
Rn
|g(x)|pX dx ≤ Cp−1αp−1

‖g‖L1(X) ≤ Cp−1αp−1
‖ f ‖L1(X)

By using in addition the assumption of boundedness of T,

‖Tg‖pLp(Y) ≤ Cp
‖g‖pLp(X) ≤ Cαp−1

‖ f ‖L1(X),

and this implies

m({x ∈ Rn : |Tg(x)|Y >
α
2
}) ≤

C
α
‖ f ‖L1(X).



SINGULAR INTEGRAL OPERATORS AND EXTRAPOLATION OF MAXIMAL REGULARITY 15

Second, we estimate Tb. Let b j = bχQ j . Then b =
∑

j b j and it suffices to
estimate Tb j.

Fix x ∈ F and fix j. Since
∫

Q j
b = 0, we have

Tb j(x) =

∫
Q j

(
K(x, y) − K(x, x j)

)
b(y) dy,

where x j is the center of the cube Q j. In particular,∫
F
|Tb j(x)|Y dx ≤

∫
F

∫
Q j

|K(x, y) − K(x, x j)|L(X,Y) |b(y)|X dy dx

=

∫
Q j

∫
F
|K(x, y) − K(x, x j)|L(X,Y) dx |b(y)|X dy

≤

∫
Q j

∫
Qc

j,2

|K(x, y) − K(x, x j)|L(X,Y) dx |b(y)|X dy

≤ CK

∫
Q j

|b(y)|X dy,

where we have used the fact that F is a subset of the complement of the double
cube Q j,2. Of course, we also used that K satisfies the first Hörmander integral
condition (4.6). From the preceding estimate we obtain∫

F
|Tb(x)|Y dx ≤

∑
j

∫
F
|Tb j(x)|Y dx

≤ CK

∫
Ω

|b(y)|X dy

≤ 2 CK ‖ f ‖L1(X).

This estimate implies

m({x ∈ F : |Tb(x)|Y >
α
2
}) ≤

C
α
‖ f ‖L1(X).

On the other hand,

m({x ∈ Ω : |Tb(x)|Y >
α
2
}) ≤ m(Ω) ≤

C
α
‖ f ‖L1(X).

The preceding two estimates together give the estimate for Tb. �

The following proposition is a consequence of the proof of [9, Theorem 2];
see [29, Proof of Theorem 4.1].
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Proposition 5.2. Let T be a singular integral operator from Lp(X) into Lp(Y). Assume
that T satisfies the second Hörmander integral condition (4.7). Then there exists a
constant C ≥ 0 such that

‖T f ‖BMO(Y) ≤ C ‖ f ‖L∞(X) for every f ∈ Lp
∩ L∞(X).

Besides the two preceding weak estimates for the operator T, we also need
the following version of Boyd’s interpolation theorem from [10, Theorem 5.16,
p. 153] for quasi-linear operators acting between Banach space valued Lp

spaces. It is a straightforward consequence of [10, Theorem 5.16, p.153] which
is Boyd’s interpolation theorem for quasi-linear operators acting on scalar Lp

spaces, if one uses a simple trick contained in the proof of [9, Lemma 1]; for
details, see [22, Remark 3.12]. However, for the convenience of the reader,
here we apply the trick to the original proof, which is, this way, recalled and
extended in a unified argument.

Theorem 5.3. Let 1 ≤ p < q ≤ ∞. Let T : Lp,1
∩ Lq,1(X)→M(Y) be a quasilinear

operator, that is, an operator satisfying the inequality

|T( f + g)|Y ≤ C (|T f |Y + |Tg|Y) for every f , g ∈ Lp,1
∩ Lq,1(X) and some C ≥ 0.

Assume that T satisfies the weak type (p, p) and weak type (q, q) estimates

‖T f ‖Lp,∞(Y) ≤ Cp ‖ f ‖Lp,1(X) and ‖T f ‖Lq,∞(Y) ≤ Cq ‖ f ‖Lq,1(X)

for every f ∈ Lp,1
∩ Lq,1(X) and some constants Cp, Cq ≥ 0. Then, for every r.i.BFS E

with Boyd indices p < pE ≤ qE < q there exists a constant CE ≥ 0 such that

‖T f ‖E(Y) ≤ CE ‖ f ‖E(X) for every f ∈ E(X),

that is, T extends to a bounded operator E(X)→ E(Y).
Proof. Let f ∈ Lp

∩ Lq(X). For fixed t > 0, we define the functions

f1(x) := min{| f (x)|X, f ∗(t)}
f (x)
| f (x)|X

and

f0(x) := f (x) − f1(x) = [| f (x)|X − f ∗(t)]+
f (x)
| f (x)|X

,

where we interprete f (x)
| f (x)|X

= 0 if f (x) = 0. Then, for every s > 0,

f ∗1 (s) = min{ f ∗(s), f ∗(t)} and

f ∗0 = [ f ∗(s) − f ∗(t)]+,

so that

‖ f1‖Lq,1(X) =

∫
∞

0
s

1
q f ∗1 (s)

ds
s

= qt
1
q f ∗(t) +

∫
∞

t
s

1
q f ∗(s)

ds
s

and

‖ f0‖Lp,1(X) =

∫
∞

0
s

1
p f ∗0 (s)

ds
s

=

∫ t

0
s

1
p f ∗(s)

ds
s
− pt

1
p f ∗(t).

(5.1)
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By assumption and a straightforward estimate (compare with [10, Proposition
1.7, p. 41]), for every t > 0,

(T f )∗(t) ≤ C
(
(T f0)∗(

t
2

) + (T f1)∗(
t
2

)
)
.

The weak type estimates for T yield

(T f0)∗(
t
2

) ≤ Cp (
t
2

)−
1
p ‖ f0‖Lp,1(X) and

(T f1)∗(
t
2

) ≤ Cq (
t
2

)−
1
q ‖ f1‖Lq,1(X).

By combining the preceding two estimates, we obtain

(T f )∗(t) ≤ C′
(1
p

t−
1
p ‖ f0‖Lp,1(X) +

1
q

t−
1
q ‖ f1‖Lq,1(X)

)
with C′ = C max{pCp2

1
p , qCq2

1
q }. By inserting the expressions from (5.1) and

noting that the non-integral terms cancel, we obtain

(T f )∗(t) ≤ C′
(
t−

1
p

∫ t

0
s

1
p f ∗(s)

ds
s

+ t−
1
q

∫
∞

t
s

1
q f ∗(s)

ds
s

)
=: C′ (Spq f ∗)(t),

where Spq is the so-called Calderón operator M+(0,∞) → M+(0,∞) (compare
with [10, p. 142]). Let E be a r.i.BFS with Boyd indices p < pE ≤ qE < q,
and let E be its Luxembourg representation on the measure space ([0,∞[, dt).
It follows from [10, Theorem 5.15, p. 150] that the Calderón operator Spq is
bounded on E, that is, there exists a constant C′E ≥ 0 such that

‖Spqg‖E ≤ C′E ‖g‖Ē for every g ∈ E.

By combining the preceding two estimates and by using the definition of the
norm inE(X) andE(Y), we finally obtain for every f ∈ Lp,1

∩Lq,1(X) the estimate

‖T f ‖E(Y) = ‖ |T f (·)|Y ‖E
= ‖(T f )∗‖E
≤ C′ ‖Spq f ∗‖E
≤ C′C′E ‖ f ∗‖E
= C′C′E ‖ | f (·)|X ‖E
= C′C′E ‖ f ‖E(X),

and this was the claim. �

Proof of Theorem 4.2. The assertion (i) follows from Proposition 5.1 and Theo-
rem 5.3. For assertion (ii), one applies in addition Proposition 5.2 and [29,
Proposition 3.4]. �
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6. Proof of Theorems 4.3 and 4.4

In order to avoid nonnecessary technicalities we change, in this section, the
notation of the norm in Rn. In this section, | · | denotes the∞-norm on Rn, that
is, |x| = sup |xi| for x = (xi) ∈ Rn. In this way, balls (for this norm) are cubes
with sides parallel to the coordinate axes.

Let K be a standard kernel. For every ε > 0 we define the truncated kernels
Kε by

Kε(x, y) =

{
K(x, y) if |x − y| ≥ ε,

0 else,
and we define the associated integral operators Tε by

Tε f (x) =

∫
Rn

Kε(x, y) f (y) dy.

Note that, by the first standard condition and since p < ∞, the above integral
converges absolutely for every x ∈ Rn and every f ∈ Lp(X).

Next, we define the maximal function

T∗ f (x) := sup
Q

∣∣∣ ∫
Qc

K(x, y) f (y) dy
∣∣∣
Y
,

where the supremum is taken over all cubes Q with center in x, and where Qc

denotes the complement of Q. Note that

T∗ f (x) = sup
ε>0
|Tε f (x)|Y ,

where Tε is defined as above.

Proposition 6.1. For every r > 0 there exists a constant C ≥ 0 such that

T∗ f ≤ C
(
(M|T f (·)|rY)

1
r + M f

)
pointwise everywhere in Rn. (6.1)

Proof. Fix x̄ ∈ Rn. If (M|T f (·)|rY)
1
r (x̄) = ∞ or if M f (x̄) = ∞, then there remains

nothing to prove. Hence, we can assume that (M|T f (·)|rY)
1
r (x̄) < ∞ and M f (x̄) <

∞.
Fix ε > 0. We let f1 = fχB(x̄,ε) and f2 = fχB(x̄,ε)c , so that f = f1 + f2.
First of all, whenever |x − x̄| ≤ ε

2 , then

|T f2(x̄) − T f2(x)|Y ≤
∫

B(x̄,ε)c
|K(x̄, y) − K(x, y)|L(X,Y) | f (y)|X dy (6.2)

≤ CK

∞∑
k=0

∫
B(x̄,2k+1ε)\B(x̄,2kε)

|x̄ − x|δ

|x̄ − y|n+δ
| f (y)|X dy
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≤ CK 2−δ
∞∑

k=0

εδ

2k(n+δ)εn+δ

∫
B(x̄,2k+1ε)\B(x̄,2kε)

| f (y)|X dy

≤ CK 2n−δ
∞∑

k=0

2−kδ 1
(2k+1ε)n

∫
B(x̄,2k+1ε)

| f (y)|X dy

≤ C M f (x̄).

Hence, whenever |x − x̄| ≤ ε
2 , then

|Tε f (x̄)|Y = |T f2(x̄)|Y
≤ |T f2(x̄) − T f2(x)|Y + |T f (x)|Y + |T f1(x)|Y
≤ C M f (x̄) + |T f (x)|Y + |T f1(x)|Y. (6.3)

Now, for every r > 0 and every α > 0,

m({x ∈ B(x̄,
ε
2

) : |T f (x)|Y > α}) ≤ α−r
∫

B(x̄, ε2 )
|T f (x)|rY dx

≤ α−rm(B(x̄,
ε
2

))M|T f (·)|rY(x̄).

Thus, if α ≥ 4
1
r (M|T f (·)|r(x̄))

1
r , then

m({x ∈ B(x̄,
ε
2

) : |T f (x)|Y > α}) ≤
1
4

m(B(x̄,
ε
2

)).

One also has

m({x ∈ B(x̄,
ε
2

) : |T f1(x)|Y > α}) ≤
C
α

∫
B(x̄, ε2 )
| f (y)|X dy

≤
C
α

m(B(x̄,
ε
2

)) M f (x̄).

Thus, if α ≥ 4CM f (x̄), then

m({x ∈ B(x̄,
ε
2

) : |T f1(x)|Y > α}) ≤
1
4

m(B(x̄,
ε
2

)).

Therefore, if
α = max{4

1
r (M|T f (·)|rY(x̄))

1
r , 4CM f (x̄)},

then there exists x ∈ B(x̄, ε2 ) such that

|T f (x)|Y ≤ α and |T f1(x)|Y ≤ α.

Inserting this into (6.3) yields the claim. �

From the preceding proposition we obtain the following statement.
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Corollary 6.2. The maximal operator T∗ is weak (1, 1) in the sense that there exists a
constant C ≥ 0 such that for every α > 0 one has

m({x ∈ Rn : T∗ f (x) > α}) ≤
C
α

∫
Rn
| f (x)|X dx.

Proof. By Proposition 6.1 and since the Hardy-Littlewood maximal operator is
weak (1, 1), for every α > 0

m({x ∈ Rn : T∗ f > α}) ≤

≤ m({x ∈ Rn : (M|T f (·)|rY)
1
r (x) >

α
2C
}) + m({x ∈ Rn : M f (x) >

α
2C
}

≤ m({x ∈ Rn : (M|T f (·)|rY)
1
r (x) >

α
2C
}) +

C
α
‖ f ‖L1 ,

where C ≥ 0 is the constant from (6.1). It suffices to estimate the first term on
the right-hand side of this inequality. Recall that a function F ∈ M satisfies the
the weak (1, 1) inequality

m({x ∈ Rn : |F(x)| ≥ α}) ≤
A
α

for every α > 0

if and only if for some / all r ∈ (0, 1) the function |F|r belongs to the Lorentz
space L

1
r ,∞ and ‖ |F|r ‖

L
1
r ,∞
≤ C Ar for some constant C which depends only on

r; see [47, p. 36] or Example 2.6 together with [10, Lemma 4.5, p.219]. Since
the operator T is weak (1, 1) by Proposition 5.1, the above equivalence (applied
with F = |T f |) implies that |T f |r belongs to L

1
r ,∞ and has norm ≤ C ‖ f ‖r

L1 . Now,
by the Marcinkiewicz interpolation theorem [10, Theorem 4.13, p.225], the
Hardy-Littlewood maximal operator is bounded on L

1
r ,∞ if 0 < r < 1. Using

this and again the above equivalence (now applied with F = (M|T f (·)|rY)
1
r ), one

obtains the desired estimate

m({x ∈ Rn : (M|T f (·)|rY)
1
r (x) ≥

α
2C
}) ≤

C
α
‖ f ‖L1 .

�

Proof of Theorem 4.4. In this proof, we use the maximal function given by

T̄∗ f (x) := max{T∗ f (x), |T f (x)|Y}.

Fix a weight w ∈ A∞. We shall first prove that there exist C ≥ 0 and δ > 0 such
that for every α > 0, and every γ > 0 small enough the inequality

w({x ∈ Rn : T̄∗ f (x) > 2α and M f (x) ≤ γα}) ≤ Cγδw({x ∈ Rn : T̄∗ f (x) > α}) (6.4)

holds.
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First, we can assume that w({x ∈ Rn : T̄∗ f (x) > α}) , 0, for otherwise the
above inequality is clearly satisfied. Since the measure w(x) dx is outer regular,
there exists an open set Uα such that

{x ∈ Rn : T̄∗ f (x) > α} ⊆ Uα and

w(Uα) ≤ 2 w({x ∈ Rn : T̄∗ f (x) > α}).
(6.5)

By Whitney’s lemma [46, Theorem 3, p. 16] (see in addition [46, Chapter VI, p.
168]), there exists a sequence (Qk) of mutually disjoint cubes with sides parallel
to the coordinate axes such that Uα =

⋃
k Q̄k and such that Qk,4 (the cube which

has the same center as the cube Qk and satisfies diam Qk,4 = 4 diam Qk) has
nonempty intersection with Uc

α. The cubes Qk are of the form B(x̄k, rk) for some
center x̄k and some radius rk > 0, and hence Qk,4 = B(x̄k, 4rk).

We prove that there exists a constant C ≥ 0 which is independent of f such
that for every γ > 0 small enough and every k,

m({x ∈ Qk : T̄∗ f (x) > 2α and M f (x) ≤ γα}) ≤ Cγm(Qk). (6.6)

We may in fact assume that γ is small, since the above inequality is trivial for
γ ≥ C−1.

Fix k. We may assume that there exists ξk ∈ Qk such that M f (ξk) ≤ γα,
because otherwise the inequality (6.6) is obviously satisfied. Moreover, since
Qk,4 ∩Uc

α is nonempty, there exists xk ∈ Qk,4 such that

T̄∗ f (xk) ≤ α.

Now let Q̃k := B(xk, 16rk) be the cube centered at xk and satisfying diam Q̃k =
16 diam Qk. Define f1 = fχQ̃k

and f2 = fχQ̃c
k
, so that f = f1 + f2. By subadditivity

of the maximal operator T̄∗, we have

m({x ∈ Qk : T̄∗ f (x) > 2α and M f (x) ≤ γα}) ≤

≤ m({x ∈ Qk : T̄∗ f1(x) >
α
2

and M f (x) ≤ γα})+ (6.7)

+ m({x ∈ Qk : T̄∗ f2(x) >
3α
2

and M f (x) ≤ γα}),

and it suffices to estimate the two terms on the right-hand side of this inequality.
Since ξk ∈ Qk ⊆ Q̃k, it follows that

1
m(Qk)

∫
Rn
| f1(y)|X dy =

1
m(Qk)

∫
Q̃k

| f (y)|X dy ≤ 16nM f (ξk) ≤ 16nγα,

so that the weak (1, 1) estimates from Proposition 5.1 and Corollary 6.2 yield

m({x ∈ Rn : T̄∗ f1 >
α
2
}) ≤

2C
α

∫
Rn
| f1(y)|X dy ≤ Cγm(Qk) (6.8)
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for some constant C ≥ 0 which is independent of f , γ, k and α. Next, we shall
estimate, for small γ > 0, the second term on the right-hand side of (6.7). Fix
x ∈ Qk = B(x̄k, rk) and ε > 0. Then

|Tε f2(x)|Y =
∣∣∣ ∫

B(x,ε)c
K(x, y) f2(y) dy

∣∣∣
Y

≤

∣∣∣ ∫
B(xk,ε)c

K(xk, y) f2(y) dy
∣∣∣
Y

+

∫
B(xk,ε)c

|K(xk, y) − K(x, y)|L(X,Y) | f2(y)|X dy

+

∫
B(x,ε)MB(xk,ε)

|K(x, y)|L(X,Y) | f2(y)|X dy

=: I1 + I2 + I3,

where B(x, ε) M B(xk, ε) denotes the symmetric difference of B(x, ε) and B(xk, ε).
We have

I1 =
∣∣∣ ∫

(B(xk,ε)∪B(xk,8rk))c
K(xk, y) f (y) dy

∣∣∣
Y
≤ T̄∗ f (xk) ≤ α

by the choice of xk, since B(xk, ε)∪B(xk, 8rk) = B(xk, sup{ε, 8rk}) is a cube centered
at xk, and by the definition of T̄∗. Furthermore, by using ξk ∈ Qk ⊆ Q̃k again,
and by proceeding similarly as in the estimates (6.2), one obtains

I2 ≤ C M f (ξk) ≤ Cγα.

Note that I3 = 0 whenever ε ≤ 16rk. On the other hand, for ε ≥ 16rk one has
B(x, ε) M B(xk, ε) ⊆ B(x, 2ε) \ B(x, ε/2), and therefore,

I3 ≤

∫
B(x,2ε)\B(x,ε/2)

CK

|x − y|n
| f (y)|X dy

≤
CK2n

εn

∫
B(x,2ε)

| f (y)|X dy

≤ C M f (ξk) ≤ Cγα.

We note that the preceding estimates can also be made for ε = 0 if one in-
terpretes T0 = T. Taking all the above estimates together, and taking the
supremum over ε ≥ 0, we find that there exists a constant C ≥ 0 which is
independent of f , α, k, γ such that for every x ∈ Qk,

|T̄∗ f2(x)|Y ≤ Cγα + α.

Taking γ > 0 so small that Cγ < 1
2 , it follows that

m({x ∈ Qk : T̄∗ f2(x) >
3α
2

and M f (x) ≤ γα}) = 0.
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As a consequence, we have proved (6.6). Now, since the weight w belongs to
A∞, there exist constants δ > 0 such that

w(E)
w(Q)

≤ C
( m(E)
m(Q)

)δ
for every cube Q and every measurable E ⊆ Q.

Hence, the estimate (6.6) implies that, for every k,

w({x ∈ Qk : T̄∗ f (x) > 2α and M f (x) ≤ γα}) ≤ Cγδ w(Qk).

Summing up in k and recalling the inequality (6.5) yields the estimate (6.4).
Now the rest of the proof is standard. By (6.4), for every f ∈ L1

∩ Lp(X),∫
Rn

T̄∗ f (x)pw(x) dx =

= C
∫
∞

0
αp−1 w({T̄∗ f > 2α}) dα

≤ C
∫
∞

0
αp−1w({M f > γα}) dα + Cγδ

∫
∞

0
αp−1w({T̄∗ f > α}) dα

= C
∫
Rn

M f (x)pw(x) dx + Cγδ
∫
Rn

T̄∗ f (x)pw(x) dx.

Taking γ > 0 so small that Cγδ ≤ 1
2 , we obtain the claim. �

We are now in the position to prove Theorem 4.3.

Proof of Theorem 4.3. The statement (i) is a direct consequence of Theorem 4.4
and Theorem 4.5 applied to the family F = {(|T f |Y, |M f |X) : f ∈ Lp

∩ Lp
w(X)}.

The statement (ii) follows from the observation

M f = M| f |X and ‖ f ‖Ew(X) = ‖ | f |X ‖Ew

(see also Section 3) and the corresponding statement for scalar-valued functions
which is [17, Theorem 2.3 (i)].

The statement (iii) follows immediately from (i) and (ii). �

7. Maximal regularity of abstract Cauchy problems

Singular integral operators with operator valued kernels arise naturally in
the context of evolution equations when solutions are represented by convo-
lutions with semigroups, evolution families, sine families or other solution
families. We apply the abstract extrapolation theorem (Theorem 4.3) in a situ-
ation in which we can show that the kernel is a standard kernel.
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7.1. The nonautonomous, first order Cauchy problem on the line. We con-
sider the non-autonomous, first order Cauchy problem

u̇ + A(t)u = f on R, (7.1)

where the operators A(t) are closed, linear, densely defined operators on a
Banach space X. Given a r.i.BFS E = E(R) and a weight w ∈ ApE , we say that
this problem has Ew-maximal regularity, if for every f ∈ Ew(X) = Ew(R; X) there
exists a unique, absolutely continuous solution u : R→ X for which u̇ and A(·)u
belong to Ew(X). The term “maximal regularity” refers here to the property
that the two terms on the left-hand side of (7.1) have the same regularity as the
given right-hand side. If the problem has Ew-maximal regularity, then, by the
Closed Graph Theorem, there exists a constant C ≥ 0 such that

‖u(0)‖X + ‖u̇‖Ew(X) + ‖A(·)u‖Ew(X) ≤ C ‖ f ‖Ew(X).

We point out that here exist a few results in the literature about Lp-maximal
regularity of nonautonomous Cauchy problems on the interval. If the domains
of the operators A(t) do not depend on time, we mention [42], [3], [5], and in
the case of time-depending domains, we refer to [30], [31], [40], [6] and [27].

Here we consider the case in which the domains may depend on time. We
assume that the family (A(t))t∈R satisfies the so-called Kato-Tanabe conditions,
that is

I. the A(t) are uniformly sectorial in the sense that there exist constants θ ∈
(0, π2 ) and C ≥ 0 such that for every t ∈ R+

σ(A(t)) ⊆ Σθ := {z ∈ C : | arg z| < θ}

and for every t ∈ R+, z < Σθ

|R(z,A(t))|L(X) ≤
C

1 + |z|
,

II. the function R(z,A(·)) is differentiable and there exist constants % ∈ [0, 1),
C ≥ 0 such that for every t ∈ R+, z < Σθ

|
d
dt

R(z,A(t))|L(X) ≤
C

1 + |z|1−%
.

We assume in addition that

III. there exists α ∈ (0, 1] such that A(·)−1
∈ C1,α(R+;L(X)), that is, the deriva-

tive d
dtA(·)−1 is uniformly Hölder continuous of order α.

By [34], [49, Section 5.3], if the family (A(t)) satisfies the Kato-Tanabe condi-
tions I. and II., then there exists a family (U(t, s))t≥s ⊆ L(X) such that

(i) for every r ≤ s ≤ t one has U(t, t) = I and U(t, r) = U(t, s)U(s, r),

(ii) for every x ∈ X the function U(·, ·)x is continuous,
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(iii) there exist C ≥ 0, ω ∈ R such that for every t ≥ s one has

|U(t, s)|L(X) ≤ Ceω(t−s),

(iv) for every x ∈ X and every t > s the partial derivative ∂
∂tU(t, s)x exists,

U(t, s)x ∈ D(A(t)) and ∂
∂tU(t, s) + A(t)U(t, s) = 0. Moreover, there exists

C ≥ 0 such that for every t > s with t − s ≤ 1

|A(t)U(t, s)|L(X) = |
∂
∂t

U(t, s)|L(X) ≤
C

t − s
.

In addition, by [2, Theorem 1.6],

(v) for every t > s and every x ∈ D(A(s)) the partial derivative ∂
∂sU(t, s)x exists

and ∂
∂sU(t, s)−U(t, s)A(s) = 0. Moreover, the operator U(t, s)A(s) extends to

a bounded linear operator on X, and there exists C ≥ 0 such that for every
t > s with t − s ≤ 1

|U(t, s)A(s)|L(X) = |
∂
∂s

U(t, s)|L(X) ≤
C

t − s
.

Finally, by [48, Theorem 1],

(vi) the function t 7→ A(t)U(t, s) is locally Hölder continuous for t > s. More
precisely, for every ε > 0 there exists a constant Cε ≥ 0 such that for every
t ≥ t′ > s with t − s ≤ 1

|A(t)U(t, s) − A(t′)U(t′, s)|L(X) ≤

≤ Cε

{ t − t′

(t − s)(t′ − s)%
+

t − t′

t − s
+

(t − t′)1−%

(t − s)%
+

(t − t′)α

(t − s)%
(1 + log

t − s
t − t′

)+

+
t − t′

(t − s)1+%
+

t − t′

(t − s)(t′ − s)
+

t − t′

(t − s)%(t′ − s)
+

+
(t − t′)1−%

(t′ − s)%−α
+

(t − t′)1−ε

(t′ − s)1+%−ε
+

(t − t′)1−%−ε

(t′ − s)%−ε
+

+
t − t′

(t − s)(t′ − s)%
log

t − s
t − t′

+
t − t′

t − s
log

t − s
t − t′

+

+
(t − t′)1−%

(t − s)%
log

t − s
t − t′

+
(t − t′)α

(t − s)%
(log

t − s
t − t′

)2
}
.

In fact, [48, Theorem 1] only states the Hölder continuity, but the additional
precise estimates are given in its proof; see [48, Step 1 of the proof of Theorem
1, p. 549]. Also, all the above estimate are only given for operator families
defined on finite intervals. However, the constants appearing in the estimates
depend only on the constants in conditions I.-III. (which are uniform) and on
the length of the interval; this is reflected in the restriction t − s ≤ 1 in the
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estimates in (iv)-(vi).

We call a family (U(t, s))t≥s satisfying the properties (i) and (ii) an evolution
family. By property (iv), for every s ∈ R and every x ∈ X the unique solution of
the initial-value problem

u̇ + A(t)u = 0 on [s,∞), u(s) = x,

is given by u(t) = U(t, s)x. This is a motivation to say that the evolution family
(U(t, s))t≥s is generated by (A(t)).

Corollary 7.1. Assume the conditions I.-III. and assume that the evolution family
generated by (A(t)) is uniformly exponentially stable in the sense that there exist
C ≥ 0 and ω > 0 such that

|U(t, s)|L(X) ≤ C e−ω(t−s) for every t ≥ s.

If the problem (7.1) has Lp-maximal regularity for some p ∈ (1,∞), then it has
Ew-maximal regularity for every rearrangement invariant Banach space E satisfying
1 < pE ≤ qE < ∞ and every weight w ∈ ApE .

Proof. First, since (U(t, s))t≥s is uniformly exponentially stable, for every f ∈
Lp(X) the unique solution u of the inhomogeneous problem (7.1) is given by
the variation of constants formula

u(t) =

∫ t

−∞

U(t, s) f (s) ds, t ∈ R;

compare with [41, Theorem 7.1, p.168]. Second, by the assumption of Lp-
maximal regularity and by the closed graph theorem, the operator T : Lp(X)→
Lp(X), f 7→ A(·)u is well defined and bounded. In fact, this operator is bounded
if and only if the problem (7.1) has Lp-maximal regularity, and similarly, this
operator extends to a bounded operator on Ew(X) if and only if the problem
(7.1) has Ew-maximal regularity. We therefore have to show that T extends
(extrapolates) to a bounded operator on Ew.

We set

K(t, s) =

{
A(t)U(t, s) for t > s,

0 else.

Then K ∈ L1
loc(R

2
\ ∆;L(X)), and the representation formula for the solutions u

yields

T f (t) =

∫
R

K(t, s) f (s) ds,

at least for every t ∈ R and every f ∈ Lp(X) with compact support outside t.
Hence, T is a singular integral operator. The claim follows from Theorem 4.3
once we can prove that K is a standard kernel.
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Let t, s ∈ R. By property (iv),

|K(t, s)|L(X) ≤ C
1

t − s
if 0 < t − s ≤ 1.

By property (i), (iv) and the uniform exponential stability,

|K(t, s)|L(X) = |K(t, t − 1)U(t − 1, s)|L(X) ≤ C2eω e−ω(t−s) if t − s ≥ 1.

Finally,
|K(t, s)|L(X) = 0 if t − s < 0.

Taking all three estimates together, we see that K satisfies the first standard
condition.

In order to prove that K satisfies the second standard condition, observe first
that there exists a constant C ≥ 0 such that for every t > s

|
∂
∂s

U(t, s)|L(X) = |U(t, s)A(s)|L(X) ≤
C

t − s
,

that is, the estimate from property (v) holds without the restriction t − s ≤ 1.
In fact, if t − s > 1, then

|U(t, s)A(s)|L(X) = |U(t, s + 1)U(s + 1, s)A(s)|L(X) ≤ C2eω e−ω(t−s)

by property (v) and the uniform exponential stability of (U(t, s))t≥s.
Let now s, s′, t ∈ Rbe such that |s−s′| ≤ 1

2 |t−s|. Note that 1
2 |t−s| ≤ |t−s′| ≤ 3

2 |t−s|,
and that we may therefore, by symmetry of the estimate (4.4), assume that
s ≥ s′. Whenever t > s ≥ s′, then, by the preceding estimate,

|K(t, s) − K(t, s′)|L(X) = |

∫ s

s′

∂
∂r

A(t)U(t, r) dr|L(X)

= |

∫ s

s′
A(t)U(t,

t + s
2

)
∂
∂r

U(
t + s

2
, r) dr|L(X)

≤ |A(t)U(t,
t + s

2
)|L(X)

∫ s

s′
|
∂
∂r

U(
t + s

2
, r)|L(X) dr

≤ 2C2 1
t − s

∫ s

s′

1
t+s
2 − r

dr

= 2C2 1
t − s

log
(
1 + 2

s − s′

t − s

)
≤ 4C2 s − s′

(t − s)2 .

Whenever s ≥ s′ > t, then

|K(t, s) − K(t, s′)|L(X) = 0,
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by definition of the kernel. The case s > t > s′ need not be considered since
|s − s′| ≤ 1

2 |t − s|. Thus, the preceding two estimates imply that K satisfies the
second standard condition.

The third condition is a consequence of the estimate in property (vi) and of
the uniform exponential stability of the evolution family. Let t, t′, s ∈ R be such
that |t − t′| ≤ 1

2 |t − s|. Again, since 1
2 |t − s| ≤ |t′ − s| ≤ 3

2 |t − s|, and by symmetry
of the estimate (4.5), we may assume that t ≥ t′.

If t ≥ t′ > s and t − s ≤ 1, then the preceding estimate and the estimate from
property (vi) imply that for every ε > 0 there exists Cε ≥ 0 such that

|K(t, s) − K(t′, s)|L(X) ≤ 2Cε
(t − t′)δ

(t′ − s)1+δ
,

where
δ = min{1, 1 − %, α, α − ε, 1 − ε, 1 − % − ε}.

We may choose ε > 0 small enough so that δ > 0.
If t ≥ t′ > s and t − s ≥ 1, we consider two subcases. If t − t′ ≤ 1, then we

use the preceding estimate and in addition the uniform exponential stability
in order to obtain

|K(t, s)−K(t′, s)|L(X) = |(K(t, t−1)−K(t′, t−1))U(t−1, s)|L(X) ≤ Ceω
6∑

j=1

(t−t′)δ j e−ω(t−s).

If t − t′ ≥ 1, then we estimate by applying the first standard condition:

|K(t, s) − K(t′, s)|L(X) ≤ |(K(t,
t′ + s

2
) − K(t′,

t′ + s
2

))U(
t′ + s

2
, s)|L(X)

≤
C

t − s
e−

ω
2 (t′−s)

≤ C
t − t′

(t − s)2 .

If s > t ≥ t′, then
|K(t, s) − K(t′, s)|L(X) = 0,

by definition of the kernel. The case t > s > t′ need not be considered since
|t − t′| ≤ 1

2 |t − s|. The preceding three estimates imply that K satisfies the third
standard condition.

We have proved that K is a standard kernel, and the statement therefore
follows from Theorem 4.3. �

Remark 7.2. We point out that there is, up to now, no systematic, unified exis-
tence theory for the non-autonomous problem (7.1). There are in fact various
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sets of conditions on the operators A(t), different from the Kato-Tanabe condi-
tions I.-II., which lead to the existence of an evolution family (U(t, s))t≥s≥0 satis-
fying the properties (i)-(iv) above. We mention, for example, the Acquistapace-
Terreni conditions from [1, p.51] which are independent of the Kato-Tanabe
conditions by [1, Theorem 7.9], or the conditions from [41, Theorem 6.1, p.150].
In order to show that the resulting kernel K(t, s) = A(t)U(t, s) (t > s) satisfies the
standard conditions, however, some estimates like the estimates in properties
(v) and (vi) are helpful. Property (v), including the estimate, is proved for var-
ious extended Acquistapace-Terreni conditions, for example if both (A(t)) and
the adjoint family (A(t)∗) satisfy the Acquistapace-Terreni conditions [2, Section
6]. But we do not know whether also property (vi) holds in those cases. On the
other hand, under the conditions of [41, Theorem 6.1, p.150], Hölder continuity
of t 7→ A(t)U(t, s) is proved in [41, Theorem 6.9], while the full property (vi)
with a similar estimate only follows from the proof (it is tedious but elementary
to repeat the proof and keep track of precise estimates of the various terms).
But [41] contains no estimate for | ∂∂sU(t, s)|L(X) like the one in property (v). It is,
to our best knowledge, an open question whether all properties (i)-(vi) hold in
the case of the extended Acquistapace-Terreni conditions, or in the case of the
conditions from [41, Theorem 6.1, p.150].

7.2. The autonomous, first order Cauchy problem on the line. Corollary 7.1
clearly applies to the autonomous problem

u̇ + Au = f on R, (7.2)

where A is a closed, linear, densely defined operator on a Banach space X. If
−A generates an exponentially stable C0-semigroup (e−tA)t≥0, and if the problem
(7.2) has Lp-maximal regularity, then the generated semigroup is necessarily
analytic [23]. By the characterization of analytic C0-semigroups [41, Theorem
5.2, p.61], the operator A ≡ A(t) therefore satisfies condition I. It is therefore
natural to assume condition I. above. Note that in the autonomous problem
(7.2) the conditions II. and III. are trivially satisfied. The verification of the
properties (i)-(vi) is much easier than in the case of the nonautonomous Cauchy
problem; it involves classical results on C0-semigroups. As already noted,
condition I. is equivalent to the fact that−A generates an analytic C0-semigroup
(T(t))t≥0, and then U(t, s) = T(t−s) is the associated evolution family (properties
(i) and (ii)). Every C0-semigroup is exponentially bounded ([41, Theorem 2.2,
p.4], property (iii)), and every analytic C0-semigroup is infinitely differentiable
and the estimate ‖AkT(t)‖ ≤ Ck/tk holds for every k ≥ 0 and every t ∈ (0, 1) ([41,
Theorem 5.2, p.61], properties (iv), (v) and (vi)).
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Corollary 7.3. Assume that the problem (7.3) on the line has Lp-maximal regularity
for some p ∈ (1,∞) and that −A generates an exponentially stable (analytic) C0-
semigroup. Then, for every r.i.BFS E satisfying 1 < pE ≤ qE < ∞ and every weight
w ∈ ApE the problem (7.3) has Ew-maximal regularity.

7.3. The autonomous, first order Cauchy problem on the interval. The con-
cept of Lp-maximal regularity or Ew-maximal regularity is also defined for the
autonomous Cauchy problem on a finite interval

u̇ + Au = f on (0,T), u(0) = 0. (7.3)

We say that this problem hasEw-maximal regularity if for every f ∈ Ew(0,T; X)
there exists a unique strong solution u ∈ Ew(0,T; X) such that u̇ and Au also
belong to Ew(0,T; X). Here, Ew(0,T; X) is the space of all functions of the form
uχ(0,T) with u ∈ Ew(X). Equivalently, by the properties of a function norm,
Ew(0,T; X) is the space of all measurable functions whose extension to R by 0
belongs to Ew(X).

Corollary 7.4. Assume that the problem (7.3) on the interval has Lp-maximal regu-
larity for some p ∈ (1,∞). Then, for every r.i.BFS E satisfying 1 < pE ≤ qE < ∞ and
every weight w ∈ ApE , the problem (7.3) has Ew-maximal regularity.

Proof. Note first that the problem (7.3) has Ew-maximal regularity for some if
and only if for every λ ∈ R the problem

v̇ + Av + λv = g on (0,T), v(0) = 0, (7.4)

hasEw-maximal regularity. In fact, the mappings u 7→ v = eλ·u and f 7→ g = eλ· f
show that the two problems (7.3) and (7.4) are similar. By choosing λ ≥ 0
large enough, −A − λ is the generator of an exponentially stable, analytic C0-
semigroup [23]. Now it is not difficult to show that for a negative generator
A of an exponentially stable, analytic C0-semigroup, Lp-maximal regularity
of the problem (7.2) on the line and the problem (7.4) on the interval are
equivalent. The claim now follows from Corollary 7.3 and by using again
the above equivalence of Ew-maximal regularity for the problems (7.3) and
(7.4). �

Remark 7.5. Corollary 7.3 extends the two following extrapolation results from
the literature. The first extrapolation result is well known and states that if the
Cauchy problem (7.3) has Lp-maximal regularity for some p ∈ (1,∞), then it has
Lp-maximal regularity for every p ∈ (1,∞) [45], [13], [29]. However, we also
obtain a second extrapolation result [7, Theorem 1.3], [43, Theorem 2.4] which
states that Lp-maximal regularity for some p ∈ (1,∞) (p = 2 in [7]) implies
Lp

wθ
-maximal regularity for all p ∈ (1,∞) and all power weights wθ (θ ∈ (0, 1))

of the form
wθ(s) = |s|p−(θ+ 1

p )p (s ∈ R); (7.5)
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by Remark 3.2, these weights are special Muckenhoupt weights. In order to
be precise, note that in [43, Theorem 2.4] θ ranges in (0, 1− 1

p ], while we obtain
the full range θ ∈ (0, 1). Theorem 1.3 in [7] contains only the special case when
p = 2 and X is a Hilbert space, but it covers the larger range θ ∈ (0,∞) and
thus leaves the class of Muckenhoupt A2 weights on R. Note that [7] restricts
considerations to the half-line and intervals.

Remark 7.6. Let E be a r.i.BFS with 1 < pE ≤ qE < ∞, let w ∈ ApE be a Mucken-
houpt weight and let T > 0. Given a linear, closed, densely defined operator A
on a Banach space X, it is convenient to define the maximal regularity space

MREw(0,T; X,D(A)) := {u ∈ Ew(0,T; X) : u̇, Au ∈ Ew(0,T; X)}

and the associated trace space

TrEw(X,D(A)) := {x ∈ X : ∃u ∈MREw(0,T; X,D(A)) such that u(0) = x}.

We equip these two spaces with the natural norms

‖u‖MREw
:= ‖u‖Ew + ‖u̇‖Ew + ‖Au‖Ew

and
‖x‖TrEw

:= inf{‖u‖MREw
: u ∈MREw(0,T; X,D(A)) and u(0) = x},

so that both spaces are Banach spaces. We leave it as an exercise to show
that the trace space does not depend on T > 0. Both spaces arise naturally
in the context of maximal regularity of the linear, first order Cauchy problem
on the interval and in the context of interpolation theory. We first observe the
following

Lemma 7.7. Assume that the problem (7.3) has Ew-maximal regularity. Then, for
every x ∈ X the initial value problem

u̇ + Au = 0 on (0,T), u(0) = x, (7.6)

admits a unique solution u ∈MREw(0,T; X,D(A)) if and only if x ∈ TrEw(X,D(A)).

Proof. By definition of the trace space, the condition x ∈ TrEw(X,D(A)) is cer-
tainly necessary for existence of a solution u ∈ MREw(0,T; X,D(A)). In order
to show sufficiency, let x ∈ TrEw(X,D(A)). Then, by definition, there exists
v ∈ MREw(0,T; X,D(A)) such that v(0) = x. By definition of the maximal reg-
ularity space, f := v̇ + Av ∈ Ew(0,T; X). Since the inhomogeneous problem
(7.3) has Ew-maximal regularity, there exists w ∈ MREw(0,T; X,D(A)) such that
ẇ + Aw = f , w(0) = 0. Now u := v−w is a solution of the problem (7.6) and we
have proved existence. Uniqueness follows from linearity and uniqueness for
the problem (7.3). �
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Lemma 7.7 gives precise regularizing effects for solutions of the initial value
problem (7.6) in terms of the regularity of the initial value. The link to interpo-
lation theory is clear when we note that for every p ∈ (1,∞) and θ ∈ (0, 1) the
equality

TrLp
wθ

(X,D(A)) = (X,D(A))θ,p

holds [37, Proposition 1.2.10]. Here, the weight wθ is defined as in (7.5) and the
spaces (X,D(A))θ,p are the classical real interpolation spaces. Summing up, we
obtain that if the problem (7.3) has Lp-maximal regularity for some p ∈ (1,∞),
then for every p ∈ (1,∞), every θ ∈ (0, 1) and every x ∈ (X,D(A))θ,p the initial
value problem (7.6) admits a unique solution satisfying u̇, Au ∈ Lp

wθ
(0,T; X).

In principle, we obtain more, since Lp-maximal regularity for some p ∈ (1,∞)
implies Ew-maximal regularity for every r.i.BFS E with 1 < pE ≤ qE < ∞ and
every Muckenhoupt weight w ∈ ApE . The characterization and the properties
of the associated trace spaces TrEw(X,D(A)) is now certainly an interesting
subject, but left as an open problem.

Acknowledgment. We thank the anonymous referee for his/her comments,
which contributed to improve the quality of the paper.
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38. Lech Maligranda, On Hardy’s inequality in weighted rearrangement invariant spaces and appli-
cations. I, II, Proc. Amer. Math. Soc. 88 (1983), no. 1, 67–74, 75–80.
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