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#### Abstract

We explain and prove the statement from the title. This allows us to formulate a new type of gradient inequality and to obtain a new stabilization result for gradient-like ordinary differential equations.
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## 1 Introduction

The theory of Lyapunov functions is a fundamental part of the stability theory of ordinary differential equations [14], [3], because many ordinary differential equations naturally admit an energy function which is nonincreasing along solutions. Moreover, La Salle's invariance principle [13], [3, Chapter VIII], [8] and gradient inequalities for the underlying Lyapunov function [15], [11], [9],
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[1], [12], [5] provide easy and powerful stabilization results.
Let $F$ be a continuous tangent vector field on a manifold $M$. Following [8], we say that a continuously differentiable function $\mathcal{E}: M \rightarrow \mathbb{R}$ is a strict Lyapunov function for the ordinary differential equation

$$
\begin{equation*}
\dot{u}+F(u)=0, \tag{1}
\end{equation*}
$$

if

$$
\begin{equation*}
\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle>0 \quad \text { whenever } u \in M \text { and } F(u) \neq 0 . \tag{2}
\end{equation*}
$$

Every strict Lyapunov function is nonincreasing along solutions of (1), and if it is constant on some solution then that solution must be stationary. Among ordinary differential equations, the gradient systems on a Riemannian manifold $(M, g)$

$$
\begin{equation*}
\dot{u}+\nabla_{g} \mathcal{E}(u)=0 \tag{3}
\end{equation*}
$$

are the prototype examples of dissipative systems which admit a strict Lyapunov function: namely the function $\mathcal{E}$ itself. In Theorem 1 we observe the following simple converse result, announced in the title: every ordinary differential equation (1) with a strict Lyapunov function is - on the open subset of nonequilibrium points of $F$ - a gradient system. More precisely, it is a gradient system for the Lyapunov function itself and for an appropriate Riemannian metric. This observation, which may be deduced from [16], [17] but which was formulated differently there, implies that the gradient systems are basically the only examples of dissipative systems with strict Lyapunov function. As an application, we obtain that the damped second order equation

$$
\ddot{u}+G(\dot{u})+\nabla E(u)=0
$$

is a gradient system when it is rewritten as a first order equation.
We apply this result in order to obtain a stabilization result for global solutions of the general system (1) (Theorem 3). Strictly speaking, this result can be and actually is formulated independently of the gradient system structure in the appropriate ambient metric constructed in Theorem 1. However, it can be better motivated with this knowledge behind.

The classical Lojasiewicz gradient inequality (see [15])

$$
\begin{equation*}
|\mathcal{E}(v)-\mathcal{E}(\varphi)|^{1-\theta} \leq C\left\|\mathcal{E}^{\prime}(v)\right\|_{g} \tag{4}
\end{equation*}
$$

and the more general Kurdyka-Łojasiewicz gradient inequality (see [11], and [4], [5] for the name)

$$
\begin{equation*}
\Theta(|\mathcal{E}(v)-\mathcal{E}(\varphi)|) \leq\left\|\mathcal{E}^{\prime}(v)\right\|_{g} \tag{5}
\end{equation*}
$$

have turned out to be particularly useful for proving that global solutions of gradient systems converge to a single equilibrium. The first convergence result for gradient systems is due to Łojasiewicz himself [15]; he also proved that
every real analytic function satisfies the Lojasiewicz gradient inequality (4). Later, Haraux \& Jendoubi and Alvarez et al. proved convergence results for damped second order ordinary differential equations by using a gradient inequality for a natural Lyapunov function [9], [2]. More recently, it has been shown that many convergence results can be unified into a general theorem for the ordinary differential equation (1), provided that that equation admits a strict Lyapunov function, the Lyapunov function satisfies a gradient inequality and an angle condition holds between $\mathcal{E}^{\prime}$ and $F$ [1], [12], [7]. This angle condition is automatically satisfied for gradient systems but there are interesting examples where it is not satisfied (see [6] and Section 5 below).

Now, if the problem of convergence to equilibrium - with respect to some given metric - is approached by knowing that the problem (1) has a gradient structure on the open subset of nonequilibrium points - with respect to a different metric -, then one is naturally led to the problem of comparing the two involved metrics. This problem is even crucial since, by La Salle's invariance principle, the only possible limit points of solutions are equilibrium points, and since equilibrium points lie on the boundary of the set of nonequilibrium points. The comparison of metrics motivates us to formulate the gradient inequality

$$
\Theta(|\mathcal{E}(v)-\mathcal{E}(\varphi)|) \leq\left\langle\mathcal{E}^{\prime}(v), \frac{F(v)}{\|F(v)\|_{g}}\right\rangle
$$

and a convergence result (Theorem 3) which generalizes the results from [1], [12], [7] for ordinary differential equations. With this view we can also give a new interpretation of a recent convergence result by Chergui [6] for a second order ordinary differential equation with degenerate damping.

Of course, if the original and new metric are equivalent, then the induced distance functions are equivalent because lengthes of curves are equivalent. Since length is an important notion in the above cited convergence results, we characterize equivalence of the two metrics. We find that the two metrics are equivalent if and only if an angle condition and a comparability condition between $\mathcal{E}^{\prime}$ and $F$ holds (Theorem 2). These are exactly the conditions which appear in [1], [12], [7]. Finally, we formulate some open questions concerning the metric with respect to which equation (1) is a gradient system.

## 2 Main result

Before stating the main theorem, let us fix some notation. When we write manifold in this article, we mean a differentiable and finite-dimensional manifold. The duality between tangent vectors and cotangent vectors is denoted by $\langle\cdot, \cdot\rangle$. Whenever $g$ is a Riemannian metric, we write $\langle\cdot, \cdot\rangle_{g}$ for the inner product on the tangent space; to be precise, we should write $\langle\cdot, \cdot\rangle_{g(u)}$ for the inner product on the tangent space $T_{u} M$, but the variable $u$ is dropped, and equalities and inequalities are usually to be understood for functions on $M$. We write $\|\cdot\|_{g}$
for the induced norm both on the tangent space and on the cotangent space. Given a differentiable function $\mathcal{E}: M \rightarrow \mathbb{R}$, we denote by $\mathcal{E}^{\prime}$ its derivative. The derivative $\mathcal{E}^{\prime}$ is a cotangent vector field; the associated, uniquely determined tangent vector field $\nabla_{g} \mathcal{E}$, given by

$$
\left\langle\mathcal{E}^{\prime}, X\right\rangle=\left\langle\nabla_{g} \mathcal{E}, X\right\rangle_{g} \text { for every tangent vector field } X
$$

is called the gradient of $\mathcal{E}$ with respect to the metric $g$.
The following is the theorem announced in the title of this article. It should be compared to [16, Theorem 1], [17, Proposition 2.8], where it was stated that if the ordinary differential equation (1) (in $\left.\mathbb{R}^{N}\right)$ admits a strict Lyapunov function $\mathcal{E}$, then $F=L \nabla \mathcal{E}$, where $L$ is a continuous function taking its values in the positive definite matrices and $\nabla \mathcal{E}$ is the Euclidean gradient. Note that the multiplication by $L$ corresponds to a change of the underlying metric.

Theorem 1 Let $M$ be a manifold, $F$ a continuous tangent vector field on $M$, and let $\mathcal{E}: M \rightarrow \mathbb{R}$ be a continuously differentiable, strict Lyapunov function for (1). Then there exists a Riemannian metric $\tilde{g}$ on the open set

$$
\tilde{M}:=\{u \in M: F(u) \neq 0\} \subseteq M
$$

such that $\nabla_{\tilde{g}} \mathcal{E}=F$. In particular, the differential equation (1) is a gradient system on the Riemannian manifold $(\tilde{M}, \tilde{g})$.

Proof By assumption (2), $0 \neq F(u) \notin \operatorname{ker} \mathcal{E}^{\prime}(u)$ and $\operatorname{ker} \mathcal{E}^{\prime}(u) \neq T_{u} M$ for every $u \in \tilde{M}$. As a consequence the tangent bundle $T \tilde{M}$ is the direct sum of the bundle $\operatorname{ker} \mathcal{E}^{\prime}$ and the bundle generated by the vector field $F$ :

$$
\begin{equation*}
T \tilde{M}=\operatorname{ker} \mathcal{E}^{\prime} \oplus\langle F\rangle . \tag{6}
\end{equation*}
$$

For every continuous tangent vector field $X$ on $\tilde{M}$, the vector fields

$$
X_{0}:=X-\frac{\left\langle\mathcal{E}^{\prime}, X\right\rangle}{\left\langle\mathcal{E}^{\prime}, F\right\rangle} F \text { and } X_{1}:=\frac{\left\langle\mathcal{E}^{\prime}, X\right\rangle}{\left\langle\mathcal{E}^{\prime}, F\right\rangle} F
$$

are well-defined and continuous, $X_{0} \in \operatorname{ker} \mathcal{E}^{\prime}$ and $X_{1} \in\langle F\rangle$ (the one-dimensional space - or vector bundle - generated by $F$ ). Hence, the above decomposition of the tangent space $T \tilde{M}$ is continuous in the sense that the projection onto $\operatorname{ker} \mathcal{E}^{\prime}$ along $\langle F\rangle$ is a continuous function.

Now we choose an arbitrary Riemannian metric $g$ on $M$. Starting from this metric, we define a new metric on $\tilde{M}$ by setting

$$
\begin{align*}
\langle X, Y\rangle_{\tilde{g}} & :=\left\langle X_{0}, Y_{0}\right\rangle_{g}+\frac{1}{\left\langle\mathcal{E}^{\prime}, F\right\rangle}\left\langle\mathcal{E}^{\prime}, X\right\rangle\left\langle\mathcal{E}^{\prime}, Y\right\rangle \\
& =\left\langle X_{0}, Y_{0}\right\rangle_{g}+\frac{1}{\left\langle\mathcal{E}^{\prime}, F\right\rangle}\left\langle\mathcal{E}^{\prime}, X_{1}\right\rangle\left\langle\mathcal{E}^{\prime}, Y_{1}\right\rangle \tag{7}
\end{align*}
$$

Precisely at this point we use the assumption that $\mathcal{E}$ is a strict Lyapunov function, that is, $\left\langle\mathcal{E}^{\prime}, F\right\rangle>0$ on $\tilde{M}$, because this assumption implies that $\tilde{g}$
really is a metric (in particular: positive definite). Since the decomposition (6) is continuous, and since $g, \mathcal{E}^{\prime}$ and $F$ are continuous, $\tilde{g}$ is continuous, too.

By definition of the metric $\tilde{g}$ and by definition of the gradient $\nabla_{\tilde{g}} \mathcal{E}$, we have for every tangent vector field $X$

$$
\langle F, X\rangle_{\tilde{g}}=0+\left\langle\mathcal{E}^{\prime}, X\right\rangle=\left\langle\nabla_{\tilde{g}} \mathcal{E}, X\right\rangle_{\tilde{g}},
$$

so that $F=\nabla_{\tilde{g}} \mathcal{E}$ and the claim is proved.
Remark 1 Note carefully that the metric $\tilde{g}$, for which we have the equality $F=\nabla_{\tilde{g}} \mathcal{E}$, is not unique. The inner product $\langle X, Y\rangle_{\tilde{g}}$ is uniquely determined by the functions $F, \mathcal{E}$ if one of the two vectors $X$ or $Y$ is a multiple of $F$; this fact comes from the requirement that one wants to have $F=\nabla_{\tilde{g}} \mathcal{E}$. However, on $\operatorname{ker} \mathcal{E}^{\prime} \times \operatorname{ker} \mathcal{E}^{\prime}$ one has a free choice, how to define the metric $\tilde{g}$.

Theorem 1 says that equation (1) is a gradient system on $(\tilde{M}, \tilde{g})$. The set $\tilde{M}$ being a subset of $M$ and the metric $\tilde{g}$ being a new metric, several questions arise.

Question 1 When is the equation (1) a gradient system on the whole of $M$ ?
We ask this question in a slightly different way and in weaker forms. Recall from Remark 1 above that the metric $\tilde{g}$ from Theorem 1 is not uniquely determined. If we ask whether the ordinary differential equation (1) is a gradient system associated with the fixed Lyapunov function $\mathcal{E}$, then Question 1 is closely related to the following one.

Question 2 Can we choose the metric $\tilde{g}$ such that $\tilde{g}$ extends to a Riemannian metric on $M$ ?

Example 1 (Not every metric $\tilde{g}$ extends to a Riemannian metric on $M$ ) Let $M=\mathbb{R}^{2}$, and let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $\mathcal{E}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be given by

$$
F\left(u_{1}, u_{2}\right):=\left(u_{1}, 2 u_{2}\right) \quad \text { and } \quad \mathcal{E}\left(u_{1}, u_{2}\right):=\frac{1}{2}\left(u_{1}^{2}+u_{2}^{2}\right) .
$$

The origin $u=(0,0)$ is the only equilibrium point of $F$ and for $u \neq(0,0)$ we have

$$
\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle=u_{1}^{2}+2 u_{2}^{2}>0
$$

Hence, $\mathcal{E}$ is a strict Lyapunov function.
Let $g$ be the Euclidean metric, and define the new metric $\tilde{g}$ by using the formula (7), that is, for every $u, X, Y \in \mathbb{R}^{2}$,

$$
\begin{aligned}
&\langle X, Y\rangle_{\tilde{g}(u)}:=\left\langle X-\frac{\left\langle\mathcal{E}^{\prime}(u), X\right\rangle}{\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle} F(u), Y-\frac{\left\langle\mathcal{E}^{\prime}(u), Y\right\rangle}{\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle} F(u)\right\rangle_{g(u)}+ \\
&+\frac{1}{\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle}\left\langle\mathcal{E}^{\prime}(u), X\right\rangle\left\langle\mathcal{E}^{\prime}(u), Y\right\rangle .
\end{aligned}
$$

Then, for $X=(1,0)$ and $Y=(0,1)$ a straightforward calculation shows that

$$
\lim _{h \rightarrow 0}\langle X, Y\rangle_{\tilde{g}(0, h)}=0 \quad \text { and } \quad \lim _{h \rightarrow 0}\langle X, Y\rangle_{\tilde{g}(h, h)}=-\frac{1}{9}
$$

Hence, the metric $\tilde{g}$ does not have a continuous extension at the origin.
Now, let $g$ be the metric given by

$$
\langle X, Y\rangle_{g}=X_{1} Y_{1}+\frac{1}{2} X_{2} Y_{2},
$$

and define $\tilde{g}$ starting with this metric $g$. Then $\tilde{g}$ does have a continuous extension near the origin. In fact, in this case $\tilde{g}=g$.

## 3 Equivalence of metrics

Let $g$ be any Riemannian metric on $M$ and let $\tilde{g}$ be the Riemannian metric on $\tilde{M}$ constructed from $g$ as in the proof of Theorem 1. If the metric $\tilde{g}$ admits a continuous extension to $M$, then $g$ and $\tilde{g}$ are locally equivalent on $\tilde{M}$ (and even on $M$ ). The converse is not true in general (take the metrics from Example 1). In this section, we characterize equivalence of the two metrics $g$ and $\tilde{g}$ on $\tilde{M}$ in terms of an angle condition which has recently appeared in some articles on stabilization of gradient-like systems [1], [12], [7] and in terms of a comparability condition.

We say that two Riemannian metrics $g_{1}, g_{2}$ on a manifold $M$ are equivalent, if there exist $c_{1}, c_{2}>0$ such that for every tangent vector field $X$

$$
\begin{equation*}
c_{1}\|X\|_{g_{1}} \leq\|X\|_{g_{2}} \leq c_{2}\|X\|_{g_{1}} \text { on } M \tag{8}
\end{equation*}
$$

Note that if two Riemannian metrics are equivalent then the induced distance functions are equivalent, too. In particular, the completions of $\left(M, g_{1}\right)$ and $\left(M, g_{2}\right)$ are the same and the boundaries in this completion carry the same topology.

We say that $\mathcal{E}^{\prime}$ and $F$ satisfy the angle condition (see [1, Condition (2.2)], [12, Condition (AC), Definition 1.1], [7, Conditions (4), (9)]) if there exists $\alpha>0$ such that

$$
\begin{equation*}
\left\langle\mathcal{E}^{\prime}, F\right\rangle \geq \alpha\left\|\mathcal{E}^{\prime}\right\|_{g}\|F\|_{g} \text { on } \tilde{M} \tag{AC}
\end{equation*}
$$

and we say that they satisfy the comparability condition if there exist constants $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1}\left\|\mathcal{E}^{\prime}\right\|_{g} \leq\|F\|_{g} \leq c_{2}\left\|\mathcal{E}^{\prime}\right\|_{g} \text { on } \tilde{M} \tag{C}
\end{equation*}
$$

It is straightforward to check that the angle condition and the comparability condition together are equivalent to the existence of a constant $\beta>0$ such that

$$
\begin{equation*}
\left\langle\mathcal{E}^{\prime}, F\right\rangle \geq \beta\left(\left\|\mathcal{E}^{\prime}\right\|_{g}^{2}+\|F\|_{g}^{2}\right) \text { on } \tilde{M} \tag{AC+C}
\end{equation*}
$$

this condition appears in various examples in [7, Section 2].

Theorem 2 The metrics $g$ and $\tilde{g}$ are equivalent on $\tilde{M}$ if and only if $\mathcal{E}^{\prime}$ and $F$ satisfy the conditions ( $\mathrm{AC)}$ and (C).
Proof Assume first that the two metrics $g$ and $\tilde{g}$ are equivalent. Then there exist constants $c_{1}, c_{2}>0$ such that for every tangent vector field $X$

$$
\begin{equation*}
c_{1}\|X\|_{g} \leq\|X\|_{\tilde{g}} \leq c_{2}\|X\|_{g} \text { on } \tilde{M} \tag{9}
\end{equation*}
$$

Then

$$
\left\|\mathcal{E}^{\prime}\right\|_{\tilde{g}}=\sup _{\|X\|_{\tilde{g}} \leq 1}\left\langle\mathcal{E}^{\prime}, X\right\rangle \geq \sup _{c_{2}\|X\|_{g} \leq 1}\left\langle\mathcal{E}^{\prime}, X\right\rangle=\frac{1}{c_{2}}\left\|\mathcal{E}^{\prime}\right\|_{g} \text { on } \tilde{M} .
$$

Since $F=\nabla_{\tilde{g}} \mathcal{E}$, the preceding inequalities imply

$$
\left\langle\mathcal{E}^{\prime}, F\right\rangle=\left\langle\nabla_{\tilde{g}} \mathcal{E}, F\right\rangle_{\tilde{g}}=\left\|\nabla_{\tilde{g}} \mathcal{E}\right\|_{\tilde{g}}\|F\|_{\tilde{g}}=\left\|\mathcal{E}^{\prime}\right\|_{\tilde{g}}\|F\|_{\tilde{g}} \geq \frac{c_{1}}{c_{2}}\left\|\mathcal{E}^{\prime}\right\|_{g}\|F\|_{g}
$$

that is, $\mathcal{E}^{\prime}$ and $F$ satisfy the angle condition (AC). Moreover,

$$
\|F\|_{\tilde{g}}=\left\|\nabla_{\tilde{g}} \mathcal{E}\right\|_{\tilde{g}}=\left\|\mathcal{E}^{\prime}\right\|_{\tilde{g}}
$$

and the equivalence of $g$ and $\tilde{g}$ implies also the comparability condition (C).
Now assume that $\mathcal{E}^{\prime}$ and $F$ satisfy the angle and comparability conditions $(\mathrm{AC})$ and (C). Given a tangent vector field $X$, we use the decomposition (6), that is, $X=X_{0}+X_{1}$ with $X_{0} \in \operatorname{ker} \mathcal{E}^{\prime}$ and $X_{1} \in\langle F\rangle$. We have,

$$
\begin{aligned}
\|X\|_{\tilde{g}}^{2} & =\left\|X_{0}\right\|_{g}^{2}+\frac{\left\langle\mathcal{E}^{\prime}, X_{1}\right\rangle^{2}}{\left\langle\mathcal{E}^{\prime}, F\right\rangle} & & \text { (definition of } \tilde{g}) \\
& \geq\left\|X_{0}\right\|_{g}^{2}+\frac{\alpha^{2}\left\|\mathcal{E}^{\prime}\right\|_{g}^{2}\left\|X_{1}\right\|_{g}^{2}}{\left\|\mathcal{E}^{\prime}\right\|_{g}\|F\|_{g}} & & (\text { by }(A C) \text { and Cauchy-Schwarz) } \\
& \geq\left\|X_{0}\right\|_{g}^{2}+\frac{\alpha^{2}}{c_{2}}\left\|X_{1}\right\|_{g}^{2} & & (\text { by }(C)) \\
& \geq \frac{1}{2} \min \left\{1, \frac{\alpha^{2}}{c_{2}}\right\}\|X\|_{g}^{2} & & \text { (triangle inequality) }
\end{aligned}
$$

and

$$
\begin{array}{rlrl}
\|X\|_{\tilde{g}}^{2} & =\left\|X_{0}\right\|_{g}^{2}+\frac{\left\langle\mathcal{E}^{\prime}, X\right\rangle^{2}}{\left\langle\mathcal{E}^{\prime}, F\right\rangle} & & \text { (definition of } \tilde{g} \text { ) } \\
& \leq 2\|X\|_{g}^{2}+2\left\|X_{1}\right\|_{g}^{2}+\frac{\left\langle\mathcal{E}^{\prime}, X\right\rangle^{2}}{\left\langle\mathcal{E}^{\prime}, F\right\rangle} & & \text { (triangle inequality) } \\
& =2\|X\|_{g}^{2}+2 \frac{\left\langle\mathcal{E}^{\prime}, X\right\rangle^{2}}{\left\langle\mathcal{E}^{\prime}, F\right\rangle^{2}}\|F\|_{g}^{2}+\frac{\left\langle\mathcal{E}^{\prime}, X\right\rangle^{2}}{\left\langle\mathcal{E}^{\prime}, F\right\rangle} & & \text { (definition of } X_{1} \text { ) } \\
& \leq 2\|X\|_{g}^{2}+\frac{2}{\alpha^{2}}\|X\|_{g}^{2}+\frac{\left\|\mathcal{E}^{\prime}\right\|_{g}^{2}\|X\|_{g}^{2}}{\alpha\left\|\mathcal{E}^{\prime}\right\|_{g}\|F\|_{g}} & & \text { (by Cauchy-Schwarz and }(A C) \text { ) } \\
& \leq 2\|X\|_{g}^{2}+\frac{2}{\alpha^{2}}\|X\|_{g}^{2}+\frac{1}{\alpha c_{1}}\|X\|_{g}^{2} & & (\text { by }(C))  \tag{C}\\
& =\left(2+\frac{2}{\alpha^{2}}+\frac{1}{\alpha c_{1}}\right)\|X\|_{g}^{2}, &
\end{array}
$$

that is, $g$ and $\tilde{g}$ are equivalent.

## 4 Asymptotics

In this section, $(M, g)$ is a Riemannian manifold. We assume that the ordinary differential equation (1) with initial condition $u(0)=u_{0} \in M$ is uniquely solvable. Given a function $u: \mathbb{R}_{+} \rightarrow M$, the set of all accumulation points (as $t \rightarrow \infty)$

$$
\omega(u)=\left\{\varphi \in M: \text { there exists }\left(t_{n}\right) \nearrow \infty \text { such that } u\left(t_{n}\right) \rightarrow \varphi\right\}
$$

is called the $\omega$-limit set of $u$.
Theorem 3 Let $F$ be a continuous tangent vector field on the Riemannian manifold $(M, g)$. Let $u: \mathbb{R}_{+} \rightarrow M$ be a global solution of the ordinary differential equation (1) and let $\mathcal{E}: M \rightarrow \mathbb{R}$ be a continuously differentiable, strict Lyapunov function for (1). Assume that there exist $\Theta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $1 / \Theta \in L_{l o c}^{1}([0,+\infty))$ and $\Theta(s)>0$ for $s>0, \varphi \in \omega(u)$ and a neighbourhood $U \subseteq M$ of $\varphi$ such that for every $v \in U \cap \tilde{M}$

$$
\begin{equation*}
\Theta(|\mathcal{E}(v)-\mathcal{E}(\varphi)|) \leq\left\langle\mathcal{E}^{\prime}(v), \frac{F(v)}{\|F(v)\|_{g}}\right\rangle \tag{10}
\end{equation*}
$$

Then $u$ has finite length in $(M, g)$ and, in particular, $\lim _{t \rightarrow+\infty} u(t)=\varphi$ in $(M, g)$.
Proof Since $\mathcal{E}$ is a Lyapunov function, necessarily the function $\mathcal{E}(u)$ is nonincreasing. Hence, $\lim _{t \rightarrow \infty} \mathcal{E}(u(t))$ exists in $\mathbb{R} \cup\{-\infty\}$. By continuity of the function $\mathcal{E}$ and by definition of the $\omega$-limit set $\omega(u)$, this limit equals $\mathcal{E}(\psi)$ for every $\psi \in \omega(u)$ (so, since $\omega(u)$ is non-empty by assumption, the limit of $\mathcal{E}(u)$ is finite and equals $\mathcal{E}(\varphi))$. By changing $\mathcal{E}$ by an additive constant, if necessary, we may without loss of generality assume that $\mathcal{E}(\varphi)=0$, so that $\mathcal{E}(u(t)) \geq 0$ and $\lim _{t \rightarrow \infty} \mathcal{E}(u(t))=0$.

If $\mathcal{E}\left(u\left(t_{0}\right)\right)=0$ for some $t_{0} \geq 0$, then $\mathcal{E}(u(t))=0$ for every $t \geq t_{0}$, and therefore, since $\mathcal{E}$ is a strict Lyapunov function, the function $u$ is constant for $t \geq t_{0}$. In this case, there remains nothing to prove.

Hence, we may assume that $\mathcal{E}(u(t))_{\sim}>0$ for every $t \geq 0$. By unique solvability of (1) this implies that $u(t) \in \tilde{M}$ for every $t \geq 0$. Let $\sigma>0$ be such that the closed ball $\bar{B}(\varphi, \sigma)$ (with respect to the distance $d$ induced by $g$ ) is contained in $U$. Let

$$
\Phi(t):=\int_{0}^{t} \frac{1}{\Theta(s)} \mathrm{d} s
$$

and let $t_{0} \geq 0$ be so large that

$$
d\left(u\left(t_{0}\right), \varphi\right) \leq \frac{\sigma}{3} \text { and } \Phi\left(\mathcal{E}\left(u\left(t_{0}\right)\right)\right)<\frac{\sigma}{3} .
$$

Let

$$
t_{1}:=\inf \left\{t \geq t_{0}: d(u(t), \varphi)=\sigma\right\}
$$

By continuity of the function $u$, we have $t_{1}>t_{0}$. Then for every $t \in\left[t_{0}, t_{1}\right)$,

$$
\begin{aligned}
-\frac{d}{d t} \Phi(\mathcal{E}(u(t))) & =\frac{1}{\Theta(\mathcal{E}(u(t))}\left(-\frac{d}{d t} \mathcal{E}(u(t))\right) & & \text { (chain rule and def. of } \Phi) \\
& =\frac{1}{\Theta(\mathcal{E}(u(t))}\left\langle\mathcal{E}^{\prime}(u(t)), F(u(t))\right\rangle & & \text { (chain rule and (1)) } \\
& \geq\|F(u(t))\|_{g} & & \text { (gradient inequality (10)) } \\
& =\| \dot{u}(t)) \|_{g} & & \text { (equation (1)). }
\end{aligned}
$$

Hence, for every $t \in\left[t_{0}, t_{1}\right)$,

$$
\begin{align*}
d(u(t), \varphi) & \leq d\left(u(t), u\left(t_{0}\right)\right)+d\left(u\left(t_{0}\right), \varphi\right) & & \text { (triangle inequality) }  \tag{11}\\
& \leq \int_{t_{0}}^{t}\|\dot{u}(s)\|_{g} d s+d\left(u\left(t_{0}\right), \varphi\right) & & \text { (def. of distance) } \\
& \leq \Phi\left(\mathcal{E}\left(u\left(t_{0}\right)\right)\right)+d\left(u\left(t_{0}\right), \varphi\right) & & \text { (preceding estimates) } \\
& \leq \frac{2}{3} \sigma & & \text { (choice of } \left.t_{0}\right) .
\end{align*}
$$

This inequality implies that $t_{1}=\infty$. But then $\|\dot{u}\|_{g} \in L^{1}\left(\mathbb{R}_{+}\right)$, by the estimates (11). This means that $u$ has finite length in $(M, g)$. The existence of $\lim _{t \rightarrow \infty} u(t)$ follows from Cauchy's criterion and the fact that $\varphi \in \omega(u)$.

By applying Theorem 3 with $\Theta(s)=\frac{1}{C} s^{1-\theta}$ for $\theta \in(0,1)$, we obtain the following corollary.

Corollary 1 Let $M, F$ and $\mathcal{E}$ be as in Theorem 3. Let $u: \mathbb{R}_{+} \rightarrow M$ be a global solution of (1). Assume that there exists $\varphi \in \omega(u), \theta \in(0,1), C \geq 0$ and a neighbourhood $U \subseteq M$ of $\varphi$ such that for every $u \in U$

$$
\begin{equation*}
|\mathcal{E}(v)-\mathcal{E}(\varphi)|^{1-\theta} \leq C\left\langle\mathcal{E}^{\prime}(v), \frac{F(v)}{\|F(v)\|_{g}}\right\rangle \tag{12}
\end{equation*}
$$

Then $u$ has finite length in $(M, g)$ and, in particular, $\lim _{t \rightarrow+\infty} u(t)=\varphi$ in $(M, g)$.

Note that the Lojasiewicz gradient inequality (4) and the Kurdyka-Lojasiewicz inequality (5) from the Introduction involve only the function $\mathcal{E}$ while the modified Kurdyka-Łojasiewicz inequality (10) and inequality (12) involve in addition the vector field $F$. In fact, the norm of the derivative $\mathcal{E}^{\prime}$ (which appears on the right-hand side in (4) and (5)) is replaced by the directional derivative in the normalized direction of $F$. Let us repeat the two modified inequalities in the following way, that is, from a more geometric point of view:

$$
\left\langle(\Theta \circ(\mathcal{E}-\mathcal{E}(\varphi)))^{\prime}, \frac{F}{\|F\|_{g}}\right\rangle \geq 1
$$

or

$$
\left\langle\left((\mathcal{E}-\mathcal{E}(\varphi))^{\theta}\right)^{\prime}, \frac{F}{\|F\|_{g}}\right\rangle \geq 1 / C
$$

in a neighbourhood of $\varphi$. If $\tilde{g}$ denotes the metric constructed in Theorem 1, then we can write the inequality (10) also in the form

$$
\Theta(|\mathcal{E}(v)-\mathcal{E}(\varphi)|) \leq \frac{\|F(v)\|_{\tilde{g}}^{2}}{\|F(v)\|_{g}}=\left\|\mathcal{E}^{\prime}(v)\right\|_{\tilde{g}} \frac{\|F(v)\|_{\tilde{g}}}{\|F(v)\|_{g}}
$$

in which the norm of $\mathcal{E}^{\prime}$ with respect to the new metric $\tilde{g}$ and the ratio of the two involved metrics appear. Hence, if the two metrics $g$ and $\tilde{g}$ are equivalent, then (10) reduces to the Kurdyka-Łojasiewicz inequality (5).

As indicated in the Introduction, there are convergence results similar to Theorem 3 in which - instead of the modified Kurdyka-Łojasiewicz inequality - a gradient inequality for the Lyapunov function $\mathcal{E}$ (or an assumption of analyticity) and the angle condition (AC) appear; see [1, Theorem 2.2], [12, Theorem 1.2], [7, Theorem 1] (the latter article considers also the case of differential equations in infinite dimensions). These results (in the case of ordinary differential equations in finite dimensions) can be seen as a consequence of Theorem 3 or its Corollary 1 because the Lojasiewicz inequality (4) and the angle condition (AC) imply the modified Łojasiewicz inequality (12). There are situations, however, in which the modified Lojasiewicz inequality (12) is satisfied but the angle condition (AC) is not. The following elementary example is such a case. A more sophisticated example is described in the following section.

Example 2 Let $M \subseteq \mathbb{R}^{2}$ be the open unit disk, equipped with the Euclidean metric $g$. Let $\alpha \geq 0$, and let $F(u)=F\left(u_{1}, u_{2}\right)=\left(\|u\|^{\alpha} u_{1}-u_{2}, u_{1}+\|u\|^{\alpha} u_{2}\right)$ and $\mathcal{E}(u)=\frac{1}{2}\left(u_{1}^{2}+u_{2}^{2}\right)$. Then

$$
\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle=\|u\|^{2+\alpha},\|F(u)\|=\|u\| \cdot \sqrt{1+\|u\|^{2 \alpha}} \quad \text { and } \quad\left\|\mathcal{E}^{\prime}(u)\right\|=\|u\| .
$$

Hence, unless $\alpha=0$, the angle condition (AC) does not hold on any neighbourhood of the critical point $(0,0)$ (and, by Theorem 2, the Euclidean metric $g$ and the metric $\tilde{g}$ from Theorem 1 are not equivalent). The function $\mathcal{E}$ satisfies the Łojasiewicz inequality (4) near the origin for $\theta=\frac{1}{2}$, but we even have

$$
\frac{1}{\|F(u)\|}\left\langle\mathcal{E}^{\prime}(u), F(u)\right\rangle=\frac{\|u\|^{1+\alpha}}{\sqrt{1+\|u\|^{2 \alpha}}} \geq \frac{1}{\sqrt{2}}\|u\|^{2(1-\theta)} \geq \frac{1}{4} \mathcal{E}(u)^{1-\theta}
$$

provided $0<\theta \leq \frac{1-\alpha}{2}$. Hence, if $0 \leq \alpha<1$, then $\mathcal{E}$ satisfies the modified Łojasiewicz gradient inequality (12).

## 5 Application to a second order problem

Let us consider the following second order problem

$$
\begin{equation*}
\ddot{u}+G(u, \dot{u})+\nabla E(u)=0, \tag{13}
\end{equation*}
$$

where $E: \mathbb{R}^{N} \rightarrow \mathbb{R}$ and $G: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ are two given $C^{2}$ functions. We assume that the second term in this equation represents a damping in the sense that for every $u, v \in \mathbb{R}^{N}$

$$
\begin{align*}
& \langle G(u, v), v\rangle \geq g(\|v\|)\|v\|^{2}, \\
& \|G(u, v)\| \leq c g(\|v\|)\|v\|, \quad \text { and }  \tag{14}\\
& \|\nabla G(u, v)\| \leq c g(\|v\|),
\end{align*}
$$

where $c \geq 0$ is a constant and $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a nonnegative, concave, nondecreasing function, $g(s)>0$ for $s>0$. Throughout this section, $\|\cdot\|$ denotes the Euclidean norm. The first line in (14) is a lower estimate of the damping in the direction of the velocity.

The following theorem yields convergence of solutions to a singleton.
Theorem 4 Let $u \in W^{2, \infty}\left(\mathbb{R}_{+} ; \mathbb{R}^{N}\right)$ be a global solution of (13). Assume that there exist $\varphi \in \omega(u)$, a neighbourhood $U \subseteq \mathbb{R}^{N}$ of $\varphi$ and a nonnegative, concave, nondecreasing function $\Theta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that for every $v \in U$

$$
\Theta(|E(v)-E(\varphi)|) \leq\|\nabla E(v)\| .
$$

Assume that $\Theta(s) \leq c \sqrt{s}$ for some $c>0$ and all $s \geq 0$ small enough and that

$$
s \mapsto 1 / \Theta(s) g(\Theta(s)) \in L_{l o c}^{1}([0,+\infty))
$$

Then $u$ has finite length and, in particular, $\lim _{t \rightarrow+\infty} u(t)=\varphi$.
Remark 2 If we take $\Theta(s)=c s^{1-\theta}, G(u, v):=\|v\|^{\alpha} v$ and $g(s):=s^{\alpha}$ for $\alpha \in\left[0, \frac{\theta}{1-\theta}\right), \theta \in\left(0, \frac{1}{2}\right]$, then the equation (13) becomes

$$
\ddot{u}+\|\dot{u}\|^{\alpha} \dot{u}+\nabla E(u)=0
$$

and Theorem 4 applies, thus generalizing a recent convergence result by Chergui (see [6]). However, our theorem allows more general nonlinearities and also growth orders of the damping that are closer to the critical case $\alpha=\frac{\theta}{1-\theta}$. If $\Theta(s)=s^{1-\theta}, g(s)=s^{\theta /(1-\theta)}$ we cannot expect convergence in general as an example by Haraux shows [8]. But if the growth of $\Theta$ or $g$ is a little better, we obtain convergence. For example,

$$
\Theta(s)=s^{1-\theta}, \quad g(s)=s^{\frac{\theta}{1-\theta}} \ln ^{1+\varepsilon}(1 / s)
$$

or

$$
\Theta(s)=s^{1-\theta} \ln ^{1-\theta+\varepsilon}(1 / s), \quad g(s)=s^{\frac{\theta}{1-\theta}}
$$

with $\varepsilon>0$ satisfy the assumptions of Theorem 4 .

Proof We first show that $\lim _{t \rightarrow \infty}\|\dot{u}(t)\|=0$. Multiplying the equation (13) by $\dot{u}$, integrating from 0 to $t$, and using the assumption on $G$, we obtain

$$
\begin{aligned}
\frac{1}{2}\|\dot{u}(0)\|^{2}+E(u(0)) & =\frac{1}{2}\|\dot{u}(t)\|^{2}+E(u(t))+\int_{0}^{t}\langle G(u(s), \dot{u}(s)), \dot{u}(s)\rangle \mathrm{d} s \\
& \geq \frac{1}{2}\|\dot{u}(t)\|^{2}+E(u(t))+\int_{0}^{t} g(\|\dot{u}(s)\|)\|\dot{u}(s)\|^{2} \mathrm{~d} s .
\end{aligned}
$$

Since $u$ and $\dot{u}$ are globally bounded, this implies

$$
\int_{0}^{\infty} g(\|\dot{u}(s)\|)\|\dot{u}(s)\|^{2} \mathrm{~d} s<+\infty .
$$

Since, moreover, $\dot{u}$ is uniformly continuous, we obtain that $\lim _{t \rightarrow \infty} g(\|\dot{u}(s)\|)\|\dot{u}(s)\|^{2}=$ 0 . Since $g(s)>0$ whenever $s>0$, this implies that $\lim _{t \rightarrow \infty}\|\dot{u}(t)\|=0$.

Note that $u$ is a (global) solution of (13) if and only if $(u, \dot{u})$ is a (global) solution to the following problem

$$
\begin{equation*}
\frac{d}{d t}\binom{u(t)}{v(t)}+F\binom{u(t)}{v(t)}=0 \tag{15}
\end{equation*}
$$

where

$$
F(u, v)=\binom{-v}{G(u, v)+\nabla E(u)} .
$$

Let $M \subseteq \mathbb{R}^{N} \times \mathbb{R}^{N}$ be a suffiently large (closed) ball which is a neighbourhood of the range of $(u, \dot{u})$. Note that, by the above argument and by assumption, $(\varphi, 0)$ belongs to the $\omega$-limit set of $(u, \dot{u})$. In the following we will often use boundedness of continuous functions on $M$, in particular there exists a constant $K$ such that

$$
g(\|v\|),\|G(u, v)\|,\|\nabla G(u, v)\|,\|\nabla E(u)\| \leq K
$$

and

$$
g(\|\nabla E(u)\|),\|G(u, \nabla E(u))\|,\|\nabla G(u, \nabla E(u))\| \leq K
$$

for all $(u, v) \in M$.
Following the idea of the proof by Chergui [6], we define, for $\varepsilon>0$ small and to be chosen below,

$$
\mathcal{E}(u, v):=\frac{1}{2}\|v\|^{2}+E(u)+\varepsilon\langle G(u, \nabla E(u)), v\rangle .
$$

We show that $\mathcal{E}$ is a strict Lyapunov function for (15). We compute

$$
\begin{aligned}
\left\langle\mathcal{E}^{\prime}(u, v), F(u, v)\right\rangle= & \langle G(u, v), v\rangle-\varepsilon\left\langle\nabla G(u, \nabla E(u))\left(I d, \nabla^{2} E(u)\right) v, v\right\rangle+ \\
& +\varepsilon\langle G(u, \nabla E(u)), G(u, v)\rangle+\varepsilon\langle G(u, \nabla E(u)), \nabla E(u)\rangle .
\end{aligned}
$$

By the assumption on $G$ (first line of (14)), we have

$$
\begin{gathered}
\langle G(u, v), v\rangle \\
\varepsilon g(\|v\|)\|v\|^{2} \quad \text { and } \\
\varepsilon\langle G(u, \nabla E(u)), \nabla E(u)\rangle
\end{gathered}
$$

By the second line of (14) and by Cauchy-Schwarz, for every $(u, v) \in M$ we can estimate

$$
\begin{aligned}
|\varepsilon\langle G(u, \nabla E(u)), G(u, v)\rangle| & \leq c^{2} \varepsilon g(\|\nabla E(u)\|)\|\nabla E(u)\| g(\|v\|)\|v\| \\
& \leq \frac{1}{4} \varepsilon g(\|\nabla E(u)\|)\|\nabla E(u)\|^{2}+C \varepsilon g(\|v\|)\|v\|^{2} .
\end{aligned}
$$

Here and in the following, $C \geq 0$ denotes a constant which may change from line to line, which depends on $K$, but which is independent from $\varepsilon>0$. Again by using the assumptions on $G$, by using that $g$ is nondecreasing, and by Lemma 1 (b), we obtain that for every $(u, v) \in M$

$$
\begin{aligned}
& \left|\varepsilon\left\langle\nabla G(u, \nabla E(u))\left(I d, \nabla^{2} E(u)\right) v, v\right\rangle\right| \leq \\
& \\
& \quad \leq C \varepsilon g(\|\nabla E(u)\|)\|v\|^{2} \\
& \quad \leq \begin{cases}\frac{1}{4} \varepsilon g(\|\nabla E(u)\|)\|\nabla E(u)\|^{2} & \text { if } 2 \sqrt{C}\|v\| \leq\|\nabla E(u)\| \\
C \varepsilon g(2 \sqrt{C}\|v\|)\|v\|^{2} & \text { if } 2 \sqrt{C}\|v\| \geq\|\nabla E(u)\|\end{cases} \\
& \quad \leq C \varepsilon g(\|v\|)\|v\|^{2}+\frac{1}{4} \varepsilon g(\|\nabla E(u)\|)\|\nabla E(u)\|^{2}
\end{aligned}
$$

Taking the preceding estimates together, we obtain for every $(u, v) \in M$

$$
\begin{equation*}
\left.\left\langle\mathcal{E}^{\prime}(u, v), F(u, v)\right\rangle \geq(1-2 C \varepsilon) g(\|v\|)\|v\|^{2}+\frac{1}{2} \varepsilon g(\|\nabla E(u)\|)\|\nabla E(u)\|^{2}\right) . \tag{16}
\end{equation*}
$$

In particular, for $\varepsilon>0$ small enough, $\mathcal{E}$ is a strict Lyapunov function for the problem (15) on $M$. From the preceding estimate, from the estimate

$$
\|F(u, v)\| \leq C(\|v\|+\|\nabla E(u)\|)
$$

and from the estimate

$$
\begin{aligned}
& (\|v\|+\|\nabla E(u)\|)(g(\|v\|)\|v\|+g(\|\nabla E(u)\|)\|\nabla E(u)\|) \leq \\
& 3\left(g(\|v\|)\|v\|^{2}+g(\|\nabla E(u)\|)\|\nabla E(u)\|^{2}\right)
\end{aligned}
$$

(Lemma 2), we obtain the lower estimate

$$
\begin{equation*}
\frac{1}{\|F(u, v)\|}\left\langle\mathcal{E}^{\prime}(u, v), F(u, v)\right\rangle \geq \alpha(g(\|v\|)\|v\|+g(\|\nabla E(u)\|)\|\nabla E(u)\|) \tag{17}
\end{equation*}
$$

on $M$, where $\alpha>0$ is a constant depending only on uniform bounds of the functions $E, G$ and $g$.

Next, by the definition of $\mathcal{E}$ and by the assumptions on $G$,

$$
\begin{aligned}
|\mathcal{E}(u, v)-\mathcal{E}(\varphi, 0)| & \leq \frac{1}{2}\|v\|^{2}+|E(u)-E(\varphi)|+\varepsilon c g(\|\nabla E(u)\|)\|\nabla E(u)\|\|v\| \\
& \leq\|v\|^{2}+|E(u)-E(\varphi)|+C \varepsilon\|\nabla E(u)\|^{2} .
\end{aligned}
$$

By Lemma 1 (applied with the function $h=\Theta$ ),

$$
\Theta(|\mathcal{E}(u, v)-\mathcal{E}(\varphi, 0)|) \leq \Theta\left(\|v\|^{2}\right)+\Theta(|E(u)-E(\varphi)|)+C \Theta\left(\|\nabla E(u)\|^{2}\right)
$$

By the assumption on $\Theta$ and by the gradient inequality for $E$, we obtain that there exists a neighbourhood $\mathcal{U} \subseteq M$ of $(\varphi, 0)$ such that for every $(u, v) \in \mathcal{U}$

$$
\Theta(|\mathcal{E}(u, v)-\mathcal{E}(\varphi, 0)|) \leq C(\|v\|+\|\nabla E(u)\|)
$$

Now let $\tilde{\Theta}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be given by $\tilde{\Theta}(s):=\Theta(s) g(\Theta(s))$. By Lemmas 1 and 2 , we then have

$$
\begin{aligned}
\tilde{\Theta}(|\mathcal{E}(u, v)-\mathcal{E}(\varphi, 0)|) & \leq C(\|v\|+\|\nabla E(u)\|) g(\|v\|+\|\nabla E(u)\|) \\
& \leq C(g(\|v\|)\|v\|+g(\|\nabla E(u)\|)\|\nabla E(u)\|)
\end{aligned}
$$

Taking this estimate and (17) together, we have proved that there exists a neighbourhood $\mathcal{U} \subseteq \mathbb{R}^{N} \times \mathbb{R}^{N}$ of $(\varphi, 0)$ such that for every $(u, v) \in \mathcal{U}$

$$
\tilde{\Theta}(|\mathcal{E}(u, v)-\mathcal{E}(\varphi, 0)|) \leq C\left\langle\mathcal{E}^{\prime}(u, v), \frac{F(u, v)}{\|F(u, v)\|}\right\rangle
$$

Moreover, by assumption, $1 / \tilde{\Theta} \in L_{\text {loc }}^{1}([0, \infty))$. Hence, Theorem 3 can be applied and $\lim _{t \rightarrow \infty}(u(t), \dot{u}(t))=(\varphi, 0)$.
Remark 3 If $G(u, v)=\|v\|^{\alpha} v$ for some $\alpha \geq 0$ and if $g(v)=\|v\|^{\alpha}$, then one easily checks that the lower estimate (16) is optimal. Moreover, the estimate $\left\|\mathcal{E}^{\prime}(u, v)\right\|+\|F(u, v)\| \leq C(\|v\|+\|\nabla E(u)\|)$ is optimal for small $v$ and $\nabla E(u)$. Hence, if $\alpha>0$, then $\mathcal{E}^{\prime}$ and $F$ do not satisfy the angle condition (AC).
Lemma 1 Let $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a nonnegative, concave, nondecreasing function. Then:
(a) For every $u, v \geq 0$ one has $h(u+v) \leq h(u)+h(v)$.
(b) For every $C>0$ and every $u \geq 0$ one has $h(C u) \leq \max \{C, 1\} h(u)$.

Proof (a) By concavity we have the inequalities

$$
\begin{aligned}
& \frac{u}{u+v} h(u+v)+\frac{v}{u+v} h(0) \leq h(u) \quad \text { and } \\
& \frac{v}{u+v} h(u+v)+\frac{u}{u+v} h(0) \leq h(v) .
\end{aligned}
$$

Summing up the two inequalities and using that $h(0) \geq 0$ yields the desired result.
(b) If $C \leq 1$, the inequality follows from the assumption that $h$ is nondecreasing. If $\bar{C} \geq 1$, the concavity and the assumption $h(0) \geq 0$ imply

$$
\frac{1}{C} h(C u) \leq \frac{1}{C} h(C u)+\frac{C-1}{C} h(0) \leq h(u) .
$$

Lemma 2 Let $r, s \in C^{1}\left(\mathbb{R}_{+}\right)$be nonnegative and nondecreasing. Then, for every $u, v \geq 0$,

$$
r(u) s(v) \leq r(u) s(u)+r(v) s(v)
$$

Proof For fixed $u \geq 0$, consider the function $v \mapsto r(u) s(u)+r(v) s(v)-r(u) s(v)$. Observe first that this function is nonnegative for $v \leq u$, since $r$ and $s$ are nonnegative and $s$ is nondecreasing. Then observe that the derivative of this function is nonnegative for $v \geq u$ by the assumptions on $r$ and $s$.
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