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We propose a quantum Otto cycle based on the properties of a two-level system in a realistic out-of-thermal-
equilibrium electromagnetic field acting as its sole reservoir. This steady configuration is produced without the
need of active control over the state of the environment, which is a noncoherent thermal radiation, sustained only
by external heat supplied to macroscopic objects. Remarkably, even for nonideal finite-time transformations, it
largely over-performs the standard ideal Otto cycle and asymptotically achieves unit efficiency at finite power.

DOI: 10.1103/PhysRevE.93.022122

I. INTRODUCTION

Motivated by recent advancement in experimental tech-
niques for the manipulation of single or few-body quantum
systems [1–3], a thermodynamic description of microscale and
nanoscale phenomena has been attracting a huge deal of atten-
tion [4]. Among its many different topics, one can notably list
the quantum formulation of the laws of thermodynamics [5–7],
the physics of strongly nonequilibrium quantum dynamics
[8–11], the characterization of quantum thermal machines
[12–15], and the study of energy transport phenomena [16–18].
All these research lines imply the description of the interaction
of quantum systems with large, usually classical environments.
In particular, the interaction of quantum emitters with electro-
magnetic radiation has been largely studied both in equilibrium
and nonequilibrium thermodynamic contexts: out-of-thermal
equilibrium electromagnetic fields have been, for instance,
shown to provide an ideal playground to induce and exploit
stationary quantum properties in a many-emitters system.

One of the most promising outcomes of quantum ther-
modynamics is the characterization of quantum-scale heat
engines. These are quantum systems, referred to as working
fluid, undergoing well-established cycles during which they
interact with classical reservoirs and exchange work with an
external device. In particular, the so-called Otto cycle is one of
the main thermodynamic cycles, both in classical [19] and
quantum contexts [4]. Thanks to its theoretical simplicity,
it allows us to explore profound physical ideas, while still
representing nowadays one of the most employed cycles,
notably at the core of the functioning of many four-stroke
engines. In quantum contexts, alongside the Carnot cycle,
it has been a milestone of the development of a quantum
thermodynamics formalism [4,20–23]. Furthermore, many
micro- and nanoscopic realizations of thermodynamic cycles
have recently been proposed and achieved [24–29].

In this paper, we employ nonequilibrium electromagnetic
radiation to enhance the performances of the quantum Otto
cycle (QOC) of a two-level light emitter. We show that, thanks
to the realistic and nontrivial structure of such nonequilibrium
reservoir for the quantum working fluid, both cycle efficiency
and power output can largely overcome their standard equi-
librium values. This work is structured as follows: in Sec. II
we briefly review the definition and the physical properties
of a standard equilibrium QOC for a two-level system.
Section III is devoted to the description of the interaction

of quantum emitters with a particular and realistic out-of-
thermal equilibrium (OTE) electromagnetic field produced
by a macroscopic object embedded in a thermal black-body
radiation; this will be employed in Sec. IV to give the main
result of this paper, namely, a nonequilibrium quantum Otto
cycle with remarkably high performances. Finally, remarks are
given and conclusions are drawn in Sec. V.

II. STANDARD QUANTUM OTTO CYCLE

As any standard thermodynamic cycle, the Otto cycle
happens between two temperatures imposed by ideal thermal
reservoirs. Classically it consists of four stages: two isochoric
processes during which the working substance exchanges heat
with one of the two thermal reservoirs, and two adiabatic
processes through which work is exchanged with the external
world.

Its quantum version for a quantum two-level system (TLS)
as working fluid consists of four stages between two different
temperatures T1 > T2 [21,30] as schematically depicted in
Fig. 1. The standard quantum Otto cycle (s-QOC) is realized by
directly putting the working fluid in contact with the thermal
reservoirs in the equivalent of isochoric stages. The internal
energy U of the TLS depends on two parameters only: its
frequency ω (such that �ω is the energy separation of its
two levels) and the excited state population pe. In particular,
U = �ωpe. Heat flowing into and out of the TLS will change
U by affecting pe, whereas work contributions will change the
value of ω.

The working fluid is initially prepared, at frequency ωa , in
a thermal state at temperature T1 with excited-state population
pe(ωa,T1), having introduced the excited-state population of
a two-level system of frequency ω and in equilibrium at
temperature T as pe(ω,T ) = {1 + exp[�ω/(kBT )]}−1. The
TLS then undergoes four transformations:

(A) “expansion” ωa → ωb < ωa . Since the energy of the
TLS decreases, work is done by the fluid on the external
world. Adiabaticity is given by the fact that pe = pe(ωa,T1) is
constant;

(B) thermalization of the system at frequency ωb with the
reservoir at low temperature T2. No work is done by or on
the system, which releases heat into the reservoir, changing its
population to pe(ωb,T2);

(C) “compression” ωb → ωa . The energy of the TLS is now
increased, such that work is exerted on the working fluid; as in
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FIG. 1. Standard quantum Otto cycle. During adiabatic stages A
and C the two-level working fluid exchanges work with the external
world, while during stages B and D the TLS is put in contact with
reservoirs at, respectively, T2 and T1 > T2.

stage A, the adiabatic assumption means that pe = pe(ωb,T2)
stays constant;

(D) thermalization of the system at frequency ωa with a
reservoir at high temperature T1, such that the initial cycle
condition is restored. No work is done by or on the system,
which absorbs heat from the reservoir until pe = pe(ωa,T1).

The adiabaticity of stages A and C can be achieved by
changing the frequency over a time interval much shorter than
the one needed for the working fluid to interact with a thermal
bath. In what follows, when thinking about the standard
quantum description of the cycle, we will always have in
mind the standard ideal (i.e., infinite frequency-tuning speed)
quantum Otto cycle, referred to as si-QOC or simply QOC.
In this configuration, the efficiency and the power delivered
depend only on fundamental quantities, independently on the
practical realization of the cycle [21,30].

At the end of a si-QOC the total work made by the working
fluid (wf) on the external world is given by the internal energy
change during stages A and C:

Wwf = �(ωb − ωa)pe(ωa,T1) + �(ωa − ωb)pe(ωb,T2). (1)

On the other hand, the heat absorbed by the fluid (stage D)
reads

Qabs = �ωa[pe(ωa,T1) − pe(ωb,T2)]. (2)

Note that not just any value ωb can be chosen. Indeed,
for the cycle to be thermodynamically convenient one must
require that Wwf < 0 (i.e., one is extracting net work from the
system). This requirement leads to the so-called positive-work
condition (PWC), which, directly from Eq. (1), reads ωb/ωa �
T2/T1; moreover, the efficiency of work extraction defined as
η = −Wwf/Qabs is readily evaluated as

η = 1 − ωb

ωa

� 1 − T2

T1
= ηC, (3)

ηC being the Carnot efficiency between the same two temper-
atures T1 and T2. As such, the natural requirement that work
extraction vanishes at the Carnot limit, i.e., η = ηC ⇒ Wwf =
0, is obeyed, as one immediately verifies by using the condition
ωb = ωaT1/T2 in Eq. (1).

Recently, however, it has been shown that the introduction
of nonequilibrium features in the two reservoirs that the
working fluid interacts with in stages B and D can allow us to

z

T1

T2 T2

FIG. 2. Out-of-thermal equilibrium configuration. A slab of
dielectric material is kept at a fixed temperature by means of a
thermal reservoir at T1 and embedded in a black-body field at T2 < T1.
Quantum emitters placed at a distance z from the slab surface interact
with a nontrivial steady electromagnetic field.

go beyond these fundamental bounds [31–33]. In particular,
squeezing or, in general, coherence into electromagnetic reser-
voirs has been shown to provide higher cycle performances.
Coherence requires, however, a detailed and steady control
over the state of the baths, which can be cumbersome and
usually implies the need of external work to be supplied. One
would thus like to have an equivalent enhancement of cycle
performances without the need of active control over the state
of the reservoirs and, possibly, without the need of any work
supply. In this work we propose a scheme to achieve this idea,
by exploiting the out-of-thermal-equilibrium (OTE) properties
of a realistic electromagnetic field produced by a body at a
fixed temperature embedded in a black-body radiation not in
thermal equilibrium with it [34–38].

III. OUT-OF-THERMAL-EQUILIBRIUM FIELD AND ITS
INTERACTION WITH QUANTUM EMITTERS

Let us then assume to have at disposal the same two thermal
reservoirs at T1 and T2 < T1. Instead of directly coupling
them to the working fluid, we suggest employing them to
produce an out-of-thermal equilibrium (OTE) electromagnetic
field, whose features can be exploited to enhance the cycle
performances. Imagine thus connecting the reservoir at T1 to
a macroscopic object of some kind, for instance a slab of
dielectric material of finite thickness δ, and to embed it in a
thermal black-body radiation at T2, as depicted in Fig. 2. This
configuration generates in the whole space around the slab a
steady OTE field, whose properties depend on the dielectric
and geometric properties of the slab through its reflection
and transmission matrices. As such, the characterization of
such a field is fully realistic when one employs real dielectric
functions for the particular material of the slab.

When quantum emitters are placed in this field, they couple
with it. In the dipolar approximation limit, this coupling
has the form HI = −∑

i di · E(Ri), where i runs over all
possible transitions of the quantum emitters and, in absence
of permanent atomic dipoles, di is the field-induced dipole
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moment of the ith transition, belonging to a quantum emitter
located at Ri .

In the weak coupling limit [39], the dynamics of the
sole atomic part can be described by a Markovian master
equation [36]. With σ

−(+)
i as the lowering (raising) operator of

transition i, the emitters master equation reads

dρ

dt
= − i

�
[Heff,ρ] + Dloc(ρ) + Dnl(ρ), (4)

where Heff = ∑
i ωiσ

+
i σ−

i + ∑res
i,j �ijσ

−
i σ+

j is the effective
emitters Hamiltonian, in which the free part is modified by a
field-induced dipole-dipole coupling of strength �ij between
two resonant transitions i and j . The sum

∑res
i,j runs over any

possible pair of resonant transitions i,j .
The dissipative effects induced by the field are described

by the dissipators Dloc and Dnl, each given in terms of σ±
i as

Dloc =
∑

i

(γ +
i L(σ−

i ) + γ −
i L(σ+

i )), (5)

Dnl =
res∑
i,j

(γ +
ij R(σ−

i ,σ−
j ) + γ −

ij R(σ+
i ,σ+

j )), (6)

having introduced the non-diagonal and diagonal lind-
blad dissipators as, respectively, R(K1,K2) = K1ρK

†
2 −

1/2{K†
2K1,ρ} and L(K) = R(K,K). All the rates γ ±

i , γ ±
ij and

�ij are directly obtained from the self-correlation functions of
the electromagnetic field [36] and depend on each transition
frequency, dipole magnitude and orientation, on the geometric
and dielectric properties of the slab and on the atom-atom and
atom-slab distances.

The self-correlation functions of components l ∈ {x,y,z}
and m ∈ {x,y,z} of the field at, respectively, point Ri and Rj

in space are defined as

c
ij

lm(ω) = 1

�2
〈El(Ri,ω)E†

m(Rj ,ω)〉, (7)

c
ij

lm(−ω) = 1

�2
〈E†

l (Ri,ω)Em(Rj ,ω)〉. (8)

In what follows, it is more convenient to separate in Ri the
position ri in the x-y plane (parallel to the slab surface) from
the zi position (z = 0 being the coordinate of the slab surface),
thus writing Ri = {ri ,zi}. Equations (7) and (8) can be given an
expression in terms of the slab and black-body temperatures
T1 and T2, and of the transmission and reflection scattering
operators of the slab, which in turn depend on the thickness and
dielectric permittivity of the slab material [34,36]. Introducing
the average photon number at frequency ω and temperature

T as n(ω,T ) = [ exp (�ω/kBT ) − 1]
−1

, their explicit expres-
sions read

〈El(Ri,ω)E†
m(Rj ,ω)〉 = �ω3

3πε0c3

{
[1 + n(ω,T1)]αi,j

1 (ω)|lm

+ [1 + n(ω,T2)]αi,j

2 (ω)|lm
}
, (9)

〈E†
l (Ri,ω)Em(Rj ,ω)〉 = �ω3

3πε0c3

{
n(ω,T1)αi,j

1 (ω)
∣∣
lm

+ n(ω,T2)αi,j

2 (ω)
∣∣
lm

}
, (10)

where the 3 × 3 matrices α
i,j

1,2(ω) are given by

α
i,j

1 (ω) = 3πc

2ω

∑
p,p

′

∫
d2k

(2π )2

d2k′

(2π )2
ei(k·ri−k′ ·rj )

×〈p,k|{ei(kzzi−k′∗
z zj )X++

p,p′ (k,k′,ω)

×(
Ppw

−1 − RPpw
−1R† − Pew

−1R† − T Ppw
−1T †

+RPew
−1

)}|p′,k′〉, (11)

α
i,j

2 (ω) = 3πc

2ω

∑
p,p

′

∫
d2k

(2π )2

d2k′

(2π )2
ei(k·ri−k′ ·rj )

×〈p,k|{ei(kzzi−k′∗
z zj )X++

p,p′ (k,k′,ω)

×(
T Ppw

−1T † + RPpw
−1R†)

+ ei(kzzi+k′∗
z zj )X+−

p,p′ (k,k′,ω)RPpw
−1

+ e−i(kzzi+k′∗
z zj )X−+

p,p′ (k,k′,ω)Ppw
−1R†

+ e−i(kzzi−k′∗
z zj )X−−

p,p′ (k,k′,ω)Ppw
−1

}|p′,k′〉, (12)

where kz =
√

ω2

c2 − k2, and the operatorPpw(ew)
−1 is the projector

on the propagative (evanescent) sector divided by kz. We have
introduced the 3 × 3 matrices X

μν

p,p′ (k,k′,ω)|lm = ε̂
μ
p (k,ω)|l ×

ε̂ν
p′ (k′,ω)|m, ε̂

μ
p (k,ω) being the polarization unit vector of

the electromagnetic field, corresponding to polarization p ∈
{TE,TM} and z component of the propagation direction
μ ∈ [+,−] [34]. The operatorsR and T describe, respectively,
reflection and transmission of electromagnetic radiation by the
slab and, as such, depend on the slab dielectric permittivity
ε(ω) and slab thickness δ as

〈p,k|R|p′,k′〉 = (2π )2δ(k − k′)δpp′ρp(k,ω), (13)

〈p,k|T |p′,k′〉 = (2π )2δ(k − k′)δpp′τp(k,ω), (14)

with

ρp(k,ω) = rp(k,ω)
1 − e2ikzmδ

1 − r2
p(k,ω)e2ikzmδ

, (15)

τp(k,ω) = (1 − r2
p(k,ω))

ei(kzm−kz)δ

1 − r2
p(k,ω)e2ikzmδ

, (16)

where rTE and rTM are the standard vacuum-medium Fresnel

reflection coefficients and kzm =
√

ε(ω)ω2

c2 − k2. It is worth
stressing at this point that Eqs. (11) and (12) give the total
field correlators as a result of four contributions: the black-
body radiation at tempertaure T2, the black-body radiation
reflected by the slab, the black-body radiation transmitted by
the slab, and finally the radiation directly emitted by the slab
at T1. Note that all but the first contribution depend on the slab
properties through the operators R and T . In particular, in
correspondence with a resonance in the dielectric permittivity
ε(ω) for a value ω = ωS [i.e., in correspondence with a peak
in the spectrum of ε(ω)], the slab-dependent contributions to
Eqs. (11) and (12) become dominant for a broad range of
atom-slab distances.
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Equations (9) and (10) can be used to characterize the
influence of atom-field coupling on the atomic dynamics,
through the dissipation rates in Eq. (4). Indeed, for real dipoles
di of cartesian components d

x,y,z

i , the rates γ ±
ij (ω) [including

γ ±
i (ω) = γ ±

ii (ω)] are [36]

γ ±
ij (ω) =

∑
l,m=x,y,z

c
ij

lm(±ω)dl
i d

m
j . (17)

The rate of absorption and emission of photons from and
into the field is the standard way of characterizing the field
temperature, at least the one perceived by the transition
involved in the photons exchange. Introducing the vacuum
emission rate γ0(ω) = ω3(3π�c3ε0)−1, one can write

2γ ±
i (ω) = γ0(ω)[1 ± 1 + 2nenv(ω)], (18)

where nenv(ω) = { exp [�ω/kBTenv(ω)] − 1}−1
is the average

thermal photon number corresponding to a temperature
Tenv(ω). This allows us to characterize the interaction of
the OTE field with each atomic transition by means on an
effective field temperature. Note, however, that such temper-
ature fundamentally depends on the transition frequency: two
different transitions exchange photons with the same field
at different rates and, as such, perceive the same field as
having two different temperatures. In particular, thanks to the
strong dependence of γ ±

i on the slab dielectric properties,
as previously commented, this effective field temperature
will be more or less close to the real temperature T1 of the
slab, depending on the relative importance of α1 and α2 in
Eqs. (9) and (10). Therefore, when ω = ωS , i.e., the electronic
resonance frequency of the slab material, such that both real
and imaginary part of its the dielectric permittivity ε(ω) show
a sharp high peak in their spectrum, the slab contribution
to the field correlation function Eqs. (7) and (8) becomes
dominant, and the rates [Eq. (17)] are profoundly affected
by it: transitions at ωS feel a temperature much closer to the
one of the slab than to the background black-body radiation.

The dipole-dipole coupling strength �ij has also a similar
expression, partly depending on the slab properties and partly
originating from a T = 0 vacuum contribution [36], which
we do not report here for the sake of brevity. The term∑res

i,j �ijσ
−
i σ+

j allows two resonant transitions in two different
atoms to exchange energy under the form of heat.

Consider now the case of two quantum emitters only, a
TLS Q and a three-level system M, placed in this OTE field.
M has three nondegenerate transitions 1, 2, and 3, one of
which (the one at lowest frequency, labeled as 2) is resonant
with Q at frequency ωa . Now the level structure of M is such
that the transition 2 connects levels |1〉 and |2〉, whereas the
high-frequency transition is the one between levels |0〉 and |2〉,
and suppose this latter is resonant with the slab at ωS . Due to the
nontrivial dependence of γ ±

i on the transition frequency, the
three-level system with three different transitions exchanges
photons with the field at different rates and, as such, perceives
three different temperatures. In particular, since T1 > T2, the
transition |0〉 ↔ |2〉 at ωS perceives a much higher effective
temperature than the rest of atomic transitions. The situation is
therefore somewhat analogous to a three-level system, having
each transition connected to a different thermal reservoir. As

TLS

M

FIG. 3. Schematic representation of the effects of OTE field in
the steady-state of a three-level atom M, resonantly coupled to a TLS.
The transition |0〉 ↔ |2〉 has the same frequency ωS as the electronic
resonance of the slab material, while the transition |1〉 ↔ |2〉 is
resonant with the TLS at ωa . Here Tenv(ωS) > Tenv(ωS − ωs) due to
a transition-slab resonance effect. In this situation, a redistribution of
steady population of M (schematically represented by yellow circles)
brings the transition at ωa to a much more energetic state, able to
induce a steady very high or even negative temperature θwf to the
TLS.

explained in Ref. [14] and schematically shown in Fig. 3, the
net effect is a redistribution of population in each level of M
(represented in Fig. 3 through yellow circles), leading to a very
energetic transition |1〉 ↔ |2〉. As shown in Refs. [14,15], due
to the fact that this transition of M is resonant with Q, M
can deliver into the TLS a large amount of energy through
the dipole-dipole interaction Heff. This energy redistributes
the populations in the two energy levels of Q, inducing in it
a Gibbs-form steady state ρQ ∝ e−�ωa/kBθwf , corresponding to
an atomic temperature θwf far outside the range [T2,T1] and
even up to negative values. As such, the net effect of the OTE
structure of the field is to allow the temperature of a TLS to be
brought to values that would not be accessible just by direct
thermal contact of the atom with the real reservoirs at T1 and T2.
Note that this is possible only when M and Q are in resonance.
Thus, if the frequency of Q were changed to another value ωb,
Q would not interact at all with M and would thus thermalize
to the effective temperature Tenv(ωb).

IV. OTE QUANTUM OTTO CYCLE

We suggest then to exploit this effect to enhance the
performances of an Otto cycle using the TLS Q as working
fluid. Due to the fundamental role played here by the OTE field,
we refer to this modified cycle as OTE quantum Otto cycle.
As commented, this OTE field configuration can be produced
by the same two thermal baths considered for the s-QOC, one
fixing the temperature of the slab and the other producing the
black-body radiation. The slab is connected to the thermal bath
at higher temperature T1, while the one at lower temperature T2

is used to produce a thermal black-body radiation impinging
on the slab itself. To maintain the steady OTE configuration
one only needs heat inputs from reservoirs T1 and T2. Such an
input will in the following be considered a structural feature
of our setup in the form of housekeeping heat [40,41] and
thus not taken into account in the evaluation of efficiency, as
commonly done in nonequilibrium scenarios [32].
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A
B

C
D

FIG. 4. Schematic OTE Otto cycle. During stages A and C the
two-level working fluid exchanges work with the external world and,
possibly, heat with the baths due to the nonperfect adiabaticity of
the process. During stages B and D the TLS is put in contact with
reservoirs at, respectively, TL and TH , corresponding, respectively, to
Tenv(ωb) and θwf induced by the OTE field without and with the help of
the additional three-level system. The stages A and C are supposed to
last for a time α−1, such that an ideal cycle is achieved when α → ∞

Due to the OTE properties of the field, as commented
in the previous section, the TLS will not interact anymore
with reservoirs at T1 and T2 but will rather perceive effective
environments depending on its frequency. To stress this
difference, we call here TH and TL the effective temperatures
perceived by the working fluid at, respectively, ωa and ωb, as
shown in Fig. 4. Thanks to the presence of M (via atom-atom
quantum coherence [14]), when the TLS has frequency ωa its
steady temperature will be θwf > T1. Therefore, before stage
A begins, the working fluid feels the presence of a much
more energetic effective environment than simply the bath
at T1, since now TH = θwf. The interaction between M and
the TLS is, however, only possible when the transition of the
working fluid is resonant with one of M [36] (incidentally,
note that a heat engine based on two resonant emitters in
equilibrium baths has been studied in Ref. [42]). Changing ω

from ωa to ωb < ωa puts the TLS and M out of resonance and
switches off their interaction. The TLS thus only interacts with
the nonequilibrium field, which induces a temperature Tenv ∈
[T2,T1] with a nontrivial dependence on the TLS frequency ω.
As a consequence, the two new temperatures of the cycle are
now TH = θwf (felt at ωa) and TL = Tenv(ωb).

Consider for instance a slab of SiC (ωS = 1.495 ×
1014 rad/s) of δ = 1 μm, and ωa = 0.1 × ωS . The three-level
atom and the working fluid are at a distance z = 26 μm
from the slab surface and at a distance r = 1 μm from
each other. Solving the long-time limit of Eq. (4), using
Eqs. (7)–(17) and employing a Drude-Lorentz model for the
dielectric permittivity ε(ω), one can (numerically) find the two
temperatures TH and TL. When the two external temperatures
are T1 = 700 K and T2 = 200 K, the interaction with M brings
the TLS to a temperature θwf = −537 K, i.e., to population
inversion. On the other hand, Tenv = 313 K for ωb = ωa/2.
Note that, strictly speaking, here TH < TL since TH is negative.
However, what matters is clearly the fact that the (effective)

bath at TH is more energetic than the one at TL, which is the
case here.

With this in mind, let us revisit all four stages of the Otto
cycle in light of this new structure of the (effective) thermal
baths of the working fluid:

(A) ωa → ωb happens now at constant pe = pe(ωa,θwf),
higher than the standard value;

(B) the thermalization changes pe(ωa,θwf) →
pe[ωb,Tenv(ωb)] at constant frequency ωb;

(C) ωb → ωa is at constant pe = pe[ωb,Tenv(ωb)];
(D) pe[ωb,Tenv(ωb)] → pe(ωa,θwf) is at constant ωa .
The work done by the working fluid becomes

Wwf = �(ωb − ωa)pe(ωa,θwf) + �(ωa − ωb)pe(ωb,TL).
(19)

Note that, thanks to the much broader gap between TH = θwf

and TL = Tenv(ωb), the PWC in this OTE configuration can
become much less restrictive. In particular, when θwf < 0
and Tenv > 0, work can be extracted from the TLS for
each value of ωb � 0. Moreover, due to the interaction with
M, pe(ωa,θwf) � pe(ωa,T1) such that much more energy is
gained when reducing the TLS frequency. On the other hand,
Tenv(ωb) ∈ [T2,T1] by construction, keeping pe(ωb,Tenv(ωb))
relatively closer to pe(ωb,T2). The net effect is thus to gain an
enormous quantity of work compared to the si-QOC case. The
heat absorbed by the TLS is

Qabs = �ωa[pe(ωa,θpw) − pe(ωb,Tenv)], (20)

such that the efficiency is again given by Eq. (3). However,
when compared to the si-QOC, η can now become much higher
thanks to the new allowed values for ωb.

A. Nonideal OTE Otto cycle

Up to now, to preserve adiabaticity we considered an
ideal cycle where the TLS frequency is changed suddenly. In
realistic models, a finite-time change of frequency corresponds
to a nonadiabatic process during which the working fluid
exchanges work with the external world and heat with the
field reservoir. We account for this by allowing dissipation of
the TLS during stages A and C of the cycle. In particular,
due to the fact that the dynamics begins when the working
fluid is set out-of-resonance with M (stage A) and ends when
the two emitters are brought back in resonance (stage C), the
dissipative effects are only induced by the electromagnetic
field.

We assume a linear time-tuning of the TLS for both stages A
and C in the form ωn(t) = ω(i)

n + (ω(f)
n − ω(i)

n )αt , n = A,C, and
ω

(i)
A(C) = ωa(b), ω

(f)
A(C) = ωb(a). Here α is the adiabatic parameter

that characterizes the speed of the stage, in the sense that
both stages A and C last for α−1 seconds and become fully
adiabatic when α → ∞. In the time interval [0,1/α], Eq. (4)
thus reduces to

ρ̇n = γ +[ωn(t)]L(σ−) + γ −[ωn(t)]L(σ+) + Un(t), (21)

where Un(t) = −iωn(t)[σ+σ−,ρ].
Solving Eq. (21) with the linear time-dependence of the

frequency, one obtains a nontrivial dependence of the excited
state population on time. The state of the TLS after stage A or
C will thus depend on α and will be referred to as ρA(C)(α−1),
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FIG. 5. Work extracted W (a) and cycle efficiency η (b) for the
OTE Otto cycle versus the ratio k = ωb/ωa . The different curves
correspond to different tuning times in stages A and C. Perfect
adiabaticity is achieved when α = ∞ (full red line). The figure shows
also the same quantities for an infinite speed standard quantum Otto
cycle (si-QOC, dashed black line) having the same two external
temperatures T1 and T2. The standard Carnot efficiency ηC is also
reported on the left vertical scale and by the horizontal full line in
panel (b). All the plots are obtained for a SiC slab, with δ = 1 μm,
ωa = 0.1 × ωS , z = 26 μm, r = 1 μm, T1 = 700 K, and T2 = 200 K.

with excited state population pA(C)
e (α−1), as depicted in Fig. 4.

Focusing now only on stage A of the cycle (stage C can
be treated analogously), the total change in internal energy
is �E

(A)
U = ∫ 1/α

0 dt tr(ρ̇AH + ρAḢ ). This can be split into a
work and a heat part as

WA(α) =
∫ 1

α

0
dt tr

(
ρAḢ

) =
∫ 1

α

0
dtp(A)

e (t)ω̇A(t), (22)

QA(α) =
∫ 1

α

0
dt tr

(
ρ̇AH

) =
∫ 1

α

0
dtṗ(A)

e (t)ωA(t). (23)

The total work done by the system during the cycle is
Wwf(α) = WA(α) + WC(α), whereas the absorbed heat now
reads Qabs(α) = QD + �[QA(α)]QA(α) + �[QC(α)]QC(α),
where �(x) is the Heaviside step function of x. Figure 5(a)
shows, for an exemplary configuration, the work extracted
−Wwf(α) from the TLS at different α, together with the same
quantity for a si-QOC between the same two temperatures, as a
function of the ratio k = ωb/ωa . For a wide range of values of
the adiabatic parameter α, the work extracted is much higher
than for an infinite-speed standard quantum Otto cycle and is
always positive in the whole range 0 � ωb � ωa . In particular,
the maximum of work extracted in the si-QOC is WQOC

max =
2.6 × 10−23 J, which becomes WOTE

max = 9.6 × 10−23 J for the
α = ∞ OTE cycle, nearly four times bigger. In addition, as

si-QOC

si-QOC

(a)

(b)
10- 3 10- 2 0.1 1 10 100
0.0
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0.8
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0
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8

FIG. 6. Same configuration as in Fig. 5: (green dashed line)
Efficiency at maximum power ηMW (panel (a)) and work at maximum
efficiency WMη (panel (b)) for an OTE quantum Otto cycle versus
the adiabatic parameter α. Both quantities are also shown for a
si-QOC between the same two external temperatures. Note that WMη

is identically zero for the si-QOC (as expected), but it is always
positive for OTE cycles with α 
= 0.

shown in Fig. 5(b), the OTE efficiency of work extraction
asymptotically approaches 1 as ωb → 0, a situation forbidden
in the si-QOC due to the value of the PWC.

Figures 6(a) and 6(b) show the efficiency at maximum
power ηMW and the work at maximum efficiency WMη,
respectively, for the standard ideal cycle (short-dashed black
line), and for both the infinite speed limit (solid red line)
and the finite speed (long-dashed green line) OTE cycle.
Note that ηMW can become greater than its correspondent
value for the standard ideal Otto cycle already at finite speed.
The infinite-speed limit of the OTE cycle greatly overperforms
the infinite-speed standard cycle as ηOTE

MW > 2η
QOC
MW . Further-

more, the work at maximal efficiency WMη is of no interest
in standard thermodynamic cycles, since it corresponds to
the work performed by the cycle working at its Carnot limit,
which is known to vanish. In the case of OTE cycles, however,

si-QOC

0 0.2 0.4 0.6 0.8 10

2

4

6

8

10

FIG. 7. Same configuration as in Fig. 5: Work extracted versus
the corresponding value of efficiency for different values of the cycle
adiabatic parameter α.
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WMη is positive for any nonzero value of α, and is very
close, for ideal cycles, to WOTE

max . Finite work at asymptotically
unitary efficiency is thus the most peculiar characteristic of
our OTE cycles, impossible to achieve in standard equilibrium
contexts. The main results are evident in Fig. 7, showing for
different values of α the curves of W versus the efficiency η.
Remarkably, contrarily to s-QOC, for α 
= 0 the OTE cycle
has nonzero WMη, which is a behavior opposite to standard
thermodynamic expectations.

V. CONCLUSIONS

In this work we introduce a quantum Otto cycle scheme
that is realized by using a simple nonequilibrium realistic
configuration of the electromagnetic field. A two-level system
undergoes four transformations with the help of a resonant
three-level system. We show that its performances are drasti-
cally enhanced, overcoming standard equilibrium thermody-
namic bounds. This scheme allows us to considerably increase

both work extraction and its efficiency. In particular, finite
(and almost maximal) work can be extracted at asymptotically
unitary efficiency, largely overperforming any standard ideal
Otto cycle working between the same two temperatures.
The cycle is obtained using a single noncoherent reservoir
produced by heat fluxes provided to macroscopic objects,
without the need of any active control on its state. It exploits
quantum atomic coherence, which allows the system working
between effective thermostats at largely different temperatures.
This provides an innovative framework for highly efficient
energy management and quantum thermal engines at the
quantum scale.
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