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Abstract

Nowadays, the need of source identi�cation methods is still growing and ap-
plication cases are more and more complex. As a consequence, it is necessary
to develop methods allowing to reconstruct sound �elds on irregularly shaped
sources in reverberant or con�ned acoustic environment.
The inverse Patch Transfer Functions (iPTF) method is suitable to achieve
these objectives. Indeed, as the iPTF method is based on Green's identity and
double measurements of pressure and particle velocity on a surface surroun-
ding the source, it is independent of the acoustic environment. In addition,
the �nite element solver used to compute the patch transfer functions per-
mits to handle sources with 3D irregular shapes.
In the present article, two experimental applications on a �at plate and an
oil pan have been carried out to show the performances of the method on real
applications. As for all ill-posed problem, it is shown that the crucial point
of this method is the choice of the parameter of the Tikhonov regularization,
one of the most widely used in the literature. The classical L-curve strategy
sometimes fails to choose the best solution. This issue is clearly explained
and an adapted strategy combining L-curve and acoustic power conservation
is proposed. The e�ciency of this strategy is demonstrated on both appli-
cations and compared to results obtained with Generalized Cross Validation
(GCV) technique.
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1. Introduction

In acoustics, inverse methods cover a wide �eld of applications. Never-
theless, they all rely on the same concept : identifying the inputs of a linear
system by observing the outputs. If the observed outputs are in most cases
the pressure and/or particle velocity �elds radiated by the source, the objec-
tives of the identi�cation processes can be very di�erent. Indeed, the term
identi�cation methods encompasses goals as di�erent as source localization
in wide acoustic spaces, source �eld reconstruction on academic or complex
geometries, noise source identi�cation in enclosed sound �elds, source separa-
tion or source ranking. A unique method to treat all these applications does
not exist and several specialized methods have been developed since decades
[1].
The Near-�eld Acoustic Holography (NAH) is one of the most widely used
method. Firstly introduced by Williams et al [2] and Maynard et al [3], this
Fourier approach reconstructs the sound sources using a spatial 2D Fourier
transform of the Helmholtz equation. Initially, NAH was developped to be
used with a planar array of microphones but has been extended to cylindrical
[4] or spherical geometries [5]. Many alternative methods, all based on NAH,
can be found in the literature. One can cite, for example, the works done by
Chardon et al [6] who use the property of sparsity of signals in NAH. NAH
can also be coupled to force identi�cation method [7] to provide a complete
pipeline from radiated noise to structural excitation.
A second category of identi�cation methods is based on equivalent sources. In
this type of methods, the source (eventually irregularly shaped) are replaced
by a set of monopoles and dipoles [8, 10] and the unknowns are the strengths
of equivalent sources.
A third category is based on solving the Helmholtz-Kirchho� equation by
Boundary Element Method (BEM) [11, 12, 13] or Finite Element Method
(FEM) [14, 15]. The identi�cation method used in the present article be-
longs to the latter. The inverse Patch Transfer Functions (iPTF) method,
�rstly introduced by Aucejo [14] and Vigoureux [16] is aimed to reconstruct
the velocity �eld of a radiating structure using acoustic measurements. The
basic idea of the iPTF method is based on the use of the Green identity on
a �nite acoustic volume. It can be considered as a data completion method
following the de�nition given by Langrenne and Garcia [17] : "the acoustic
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gradients and pressures are known on a surface surrounding the source, but

are unknown on its structure".
In addition, iPTF can also be considered as a separation method [18, 19] as
it permits to identify a source in small spaces or in non-anechoic acoustic
environment.
The iPTF method has been applied with success on ba�ed pistons with the
presence of external correlated sources [20], on L-shaped plate [21] and on
irregularly shaped structures such as a guitar [22], a precatalyst of a diesel
engine [23] or a reduction gearbox [24].
However, as all inverse methods [25, 26], the iPTF su�ers from problems
associated with the inversion of an ill-posed problem. The objective of the
present article is to understand the physical origin of that ill-conditioning by
deeply analysing the Tikhonov regularization process, one of the most widely
used in the literature. As usual, the choice of the regularization parameter is
crucial. It is demonstrated that, at some frequencies, the well-known L-curve
strategy fails. This is due to the fact that L-curve exhibits more than one
corner. The presence of these multiple corners is explained and a modi�ed L-
curve strategy, called weighted curvature strategy, is proposed and compared
to results obtained with Generalized Cross Validation (GCV) technique. Two
experiments are used to illustrate the regularization process and to evaluate
capabilities of the iPTF method : a �at plate and an oil pan.

2. Inverse Patch Transfer Function (iPTF) method

In the example of Fig. 1, a vibrating irregularly shaped surface radiates in
any acoustic environment. The objective of the iPTF method is to separate
the sound �eld radiated by the source and the sound �eld coming from the
acoustic environment (disturbing sources, re�ections, etc.). This is achieved
by de�ning a �nite acoustic volume Ω surrounding this vibrating surface as
presented in Fig. 1. This virtual volume is delimited by surfaces Σ (surface of
the vibrating object), Γ (an arbitrarily chosen virtual surface surrounding the
object) and Λ (a physically rigid surface). In that case, the Green's identity
writes ∫∫∫

Ω

(Ψ∆Φ− Φ∆Ψ)dΩ =

∫∫
Σ

(
Φ
∂Ψ

∂n
−Ψ

∂Φ

∂n

)
dΣ +

∫∫
Γ

(
Φ
∂Ψ

∂n
−Ψ

∂Φ

∂n

)
dΓ +

∫∫
Λ

(
Φ
∂Ψ

∂n
−Ψ

∂Φ

∂n

)
dΛ. (1)
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In Eq. (1), the functions Φ and Ψ can be arbitrarily chosen (provided that
they are de�ned and twice di�erentiable on the domain). In the following, the
function Φ will be the acoustic pressure p de�ned by the Helmholtz equation
(considering there is no source in the volume)

∆p(M) + k2p(M) = 0, ∀M ∈ Ω, (2)

and boundary conditions on surfaces Σ, Γ and Λ are given by :

∂p(N)

∂~n
= 0, ∀N ∈ Λ, (3)

∂p(Q)

∂~n
= −iωρ0V (Q), ∀Q ∈ Γ (4)

and
∂p(Q′)

∂~n
= −iωρ0V (Q′), ∀Q′ ∈ Σ (5)

where V (Q) is the normal velocity at each point Q of the surface and ~n is
the outer normal of the volume Ω, ρ0 is the density of air, ω is the angular
frequency and k the acoustic wavenumber.
The function Ψ of the Green's identity is chosen to be the eigenmodes φn of
the virtual acoustic volume respecting Helmholtz equation :

∆φn(M) + k2
nφn(M) = 0, ∀M ∈ Ω, (6)

where kn is the natural wavenumber of mode n. The boundary conditions on
surfaces Σ, Γ and Λ are given by :

∂φn(N)

∂n
= 0, ∀N ∈ Λ, (7)

∂φn(Q)

∂n
= 0, ∀Q ∈ Γ (8)

and
∂φn(Q′)

∂n
= 0, ∀Q′ ∈ Σ. (9)

These chosen eigenmodes satisfy the homogeneous Neumann's problem. This
is an arbitrary choice and does not correspond to the boundary conditions of
the real problem. The eigenmodes are only used here as a mathematical basis
of functions to solve the homogeneous Helmholtz equation. This is why the
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acoustic volume delimited by surfaces Γ, Σ and Λ is called virtual volume.
It is not a closed volume but just a part of the acoustic environment of the
source.
The velocity of the virtual surface will represent the presence of the acoustic
environment outside the virtual volume even if it is reverberant, geometrically
complex or even if it contains disturbing sources (sources outside the volume
of interest).
Solving the Helmholtz Eq. (2) using decomposition on modes φn(M), one can
express the pressure at any point of the volume Ω as a function of normal
velocities of surfaces Γ and Σ

p(M) = iωρ0

∞∑
n=1

φn(M)

χn (k2 − k2
n)

∫∫
Γ

φn(Q)V (Q)dQ+

+iωρ0

∞∑
n=1

φn(M)

χn (k2 − k2
n)

∫∫
Σ

φn(Q′)V (Q′)dQ′, (10)

where χn is the norm of mode n.
Due to the boundary conditions given by Eqs. (3) and (7), the presence of the
physically rigid surface Λ does not appear in the expression of the pressure.
Indeed, the presence of the rigid wall is already taken into account in the
modal basis of modes φn(M). This can be an additional advantage of using
eigenmodes of the virtual volume : this volume can be inhomogeneous and
re�ections on some rigid structures (a heavy frame for example) placed inside
the virtual volume are taken into account by eigenmodes.
Dividing the surfaces Γ and Σ into elementary surfaces - called patches Γi

(or Γj) and Σk (or Σl) - the integrals are replaced by sums in Eq. (10). The
averaged pressure on one patch of the surface Γ can be expressed as a function
of velocities of patches Γj and Σk (of areas Sj and Sk)

〈p〉i = iωρ0

Nj∑
j=1

〈V 〉j
∞∑
n=1

Sj 〈φn〉i 〈φn〉j
χn(k2 − k2

n)
+ iωρ0

Nk∑
k=1

〈V 〉k
∞∑
n=1

Sk 〈φn〉i 〈φn〉k
χn(k2 − k2

n)
,

(11)
where 〈•〉j = 1

Sj

∫
Sj
•dS represents the space average on a patch j.

The pressures on patches j of the surface Γ can be written in a matrix form

pi = ZijVj + ZikVk (12)
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where Zij (resp. Zik) is an impedance matrix where each term is de�ned by
the ratio between the mean pressure on patch i and the mean normal velocity
on patch j (resp. k)

Zij =
〈p〉i
〈V 〉j

. (13)

As a consequence by inverting Eq. (12) one can express the source velocities
Vk (on patches Σk) as a function of pressures pi and velocities Vj measured
on the virtual surface Γ.
Finally, the source velocities are obtained solving

Vk = Z−1
ik (pi − ZijVj) . (14)

Even if the source velocity is the primary unknown, it is possible with no ad-
ditional inversion of matrix, to compute the boundary pressure pk on source
surface. Indeed, the pressure on the surface of the source is due to the contri-
bution of the velocity of the source Vl (identi�ed during the previous step)
and to the contribution of the particle velocity Vj of the virtual surface
(already measured) :

pk = ZkjVj + ZklVl. (15)

The normal intensity is simply deduced from :

Ik =
1

2
< (pk ◦V∗k) , (16)

where <(•) and •∗ denote the real part and the complex conjugate of a com-
plex number. ◦ represents the Hadamard's product.
Thus, the acoustic source is completely characterized by the identi�cation
process. At the end, global indicators like active and reactive acoustic power
and radiation e�ciency of the source can also be produced with no e�ort
(neither numerically nor experimentally).

3. Classical Tikhonov's regularization strategies

3.1. Ill-posed and underdetermined problems

The primary unknown of the problem is the source velocity on surface Γ.
To obtain this source velocity, the inversion of an ill-conditioned matrix is
needed. Eq. (14) has the classical form Ax = b

ZikVk = p̃i, (17)
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where p̃i = pi−ZijVj. The impedance matrix Zik is computed using modes
of the virtual volume with rigid walls extracted by standard �nite element
methods. This matrix represents the model used to represent the system.
The vector p̃i is measured with pU probes [27] on the virtual surface Γ. This
vector represents the output of the system. This vector is obviously a�ected
by measurement noise. The objective here is to deduce the input of the system
(the source velocities) knowing the model and measuring the output of the
system.
This problem is a classical ill-posed problem as de�ned by Hansen [25]. If Nk

(the number of patches on the source surface) is higher than Nj (the number
of patches on the virtual surface), then the problem is underdetermined and
many regularization techniques can be used. As this ill-posed problem is
classic in acoustic holography, these techniques have been extensively studied
in the literature. The most known method is the Tikhonov regularization but
alternative approaches like the Truncated Singular Values Decomposition
[25], the Bayesian regularization [28, 29], the sparse regularization [6] or the
l1-norm minimization [30] also exist.
The Tikhonov regularization is based on the minimization of a functional J
de�ned as the sum of the residual norm and a penalty term proportional to
the norm of the regularized solution

J = ||ZikVk − p̃i||2 + β||LVk||2 (18)

where || • ||2 is the l2-norm, β is the regularization parameter and L is a
non-negative de�nite matrix often assumed to be the identity matrix. The
crucial point of the Tikhonov regularization is the choice of this regulari-
zation parameter. A small β value (less �ltering) gives more importance to
the minimization of the residual norm so that the solution �ts well with
measurements. However, the norm of this solution is generally high in that
case. Conversely, a high β value (more �ltering) gives more importance to
the minimization of the norm of the solution but the solution deviates from
the measurements and the residual norm increases. The good choice of β is
a balance between these two opposite behaviors.
Using the Singular Values Decomposition (SVD) of the matrix Zik, the re-
gularized solution VR

k that minimizes the functional J is given by

VR

k =

NV S∑
m=1

σ2
m

σ2
m + β

uHmp̃i

σm
vm, (19)
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where σm are singular values in a decreasing order, um and vm are the left
and right singular vectors of matrix Zik and NV S is the number of singular
values (equal to Nj the number of patches on the virtual surface).
In fact, the Tikhonov regularization acts like a low pass �lter on singular
values given by �lter factor

fm =
σ2
m

σ2
m + β

. (20)

For TSVD, the �lter factor is step-like (1 or 0). The Tikhonov �lter factor
is smoother and continuously weights the singular values as a function of
β parameter. The choice of β is, in turn, the choice of a threshold on the
acceptable singular values [31].
The search of the optimal regularization parameter β for Tikhonov regulari-
zation has produced a lot of interesting studies in the framework of acousti-
cal inverse problems. For instance, the performances of the L-curve and the
Generalized Cross Validation methods (two known regularization parameter-
determination methods) have been studied by Williams [26], Leclère [32] and
Kim and Nelson [33].

3.2. Curvature of the L-curve

The L-curve is a widely used technique to select the optimal regulariza-
tion parameter β. The L-curve plots the evolution of the two terms of Eq.
(18) : the norm of the regularized solution as a function of the residual norm.
The compromise between both terms is located at the corner of the curve
which is generally L-shaped.
To easily �nd the β value corresponding to the corner of the L-curve, the
curvature function is generally used [31, 32, 34, 35]. A corner of the L-curve
corresponds to a maximum value of the curvature function.

3.3. Generalized Cross Validation

The Generalized Cross Validation [31, 32, 34, 35] is an alternative to the
L-curve to determine the optimal parameter β. This technique is based on
the minimization of the GCV function given by

GCV (β) =
||I−B(β)p̃i||22
[Tr(I−B(β))]2

(21)

where the in�uence matrix is B(β) = Zik(ZH

ikZik + βI)−1ZH

ik
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4. 2D underdetermined problem and regularization process

4.1. System under study

To evaluate the ability of iPTF method in the reconstruction of source
�eld, two experimental validations have been set up : one 2D application on
an academic structure and one 3D application on an industrial structure.
The �rst system under study consists in an aluminium rectangular plate
glued to a wood frame as can be seen in Fig. 2. The free surface of the plate
is 60 cm long and 30 cm large. The plate is excited by an electro-dynamic
shaker fed with a white noise between 100 and 1000 Hz and radiates in a
quiet room. The measurements have thus not been done in free �eld condi-
tions. However, the iPTF method has been developed to isolate the object
from its acoustic environment as previously explained. The iPTF method is
considered as a �eld separation technique thanks to the use of the double
information pressure/particle velocity on a surface surrounding the source.
A pU probe has been used to measure the acoustic pressure and the particle
velocity on :

� a 17 × 10 grid mesh (see Fig. 3(a)) to have reference �elds of source
velocity, boundary pressure and normal intensity. These reference mea-
surements will be used to evaluate the iPTF capabilities.

� a virtual surface (a 5 cm high rectangular box) presented in Fig. 3(b)
divided into 535 patches. The acoustic pressure and the particule velo-
city have been measured at center of each patch. These measurements
are used to compute vector p̃i in Eq. (17).

As the measurements on the grid meshes are sequential, a phase reference
(an accelerometer) has been glued on the surface of the plate.
The iPTF method is applied here to reconstruct the source �elds on a 45×25
identi�cation grid mesh, see Fig. 3(c). The problem is then highly underde-
termined as there are 1125 patches of identi�cation (on the surface of the
plate) and only 535 patches of measurements (on the virtual surface).
To compute the matrix Zik in Eq. (17) a �nite element model, shown in Fig.
3(d), has been used to extract 1883 modes of the virtual volume up to 11kHz
(respecting a λ/6 criterion for the FE mesh size).
The condition number of the matrix Zik is plotted in Fig. 4 as a function
of frequency and some additional information about numerical computations
are given in Tab. 1. It is interesting to notice that the condition number exhi-
bits peaks in the whole frequency range. As presented in Fig. 4, these peaks
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length × width × height (m) 0.6 × 0.3 × 0.05
Number of measurement patches Nj 535
Number of identi�cation patches Nk 1125

Maximum frequency of the modal basis 11kHz
Number of modes 1883
Number of DoF 93632

Rank of the matrix Zik 535

Table 1: Information on the virtual volume used to compute impedance matrix Zik in
the case of the rectangular plate.

exactly correspond to the eigenfrequencies of the virtual volume (plotted in
dashed lines). This particularity is discussed in the following.

4.2. Identi�cation results

In Fig. 5, the identi�ed mean square velocity, mean square pressure and
acoustic power are compared to the reference measurements. The measures
on the virtual surface are also plotted to show how di�erent are the radiated
and the reference �elds.
Both the Curv (maximum of the curvature of the L-curve) and the gcv
strategies have been applied. Both regularization parameter-determination
methods compare well in the whole frequency range except at two particular
frequencies. Indeed, at 250Hz and 880Hz, the results obtained using Curv-
strategy seem to deviate from reference measurements as shown in Fig. 5(b).
To understand why the Curv-strategy fails to identify the good solution for
some frequencies, an insight into regularization process has been carried out
at two frequencies : at 137.5Hz (where both Curv-strategy and gcv-strategy
give satisfactory results) and at 250Hz (where Curv-strategy fails).
Fig. 6 shows L-curve, curvature function, GCV function and power ratio
Π(β) as a function of regularization parameter β. The power ratio is the
ratio between the acoustic power Πid

Σ (β) identi�ed on the surface Σ of the
vibrating object for each β value and the acoustic power Πmeas

Γ measured on
the virtual surface Γ as de�ned in Eq. (22).

Π(β) =
Πid

Σ (β)

Πmeas

Γ

(22)

The power ratio is obviously independent of the reference acoustic power
and is obtained using quantities needed (pressure and particule velocity on
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the virtual surface) or produced (pressure and velocity on the identi�cation
surface) by iPTF method. If the power conservation is achieved, the power
ratio tends to unity.
At 137.5Hz, both Curv and gcv strategies produce good results. At this fre-
quency, the L-curve is indeed L-shaped. The optimal β values (represented
by a cross for Curv-strategy and by a square for gcv-strategy) correspond
to the (unique) corner of the L-curve even if they are a little bit di�erent
(βCurv = 712.2 and βGCV = 2270). As a consequence, βGCV does not corres-
pond exactly to the maximum of curvature of the L-curve and βCurv does not
correspond exactly to the minimum of the GCV function. It can be noticed
that both strategies imply a power ratio close to 1.
Fig. 7 demonstrates and con�rms that both strategies produce satisfactory
identi�ed �elds compared to reference. Precise details can be observed with
both strategies.
At 250Hz, the Curv-strategy fails as can be seen in Fig. 5(b). This is mainly
due to the non-uniqueness of the corner of the L-curve. Indeed, in that
case, Fig. 6 shows that the L-curve is rather a W-shaped curve and exhibits
two corners (multiple corners of L-curve have been also observed by Pereira
[9, 10] using Equivalent Source Method). These two corners result in two
curvature maxima. As can be seen in Fig. 6(d), the Curv-strategy chooses
the highest curvature value that corresponds here to the second peak where
βCurv = 1.416×108. For the �rst peak of curvature function (which is not au-
tomatically chosen by Curv-strategy), the β value is 179.5. At this frequency,
the βCurv value is completely di�erent from the one de�ned by gcv-strategy
(βGCV = 600) which is closer to the value of the �rst peak of curvature func-
tion. It is interesting to notice that it is di�cult to distinguish two clearly
di�erent possibilities for βGCV as with curvature function. One can at most
distinguish in�ection of the GCV curve around βCurv = 1.416 × 108. gcv-
strategy seems to be less a�ected than Curv-strategy by the high condition
number of the matrix to be inverted at this frequency.
An important remark raises from the analysis of the power ratio in Fig. 6(h).
For βGCV , the power ratio is still close to 1 but for βCurv, the solution iden-
ti�ed has a power ratio less than 0.3 indicating that the power conservation
is not achieved in that case. This is due to an excessive regularization (Eq.
18).
On the contrary, the power conservation is achieved for the �rst peak of
the curvature function. Analysing maps obtained with this β value (noted
wCurv in Fig. 6), one can see on Fig. 8 that this solution produces more
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reliable results.

4.3. The wCurv-strategy

To overcome this issue, it is possible to weight the curvature function by
the power ratio function to �lter the solution for which the power conservation
is not achieved. The wCurv-strategy (weighted curvature strategy) only
consists in �nding the maximum of function wCurv(β) de�ned by

wCurv(β) =

{
Curv(β)Π(β) if Π(β) > 0

0 if Π(β) < 0
(23)

where Curv(β) is the curvature function and Π(β) is the power ratio function
given by Eq. (22). The wCurv function is plotted in Fig. 6(d) (in dashed
line). The optimal βwCurv values obtained with wCurv-strategy are repre-
sented by triangles in Fig. 6.
Fig. 9 presents the e�ect of the weighting on the curvature function as a
function of frequency and β value. Fig. 9(a) shows that wrong solutions may
appear at frequencies corresponding to the eigenfrequencies of the virtual
volume with rigid walls (the associate problem) (vertical dashed lines). The
weighting �lters out second peak of curvature that produces wrong solutions.
wCurv-strategy takes advantage of information available during the iPTF
identi�cation process.
The iPTF method can be experimentally constraining because it needs pres-
sure and particle velocity on a virtual surface surrounding the source, but it
provides a complete characterization of the source from the velocity �eld to
the acoustic power, the active and reactive intensity and also the radiation
e�ciency as presented in Fig. 10. The very low radiation e�ciency of the
plate in this frequency band is validated by the Crocker and Price's model
[36].

4.4. Interpretation of wrong solutions of Curv-strategy

wCurv-strategy permits to overcome wrong choices of Curv-strategy
by promoting solutions that respects the power conservation. However, this
does not explain why such solutions appear with Curv-strategy.
Analysing the �lter factors (Eq. (20)) obtained with β de�ned by the �rst
and the second peak of curvature observed at 250Hz, one can see that Curv-
strategy (βCurv = 1.416 × 108) strongly �lter singular values. Indeed, with
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such a regularization parameter, only two singular values have a �lter factor
higher than 0.1 which means that almost all the singular values are �ltered
as shown in Fig. 11. On the contrary, with β value obtained with wCurv-
strategy (βwCurv = 179.5), a lot of singular values participate (187 singular
values have a �lter factor higher than 0.1).
As a consequence, the wrong solution of Curv-strategy is highly dominated
by the �rst singular value of the matrix. Comparing this wrong solution to
the projection of the second mode (eigenfrequency = 250 Hz) of the virtual
volume on the surface of the plate, it is easy to conclude that the �rst singu-
lar value of the matrix is highly dominated by the eigenmode of the virtual
cavity, see Fig. 12. The same conclusion holds at 880 Hz. The identi�ed ve-
locity �eld highly correlates to the pressure mode shape of the eighth modes
(eigenfrequency = 873.5 Hz).
In the case of single layer pressure-velocity (as it is the case for iPTF),
Fernandez-Grande et al. [18] propose to use a weighted least squares solution.
This is necessary beacause the solution vector is, in that case, composed by
pressures and velocities [

ph

uh

]
(24)

with completely di�erent amplitudes. The weighting is supposed to reduce
the problem, so that the energies of the pressure and velocity observations
are similar. This is not the case in iPTF method. Indeed, the solution vector
is equivalent to a pressure vector even if it is the sum of contributions of
measured pressure and velocity as shown in Eq. (17). Thus, the presence of
multiple corners in L-curve is not the consequence of the combination of pres-
sure and velocity measurements. In addition, Pereira et al. [9] have observed
the same phenomenon using only pressure measurements. As the multiple
corners problem appears only at eigenfrequencies of the virtual volume, we
suspect that the wrong solutions found by Curv-strategy correspond to the
presence of solutions of the associate problem that is to say to the eigenmodes
of the virtual volume.

5. Application to a 3D underdetermined problem : the oil pan

One of the main advantages of iPTF method is its ability to handle com-
plex 3D source surfaces. To illustrate that crucial point, the iPTF method
has been applied to identify the velocity, pressure and intensity �elds of an
oil pan presented in Fig. 13 by measuring the acoustic radiated �elds on
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Number of measurement patches Nj 672
Number of identi�cation patches Nk 930

Maximum frequency of the modal basis 10kHz
Number of modes 1516
Number of DoF 63224

Rank of the matrix Zik 672

Table 2: Information on the FE mesh of the virtual volume used to compute impedance
matrix Zik in the case of the oil pan.

a virtual rectangular box shown in Fig. 14(b). The reference measurements
have been acquired on the smallest box surrounding the oil pan, see Fig.
14(a). The reference surface does not correspond to the exact geometry of
the source because the measurements would have been to complicated. The
identi�cation surface (see Fig. 14(c)) follows the exact geometry of the source
thanks to the use of FE mesh of the virtual volume presented in Fig. 14(d).
The oil pan was excited by an electro-dynamic shaker in a frequency band
from 100 to 5000 Hz. The acoustic pressure and the particle velocity have
been measured at the center of each patch of (i) the reference surface and
(ii) the virtual surface. An accelerometer glued on the surface of the oil pan
has been used as a phase reference.
The impedance matrices have been computed up to 10kHz. The number of
modes used to compute the impedance matrix is enough to ensure that the
rank of the matrix is driven by the number of patches on the virtual surface
and not by the number of modes. The condition number of this matrix is
plotted in Fig. 15. As previously remarked, the condition number exhibits
peaks at eigenfrequencies of the virtual volume. Some additional information
can be found in Tab. 2.
The mean square pressures are plotted in Fig. 16. As can be seen, results
obtained with wCurv and GCV strategies are in good agreement with re-
ference measurement.
Again, as presented in Fig. 17, for some frequencies, the L-curve is not L-
shaped. This is the case, for example, at 432Hz (Fig. 17(a)). The Curv
chooses the β value that gives the maximum of curvature but by doing this
chooses the wrong solution at this frequency. Again, this solution does not res-
pect the power conservation (power ratio close to 0). Using wCurv-strategy,
this solution is weighted by the power ratio and so is highly soften. The
�rst peak which respects the power conservation is chosen by the wCurv-
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strategy.
At 904Hz, this problem does not appear and the solutions found by Curv
and wCurv-strategy are equal.
The velocity �elds obtained by both strategies at these two frequencies are
presented in Fig. 18. When the L-curve is not L-shaped, the Curv-strategy
produces results that are highly dominated by mode shapes of the virtual
cavity as visible in Fig. 18(b).
The GCV-strategy produces slightly under-regularized solutions in medium
and high frequency as presented in Figs. 16, 17 and 18. The norm of the so-
lution is a little higher than the one obtained by wCurv-strategy. However,
this conclusion must be nuanced because of the di�erence between identi-
�cation and reference surfaces. In any case, a combinaison between GCV
and wCurv strategies may produce satisfactory results in a lot of di�erent
applications.
Finally, to demonstrate the accuracy of the �elds identi�ed by the iPTF me-
thod associated to the wCurv-strategy of regularization, one has plotted the
phase of the pressure �eld in high frequency (2980Hz). Very �ne details of
the highly variating �eld are reproduced with very good accuracy compared
to reference measurements.

6. Conclusion

Several acoustic source identi�cation methods exist in the literature. Each
of them has its particularities, its advantages and its drawbacks. The inverse
Patch Transfer Function method has been developped some years ago to
identify the velocity, pressure and intensity �eld of a 3D vibrating surface
by measuring the radiated acoustic �elds (pressure and particle velocity) on
an arbitrary virtual surface surrounding the source. The solver used here is
based on the computation of an impedance matrix from eigenmodes of the
virtual volume (de�ned by the union of the source surface and the virtual
surface of measurements). Neumann's boundary conditions have been cho-
sen even if they don't re�ect any reality. As possible in Green's identity, they
have been chosen arbitrarily to solve the problem on a basis of orthonormal
functions.
However, the matrix to be inverted is ill-conditioned (as in the major part
of inverse methods), especially at frequencies corresponding to the eigenfre-
quencies of the associate problem (eigenmodes of the virtual volume). This
results in the appearance of alternative solutions during the Tikhonov re-
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gularization process. At these frequencies, the strategy based on the choice
of the regularization parameter corresponding to the maximum of curvature
of the L-curve sometimes fails. A wrong solution highly dominated by the
eigenmodes of the virtual volume is produced. It has been demonstrated on
two real examples (a �at plate and an oil pan) that these solutions don't
respect the power conservation. This permits to introduce a weighted cur-
vature function that overcomes the problems observed at frequencies close
to eigenfrequencies of the virtual volume. The GCV technique seems to be
less a�ected by the high condition number but can, in some applications, in-
duce a slightly under-regularized solution. A combination of both GCV and
wCurv strategies can then be useful.
The iPTF produces then very accurate source �elds and gives a lot of infor-
mation about the source : velocity, wall pressure, active and reactive intensity,
acoustic power and radiation e�ciency.
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Figure 1: De�nition of the �nite acoustic volume Ω (virtual volume) and the boundary
surfaces Σ (surface of the vibrating object), Γ (virtual surface surrounding the object) and
Λ (physically rigid surface).
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Figure 2: Photographies of the ba�ed plate under study. The measures of the pressures
and the acoustic velocities have been done using a pU probe. The plate is excited by a
shaker fed with white noise.
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(a) (b) (c) (d)

Figure 3: Meshes of the patches used for (a) reference measurements ; (b) radiated acous-
tic �elds measurements ; (c) identi�cation. (d) FE mesh of the virtual volume.
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Figure 4: Condition number of the matrix to be inverted. The dashed lines represent the
positions of the eigen-frequencies of the virtual cavity.
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Figure 5: (a) Mean square velocity ; (b) Mean square velocity in the frequency band
[200...300]Hz ; (c) Mean square pressure and (d) Acoustic power. Red dashed line : reference
measurement ; dotted gray line : radiated acoustic �eld measurement ; black solid line :
identi�cation with Curv-strategy, green dashed-dotted line : identi�cation with GCV-
strategy.
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(a) L-curve f=137.5Hz

10
−5

10
−4

10
−3

10
−2

10
−1

10
−2

10
−1

Residual norm of the solution

N
o
rm

 o
f 

th
e
 r

e
g
u
la

ri
z
e
d
 s

o
lu

ti
o
n

(b) L-curve f=250Hz
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(c) Curvature f=137.5Hz
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(d) Curvature f=250Hz
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(e) GCV f=137.5Hz
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(f) GCV f=250Hz
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(g) Power ratio f=137.5Hz
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(h) Power ratio f=250Hz

Figure 6: (a)-(b) L-curve, (c)-(d) curvature of the L-curve, (e)-(f) GCV and (g)-(h) power
ratio as a function of regularization parameter at frequencies 137.5Hz and 250Hz. Crosses :
Curv-strategy ; Triangles : wCurv-strategy ; Squares : GCV-strategy. The dashed lines
in (c) and (d) represent the weighted curvature function de�ned by Eq. (23)
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(a) Ref : V (b) Ref : P (c) Ref : Iac (d) Ref : Ire

(e) GCV : V (f) GCV : P (g) GCV : Iac (h) GCV : Ire

(i) Curv : V (j) Curv : P (k) Curv : Iac (l) Curv :Ire
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Figure 7: Comparison between reference measurements ((a)-(d)) and identi�cation results
obtained with GCV ((e)-(h)) and Curv ((i)-(l)) strategies in terms of velocity (V , m.s−1),
pressure (P , Pa), active intensity (Iac, W.m−2) and reactive intensity (Ire, W.m−2) �elds
at 137.5Hz.

27



(a) Ref : V (b) Ref : P (c) Ref : Iac (d) Ref : Ire

(e) GCV : V (f) GCV : P (g) GCV : Iac (h) GCV : Ire
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Figure 8: Comparison between reference measurements ((a)-(d)) and identi�cation results
obtained with GCV ((e)-(h)), Curv ((i)-(l)) and wCurv ((m)-(p)) strategies in terms of
velocity (V , m.s−1), pressure (P , Pa), active intensity (Iac, W.m−2) and reactive intensity
(Ire, W.m−2) �elds at 250Hz. 28



(a) (b)

Figure 9: (a) curvature of L-curve and (b) weighted curvature of L-curve as a function
of frequency and regularization parameter β.

Figure 10: Radiation e�ciency of the plate. Solid black line : identi�cation with wCurv-
strategy ; dotted red line : identi�cation with GCV-strategy ; dashed-dotted line : Crocker
and Price's model [36]
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Figure 11: Filter factor fm for β = 179.5 (�rst peak of curvature, solid line) and for
β = 1.416× 108 (second peak of curvature, dashed line) at 250Hz as a function of singular
value index.

30



(a) (b)

(c) (d)

Figure 12: Comparison between the identi�ed velocity �eld using Curv-strategy and
projection of pressure mode shapes of the virtual cavity on the identi�cation surface.
(a) identi�ed velocity �eld at 250Hz ; (b) projection of the second mode (eigenfrequency
= 250Hz) ; (c) identi�ed velocity �eld at 880Hz ; (d) projection of the eighth mode (eigen-
frequency = 873.5Hz).

31



Figure 13: Photographies of the ba�ed oil pan under study. The measures of the pressures
and the acoustic velocities have been done using a pU probe. The oil pan is excited by a
shaker fed with white noise.
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(a) (b) (c) (d)

Figure 14: Meshes of the patches used for (a) reference measurements ; (b) radiated
acoustic �elds measurements ; (c) identi�cation. (d) FE mesh of the virtual volume.
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Figure 15: Condition number of the matrix to be inverted. The dashed lines represent
the positions of the ten �rst eigen-frequencies of the virtual cavity.

Figure 16: Mean square pressure. Red dashed line : reference measurements, black solid
line : identi�cation with Curv-strategy, green dashed-dotted line : identi�cation with
GCV-strategy.
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(a) L-curve 432Hz (b) L-curve 904Hz

(c) Curvature 432Hz (d) Curvature 904Hz

(e) GCV 432Hz (f) GCV 904Hz

(g) Power ratio 432Hz (h) Power ratio 904Hz

Figure 17: (a)-(b) L-curve, (c)-(d) curvature of the L-curve, (e)-(f) GCV and (g)-(h)
power ratio as a function of regularization parameter at frequencies 432Hz and 904Hz.
Crosses : Curv-strategy ; Triangles : wCurv-strategy ; Squares : GCV-strategy.
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Figure 18: Amplitude of the source velocity �eld (m.s−1). Comparison between reference
measurements and identi�cation results obtained with Curv, wCurv and GCV strategies
at 432Hz (a)-(d) and at 904Hz (e)-(h). Scale of sub�gure (b) is not the same, it is 0.0109×
10−6 to 0.7860× 10−6.
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Figure 19: Phase (rad) of the pressure �eld at 2980Hz. (a) reference measurements ; (b)
wCurv strategy.
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