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The Erlang Model with non-Poisson Call Arrivals

Thomas Bonald∗

France Telecom R&D
Issy-les-Moulineaux, France

Abstract

The Erlang formula is known to be insensitive to the holding time distribution beyond the mean.
While calls are generally assumed to arrive as a Poisson process, we prove that it is in fact sufficient that
users generate sessions according to a Poisson process, each session being composed of a random, finite
number of calls and idle periods. A key role is played by the retrial behavior in case of call blocking. We
illustrate the results by a number of examples.

1 Introduction

Since its publication in 1917, the Erlang formula has proved very useful for dimensioning telephone networks
[8]. It determines the required number of telephone lines given a prediction of expected demand and a target
blocking probability. A key property of the Erlang formula is its insensitivity: the blocking probability does
not depend on the holding time distribution beyond the mean [18]. Traffic is in fact characterized by a
unique parameter, the traffic intensity, which is defined as the product of the call arrival rate and the mean
holding time. This makes the Erlang formula both simple to apply and robust to changes in fine traffic
characteristics, and explains its enduring success.

The only assumption required by the Erlang model is that calls arrive as a Poisson process. This property
naturally arises when calls are generated independently by a large number of users. Basically, if each user
generates at most one call in a period of time where the system is in steady state (e.g., the busy hour), the
arrival time of each call is uniformly distributed over that period so that call arrivals indeed form a Poisson
process. It is frequent, however, that users generate a sequence of calls instead of a single, isolated call. The
call arrival process is then not a Poisson process. Defining a session as the sequence of calls generated by the
same user, it only holds that the session arrival process is a Poisson process. We prove in this paper that
the Erlang formula still holds in this case, under some mild assumptions on the retrial behavior in case of
call blocking.

Specifically, we consider two types of retrial behavior in case of call blocking: either the session goes on as
if the call were accepted and terminated instantaneously, or the call is reattempted with a fixed probability
r after an idle period of random duration, the session going on with probability 1− r. In the latter case, the
duration of the idle period between two attempts has the same distribution as the idle period between the
end of the previous call and the first attempt of the considered call. If the considered call is the first of a
session, there is no retrial and the session is lost with probability r and goes on with probability 1− r.

Under these assumptions, the Erlang formula is insensitive to all traffic characteristics beyond the traffic
intensity. The number of calls per session, the call durations and the idle durations may have arbitrary
distributions. There may be arbitrary correlation between these random variables. The blocking probability
of a call is given by the Erlang formula, independently of the characteristics of the session it belongs to and
of its location in this session (e.g., the first, second or last call of the session). The only requirement is that
sessions are mutually independent and arrive as a Poisson process.
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Sessions may not arrive as a Poisson process, however. This is the case when the number of users is
relatively low so that the session arrival intensity is not independent of the number of ongoing sessions (the
higher the number of ongoing sessions, the less likely the arrival of new sessions). All sessions must then be
considered as permanent, the user activity being determined by the ratio of mean call duration to mean idle
duration. This is the well-known Engset model [6, 2]. For equal traffic intensities, the Engset formula gives
a lower blocking rate than the Erlang formula and tends to the Erlang formula when the number of users
tends to infinity.

The insensitivity property of the Erlang formula is satisfied by the Engset formula under the same
assumptions on the retrial behavior. In particular, while call durations and idle durations are generally
assumed to be independent and identically distributed, there may in fact be arbitrary correlation between
these random variables. Note that the two types of retrial behavior described above are equivalent for the
Engset model under i.i.d. assumptions but differ in the presence of correlation.

The combination of the Erlang model and the Engset model is sufficiently general to represent any
traffic conditions. In both cases, the blocking probability depends on the traffic intensity only, which makes
these models even more robust than generally believed. The insensitivity property extends to general loss
networks [12, 16]. Such models naturally arise in the performance analysis of wired and wireless networks
when physical or virtual constant bit rate circuits are used to transmit various traffic streams like data,
voice, audio and video flows. While such a traffic mix may result in a bursty flow arrival process, this does
not affect the blocking probability provided flows are generated within independent sessions.

We start with preliminary results on queueing networks that are used in Section 3 to prove the insensitivity
of the Erlang formula. The two types of retrial behavior mentioned above, referred to as jump-over blocking
and random retrials, are presented in Section 4. Section 5 is devoted to some extensions of the main result,
including the insensitivity of the Engset formula. The results are illustrated by a number of examples in
Section 6. Section 7 concludes the paper.

2 Preliminary results

2.1 A queueing network

Consider a network of N infinite server queues. Customers arrive at queue i as a Poisson process of intensity
νi, with

ν
def
=

N∑
i=1

νi > 0.

Service times at queue i are independent, exponentially distributed of mean 1/µi, for some µi > 0. Once
served at queue i, customers move to queue j with probability pij and leave the network with probability:

pi
def
= 1−

N∑
j=1

pij .

All customers eventually leave the network. The arrival rate λi at queue i including arrivals from other
queues is then uniquely defined by the traffic equations:

λi = νi +

N∑
j=1

λjpji. (1)

Summing these equations, we get the traffic conservation equation:

ν =

N∑
i=1

λipi. (2)
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The traffic intensity at queue i is defined by ρi = λi/µi.
Let X(t) be the N -dimensional vector whose i-th component Xi(t) is the number of customers in queue

i at time t. It is well-known that the stationary distribution of the Markov process X(t) has a product form.
We give a proof of this result stated as Theorem 1 to show the similarity with the proof of Theorem 2 below.
In the rest of the paper, we denote by ei the N -dimensional vector whose i-th component is equal to 1 and
other components are equal to 0.

Theorem 1 The stationary distribution of the Markov process X(t) is given by:

π(x) = π(0)

N∏
i=1

ρxi
i

xi!

with

π(0) =

N∏
i=1

e−ρi .

Proof. It follows from the traffic equations (1) and (2) that for all queues i and all states x ∈ NN :

π(x+ ei)µi(xi + 1) = π(x)νi +

N∑
j=1

π(x+ ej)µj(xj + 1)pji

and

π(x)

N∑
i=1

νi =

N∑
i=1

π(x+ ei)µi(xi + 1)pi.

The equilibrium equations follow by summation:

π(x)

N∑
i=1

(νi + µixi) =

π(x− ei)νi +

N∑
i,j=1

π(x+ ej − ei)µj(xj + 1)pji,

where we use the convention that π(x) = 0 if x 6∈ NN . 2

2.2 Restriction of the state space

Consider now a set of admissible states, A ⊂ NN . We assume that A is coordinate convex in the sense that
if x ∈ A then y ∈ A for all vectors y such that y ≤ x component-wise. Customers arrive at queue i as a
Poisson process of intensity ν′i(x) in state x, with ν′i(x) = 0 if x+ ei 6∈ A. Once served at queue i, customers
move to queue j with probability p′ij(x) in state x, with p′ij(x) = 0 if x− ei + ej 6∈ A, and leave the network
with probability p′i(x), with

p′i(x) = 1−
N∑
j=1

p′ij(x).

Let λ′i(x) be the arrival rate of customers to queue i in state x. The corresponding traffic equations are:

λ′i(x) = ν′i(x) +

N∑
j=1

λ′j(x)p′ji(x+ ej). (3)
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Summing these equations, we get the corresponding traffic conservation equation:

N∑
i=1

ν′i(x) =

N∑
i=1

λ′i(x)p′i(x+ ei). (4)

Note that these equations may not have a unique solution. If ν′i(x) = 0 for all i in some state x for instance,
the arrival rates are defined up to a multiplicative constant (the network is then locally a closed queueing
network).

Let X ′(t) be the N -dimensional vector whose i-th component X ′i(t) is the number of customers in queue
i at time t. We have the following key result:

Theorem 2 If the arrival rates defined by:

λ′i(x) = λi if x+ ei ∈ A, λ′i(x) = 0 otherwise

are a solution of the traffic equations (3) for all queues i and all states x ∈ NN , then the stationary distribution
π′ of the Markov process X ′(t) is the restriction of π to the set of admissible states A, that is:

π′(x) = π′(0)

N∏
i=1

ρxi
i

xi!
if x ∈ A, π′(x) = 0 otherwise,

with

π′(0) =

(∑
x∈A

N∏
i=1

ρxi
i

xi!

)−1
.

Proof. It follows from the traffic equations (3) and (4) that for all queues i and all states x ∈ NN ,

π′(x+ ei)µi(xi + 1) = π′(x)ν′i(x)

+

N∑
i,j=1

π′(x+ ej)µj(xj + 1)p′ji(x+ ej)

and

π′(x)

N∑
i=1

ν′i(x) =

N∑
i=1

π′(x+ ei)µi(xi + 1)p′i(x+ ei).

The equilibrium equations follow by summation:

π′(x)

N∑
i=1

(ν′i(x) + µixi) = π′(x− ei)ν′i(x− ei)

+

N∑
i,j=1

π′(x+ ej − ei)µj(xj + 1)p′ji(x+ ej − ei),

where we use the convention that π(x) = 0 if x 6∈ NN . 2

The following ‘Departures See Time Average’ property is a direct consequence of Theorem 2. A queue i
is said to be free if x+ ei ∈ A for all admissible states x ∈ A.

Corollary 1 Under the conditions of Theorem 2, customers leaving any free queue (either moving to another
queue or leaving the network) see the network in steady state immediately after their departure.
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Proof. The probability π′i(x) that customers leaving free queue i see the network in state x immediately after
their departure is proportional to π′(x+ ei)µi(xi + 1), so that:

π′i(x) =
π′(x+ ei)µi(xi + 1)∑

y∈A
π′(y + ei)µi(yi + 1)

.

Now it follows from Theorem 2 that for all x ∈ A,

π′(x+ ei)µi(xi + 1) = π′(x)λi.

We deduce:

π′i(x) =
π′(x)λi∑

y∈A
π′(y)λi

= π′(x).

2

3 Insensitivity of the Erlang formula

The above results are now used to prove the insensitivity of the Erlang formula. We first show that the
queueing network introduced in §2.1 can represent any traffic characteristics, with arbitrary distributions
of the number of calls per session, call durations and idle durations. There may be arbitrary correlation
between these random variables. The only required assumption is that sessions are independent and arrive
as a Poisson process.

3.1 Traffic characteristics

We decompose each call and each idle period in a finite, random number of exponential phases, as illustrated
by Figure 1. The corresponding distributions, generally referred to as phase-type distributions or Cox
distributions, are known to form a dense subset within the set of all distributions with real, non-negative
support.

2 3 41

Figure 1: A Cox distribution with four exponential phases: after the completion of phase i, i = 1, 2, 3, the
service enters phase i+ 1 with probability qi and ends with probability 1− qi.

Each infinite-server queue of the network described in §2.1 represents the phase of a call or an idle period.
We denote by C the set of queues corresponding to call phases, by I the set of queues corresponding to idle
phases. These sets form a partition of the set of queues {1, . . . , N}. By convention, all sessions start and
end with a call (and not an idle period). We denote by S ⊂ C the set of call phases corresponding to the
starting phase of a session. These are the only queues i for which νi > 0.

We assume that queues are numbered in such a way that phases of successive calls and idle periods of
the same session correspond to increasing indices. Specifically, for any call phase i ∈ C, we let pij = 0 for all
j except if j is the following phase of the same call, that is j = i + 1 with j ∈ C \ S, or if j is the starting
phase of the following idle period, that is {i+ 1, . . . , j − 1} ⊂ C \ S and j ∈ I. Similarly, for any idle phase
i ∈ I, we let pij = 0 for all j except if j is the following phase of the same idle period, that is j = i+ 1 with
j ∈ I, or if j is the starting phase of the following call, that is {i+ 1, . . . , j − 1} ⊂ I and j ∈ C \ S. We have
pi = 0 for all i except if i is a phase of the last call of a session, that is i ∈ C and {i+ 1, . . . , j − 1} ∈ C \ S
for some j ∈ S corresponding to the starting phase of another session.
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For any call phase i ∈ C, we refer to the smallest index j such that j ∈ C and {j + 1, . . . , i} ⊂ C \ S as
the starting phase of the call. Similarly, for any idle phase i ∈ I, we refer to the smallest index j such that
{j, j + 1, . . . , i} ⊂ I as the starting phase of the idle period. For any call or idle phase i ∈ C ∪ I, we refer
to to the largest index j ≤ i such that j ∈ S as the starting phase of the corresponding session. We denote
this index by s(i).

It is clear that this queueing network can represent any type of session, as illustrated by Figure 2. Sessions
are mutually independent and the probability that a new session is of type i ∈ S is given by:

νi
ν
.

21

3

4

5 6 7

8 9 10

11 12

Figure 2: Two types of two-call sessions represented as sequences of exponential phases, with starting phases
S = {1, 5}, call phases C = {1, 2, 4, 5, 6, 7, 11, 12} and idle phases I = {3, 8, 9, 10} (dashed circles).

Provided the number of queues N is sufficiently large, we may represent any traffic characteristics, with
arbitrary distributions for the number of calls per session, call durations and idle durations. There may be
arbitrary correlation between these random variables. In the example of Figure 2 for instance, assuming all
exponential phases have the same mean, large idle durations are typically preceded and followed by large
call durations.

The overall traffic intensity, defined as the product of the call arrival rate and the mean call duration
and usually expressed in Erlangs, is given by:

ρ =
∑
i∈C

ρi, (5)
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where ρi = λi/µi denotes the traffic intensity at queue i. The arrival rate λi at any queue i that corresponds
to the starting phase of a call or idle period is equal to νs, with s = s(i). For any other queue j, we have:

λj = νspi,i+1pi+1,i+2 . . . pj−1,j , (6)

where i denotes the starting phase of the corresponding call or idle period and s = s(i).

3.2 Blocking probability

We now evaluate the blocking probability in the presence of C telephone lines. The set of admissible states
is then:

A =

{
x ∈ NN :

∑
i∈C

xi ≤ C

}
.

Assume the retrial behavior is such that the conditions of Theorem 2 are satisfied. By the ‘Poisson
Arrivals See Time Average’ property, the first call of any session sees the system in steady state. The
probability such a call is blocked is equal to the stationary probability that all lines are occupied. Now in
view of Corollary 1, customers leaving any free queue see the network in steady state. Noting that queues
corresponding to idle phases are free, we deduce that the probability an arbitrary call is blocked is equal to
the stationary probability that all lines are occupied.

For all n = 0, 1, . . . , C, the stationary probability that n lines are occupied is given by:

π̄(n) =
∑

x:
∑

i∈C xi=n

π′(x).

In view of Theorem 2, we get:

π̄(n) = π̄(0)
ρn

n!
,

with

π̄(0) =

(
C∑
n=0

ρn

n!

)−1
,

where ρ denotes the overall traffic intensity, given by (5). We deduce the blocking probability of an arbitrary
call:

B =

ρC

C!
C∑
n=0

ρn

n!

. (7)

This is the well-known Erlang formula. It does not depend on any traffic characteristics described in §3.1
beyond the traffic intensity ρ. The blocking probability is the same for all calls independently of the session
they belong to and of their location in that session (e.g., the first, second or last call of the session).

4 Retrial behavior

We now describe two types of retrial behavior for which the conditions of Theorem 2 are satisfied. We first
consider jump-over blocking then random retrials with fixed retrial probability r. Though the latter contains
the former as a special case (for r = 0), we present them as separate schemes for the sake of clarity.
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Figure 3: Jump-over blocking.

4.1 Jump-over blocking

We first assume that sessions go on in case of blocking, as illustrated by Figure 3. If a call is blocked, the
following idle period starts immediately. If the call is the last of the session, the session ends. We here
assume that the retrial behavior is the same for all sessions. This assumption will be relaxed in §4.2 where
the retrial probability may depend on the considered session.

Let x ∈ A be an admissible state. For any starting phase of a session i ∈ S such that x+ ei 6∈ A, we have
ν′i(x) = 0. If the session consists of more than one call, we also have ν′j(x) = νi, where j denotes the starting
phase of following idle period. Similarly, for any starting phase of a call i ∈ C \ S such that x + ei 6∈ A,
we have p′ji(x) = 0 where j denotes any phase of the preceding idle period. If the call is not the last of the
session, we also have p′jk(x) = pji where k denotes the starting phase of the following idle period. Other
external arrival rates and routing probabilities are the same as in the absence of call blocking, as described
in §3.1.

Jump-over blocking is a standard rerouting scheme in queueing theory, see e.g. [5, 17]. In particular, it
is known that the conditions of Theorem 2 are satisfied. We prove the result for the sake of completeness.
For all x such that ∑

i∈C
xi < C,

the solution of the corresponding traffic equations (3) is unique and given by λ′i(x) = λi. Now let x be such
that: ∑

i∈C
xi = C.

We have λ′i(x) = 0 for all i ∈ C. It remains to prove that λ′i(x) = λi for all i ∈ I. Let i, i + 1, . . . , k be the
successive phases of the same idle period. We denote by s = s(i) the starting phase of the corresponding
session. The traffic equations are λ′i(x) = νs and

λ′j+1(x) = λ′j(x)pj,j+1, j = i, . . . , k − 1.

It then follows from (6) that:
λ′j(x) = λj , j = i, . . . , k.

The conditions of Theorem 2 are satisfied.

4.2 Random retrials

We now consider random retrials, as illustrated by Figure 4. Each blocked call is reattempted with a fixed
probability r after an idle period of random duration. The session goes on as in the jump-over blocking model
with probability 1 − r. The duration of the idle period between two attempts has the same distribution as
the idle period that precedes the considered call. If the considered call is the first of a session, there is no
retrial and the session is lost with probability r and goes on with probability 1− r.
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r1−r

r1−r

Figure 4: Blocking with random retrial.

Note that the retrial behavior corresponds to the jump-over blocking scheme when r = 0. If r = 1, all
calls of the session are reattempted until they are accepted, except the first call for which there is no retrial.
Thus in this case, either the first call is accepted and all calls of the session are eventually accepted, or
the first call is rejected and the entire session is rejected. In the following, we allow the retrial probability
to depend on the session type. For all i ∈ S, we denote by ri the retrial probability of the corresponding
session.

Let x ∈ A be an admissible state. For any starting phase of a session i ∈ S such that x + ei 6∈ A, we
have ν′i(x) = 0. If the session consists of more than one call, we also have ν′j(x) = νi(1− ri) where j is the
starting phase of the following idle period. Similarly, for any starting phase of a call i ∈ C \ S such that
x + ei 6∈ A, we have p′ji(x) = 0 where j denotes any phase of the preceding idle period, and p′jk(x) = pjirs
where k denotes the starting phase of this idle period and s = s(i) denotes the starting phase of the session.
If this call is not the last of the session, we also have p′jl(x) = pji(1− rs) where l denotes the starting phase
of the following idle period. Other external arrival rates and routing probabilities are the same as in the
absence of call blocking, as described in §3.1.

For all states x such that ∑
i∈C

xi < C,

the solution of the traffic equations (3) is unique and given by λ′i(x) = λi.
Now let x be such that: ∑

i∈C
xi = C.

Again, we have λ′i(x) = 0 for all i ∈ C. It remains to prove that λ′i(x) = λi for all i ∈ I. Let i, i+ 1, . . . , k be
the successive phases of the same idle period. We denote by s = s(i) the starting phase of the corresponding
session. The traffic equations are:

λ′i(x) = νs(1− rs) +

k∑
j=i

λ′j(x)pj,k+1rs,

and
λ′j+1(x) = λ′j(x)pj,j+1, j = i, . . . , k − 1.

Using the fact that pk,k+1 = 1 and pj,j+1 + pj,k+1 = 1 for all j = i, . . . , k − 1, we deduce:

λ′i(x) = νs(1− rs) + λ′i(x)rs,

If rs < 1, the solution to this equation is unique, given by λ′i(x) = νs. If rs = 1, the subnetwork corresponding
to session s is a set of closed queueing networks in state x (one per idle period). The arrival rates are defined
up to a multiplicative constant and we choose λ′i(x) = νs. In both cases, we obtain:

λ′j(x) = λj , j = i, . . . , k.

9



The conditions of Theorem 2 are satisfied.
It is worth noting that the results extend to the case where a blocked call is reattempted with a fixed

probability after an idle period of constant duration equal to the preceding idle period, instead of a random
duration with the same distribution. By increasing the number of queues N , the distribution of call durations
and idle durations may indeed be made as close to deterministic as desired. In the limit, the random nature
of traffic reduces to the Poisson session arrivals and the probability νi/ν a session is of type i ∈ S.

5 Extensions

We show in this section that the insensitivity property of the Erlang formula extends to more general loss
networks and to the Engset formula under the same conditions on the retrial behavior as described in the
previous section.

5.1 Multi-rate systems

We first consider multi-rate systems that have been extensively studied in the 70’s and 80’s [7, 10, 11, 13, 15]
and are still used to dimension wired and wireless networks when voice, data, audio and video flows are
multiplexed within constant bit rate circuits. There are K call classes. Class-k calls arrive as a Poisson
process and require a circuit of ck bit/s. We denote by %k the traffic intensity of class-k calls in Erlangs.

Denoting by C the link capacity in bit/s, it is well known that the stationary probability that nk class-k
calls are in progress, k = 1, . . . ,K, is independent of the call duration distributions and given by:

π̄(n) = π̄(0)

K∏
k=1

%nk

k

nk!
, n.c ≤ C

with

π̄(0) =

 ∑
n:n.c≤C

K∏
k=1

%nk

k

nk!

−1 ,
where n.c denotes the scalar product:

n.c
def
=

K∑
k=1

nkck.

The blocking probability of class-k calls is then given by:

Bk =
∑

n:C−ck<n.c≤C

π̄(n).

In view of Theorem 2, this result still holds under the more general assumption of Poisson session arrivals
provided the retrial behavior is that described in Section 4.

Specifically, consider a partition of K subsets C1, . . . , CK of the set of queues C, corresponding to calls of
class 1, . . . ,K, respectively. The set of admissible states is:

A =

{
x ∈ NN :

K∑
k=1

∑
i∈Ck

xick ≤ C

}
.

The results of Sections 3-4 readily apply provided sessions are homogeneous in the sense that all calls
belonging to the same session are of the same class. We give an example in Section 6 showing the sensitivity
of the blocking probability when sessions are composed of calls of different classes.
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5.2 Loss networks

We now consider a general model with several resources. Specifically, the network consists of L links of
respective capacities C1, . . . , CL in bit/s. There are K call classes. Class-k calls arrive as a Poisson process
and require a circuit of ck bit/s through links ak ⊂ {1, . . . , L}. We still denote by %k the traffic intensity of
class-k calls in Erlangs.

Again, the stationary probability that nk class-k calls are in progress, k = 1, . . . ,K, is independent of
the call duration distributions and given by [1, 4, 12]:

π̄(n) = π̄(0)

K∏
k=1

%nk

k

nk!
, An ≤ C

with

π̄(0) =

 ∑
n:An≤C

K∏
k=1

%nk

k

nk!

−1 ,
where A is the L ×K-dimensional matrix whose l, k entry is equal to ck if l ∈ ak and to 0 otherwise, C is
the L-dimensional vector whose l-th component is equal to Cl and ≤ denotes the component-wise order.

The blocking probability of class-k calls is then given by:

Bk =
∑

n:C−Aek<An≤C

π̄(n),

where ek denotes the K-dimensional unit vector with 1 in component k and 0 elsewhere and for all vectors
x, y, x < y means x ≤ y component-wise and x 6= y. Again, the result remains valid for Poisson session
arrivals provided sessions are homogeneous and the retrial behavior is that described in Section 4.

5.3 The Engset formula

Finally, we consider the Engset model with a fixed number M of permanent sessions. Though the results
apply to general loss networks as well, we focus on the simple example of a single link of C telephone lines
as originally considered by Engset [6]. We make the natural assumption that M > C.

Let % be the ratio of the mean call duration to the mean idle duration. Under i.i.d. assumptions, it is
well known that the stationary probability that n calls are in progress is independent of the distributions of
call durations and idle durations beyond % and given by:

π̄(n) = π̄(0)

(
M

n

)
%n, n ≤ C (8)

with

π̄(0) =

(
C∑
n=0

(
M

n

)
%n

)−1
.

In addition, new calls see a system of M − 1 permanent sessions in steady state when they arrive.
We deduce the call blocking probability:

B =

(
M − 1

C

)
%C

C∑
n=0

(
M − 1

n

)
%n

. (9)

This is the Engset formula. We now prove that the formula is valid for general traffic characteristics including
correlated call durations and idle durations provided the retrial behavior is that described in Section 4.
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We consider a closed network of N infinite-server queues and M customers. Service times at queue i are
independent, exponentially distributed of mean 1/µi, for some µi > 0. Once served at queue i, customers
move to queue j with probability pij , with:

N∑
j=1

pij = 1.

Routing is irreducible in the sense that each customer visits all queues. The arrival rate λi at queue i is
uniquely defined, up to a multiplicative constant, by the traffic equations:

λi =

N∑
j=1

λjpji. (10)

We define the traffic intensity at queue i by ρi = λi/µi.
The stationary distribution of the Markov process X(t) describing the network state is given by:

π(x) = G

N∏
i=1

ρxi
i

xi!
,

N∑
i=1

xi = M, (11)

where G is the normalizing constant, given by:

G =
M !(

N∑
i=1

ρi

)M .

We denote by C the set of queues corresponding to call phases and by I the set of queues corresponding
to idle phases, with C ∪ I = {1, . . . , N}. As explained in §3.1, the above queueing network may represent
any traffic characteristics provided the number of queues N is sufficiently large. The ratio of the mean call
duration to the mean idle duration is given by:

% =

∑
i∈C ρi∑
i∈I ρi

.

In view of (11), the stationary probability that n lines are occupied is given by:

π̄(n) =
∑

x:
∑

i∈C xi=n

π(x) = π̄(0)

(
M

n

)
%n. (12)

Again, we assume that queues are numbered in such a way that phases of successive calls and idle periods
correspond to increasing indices. By convention, we let 1 ∈ C, N ∈ I and pN1 = 1. For any call phase i ∈ C,
we have pi,i+1 + pij = 1 where j is the starting phase of the following idle period. For any idle phase i ∈ I,
i 6= N , we have pi,i+1 +pij = 1 where j is the starting phase of the following call. The starting phases of calls
and idle periods have the same arrival rate. Since arrival rates are defined up to a multiplicative constant,
we let λi = 1 for the corresponding queues i. For any other queue j, we have:

λj = pi,i+1pi+1,i+2 . . . pj−1,j . (13)

Now consider the restricted state space:

A =

{
x ∈ NN :

N∑
i=1

xi = M,
∑
i∈C

xi ≤ C

}
.

12



Denote by p′ij(x) the new routing probability from queue i to queue j in state x, with p′ij(x) = 0 if x−ei+ej 6∈
A. Let λ′i(x) be the (relative) arrival rate of customers to queue i in state x. The corresponding traffic
equations are:

λ′i(x) =

N∑
j=1

λ′j(x)p′ji(x+ ej). (14)

Let X ′(t) be the Markov process describing the network state. We have the analog of Theorem 2:

Theorem 3 If the arrival rates defined by:

λ′i(x) = λi if x+ ei ∈ A, λ′i(x) = 0 otherwise

are a solution to the traffic equations (14) for all queues i and all states x ∈ NN such that
∑N
i=1 xi = M −1,

then the stationary distribution π′ of the Markov process X ′(t) is the restriction of π to the set of admissible
states A, that is:

π′(x) = G′
N∏
i=1

ρxi
i

xi!
if x ∈ A, π′(x) = 0 otherwise,

with

G′ =

(∑
x∈A

N∏
i=1

ρxi
i

xi!

)−1
.

Proof. It follows from the traffic equations (14) that for all queues i and all states x such that
∑N
i=1 xi = M−1,

π′(x+ ei)µi(xi + 1) =

N∑
j=1

π′(x+ ej)µj(xj + 1)p′ji(x+ ej).

The equilibrium equations follow by summation:

π′(x)

N∑
i=1

µixi =

N∑
i,j=1

π′(x+ ej − ei)µj(xj + 1)p′ji(x+ ej − ei),

where we use the convention that π′(x) = 0 if x 6∈ NN . 2

The corresponding ‘Departures See Time Average’ property is the following. Let:

A′ =

{
x ∈ NN :

N∑
i=1

xi = M − 1,
∑
i∈C

xi ≤ C

}
.

A queue i is said to be free if x+ei ∈ A for all states x ∈ A′. Note that the set of free queues here corresponds
to the set of idle phases I.

Corollary 2 Under the conditions of Theorem 3, customers leaving any free queue see a network with M−1
customers in steady state immediately after their departure.

Proof. The probability π′i(x) that customers leaving free queue i see the network in state x immediately after
their departure is proportional to π′(x+ ei)µi(xi + 1), so that:

π′i(x) =
π′(x+ ei)µi(xi + 1)∑

y∈A′

π′(y + ei)µi(yi + 1)
.

13



In view of Theorem 3, we have:

∀x ∈ A′, π′(x+ ei)µi(xi + 1) =
G′

G′′
π′′(x)λi,

where π′′ denote the stationary distribution of the network with M − 1 customers:

π′′(x) = G′′
N∏
i=1

ρxi
i

xi!
if x ∈ A′, π′′(x) = 0 otherwise,

with

G′′ =

(∑
x∈A′

N∏
i=1

ρxi
i

xi!

)−1
.

We deduce:

π′i(x) =
π′′(x)λi∑

y∈A′

π′′(y)λi
= π′′(x).

2

We verify as in Section 4 that the conditions of Theorem 3 are satisfied for both jump-over blocking and
random retrials. It then follows from Corollary 2 that the blocking probability is equal to the probability
that all lines are occupied in the presence of M − 1 customers, independently of the considered call. This
blocking probability is given by the Engset formula (9).

6 Examples

Finally, we illustrate the above insensitivity results by some examples.

6.1 Burst arrivals within sessions

The Erlang model with sessions may include call bursts, that is successions of calls separated by relatively
short idle periods, as illustrated by Figure 5. It is then somewhat surprising that the second call of a session
is blocked with the same probability as the first call of the session. Intuitively, given the fact that the first
call was accepted, the second call is also accepted with a high probability after a short idle period.

Figure 5: Burst arrivals within sessions.

Consider for instance two-call sessions with exponential holding times of mean 1/µ and exponential idle
periods of mean τ , for some µ, τ > 0. Sessions arrive according to a Poisson process of intensity λ. In view
of Theorem 2, the number of idle sessions is independent of the number of ongoing calls and has a Poisson
distribution of mean λτ . In particular, the probability that there is no other idle session at the end of the
first call is equal to e−λτ . Moreover, the probability that no other session is generated during an idle period
is equal to:

1

1 + λτ
.

We conclude that the probability that the second call of the session is accepted given the fact that the first
call was accepted indeed tends to 1 when the mean idle period τ tends to 0.
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How to solve the paradox? In case of jump-over blocking, it is sufficient to observe that the probability
that the second call of the session is blocked given the fact that the first call was blocked also tends to 1
when the mean idle period τ tends to 0. This follows from the fact that the probability that no ongoing call
ends during an idle period is equal to:

1

1 + Cµτ
,

where C denotes the number of lines. In the limit τ → 0, the blocking probability of the second call of
the session is equal to the blocking probability of the first call of the session, which is given by the Erlang
formula.

For random retrials with retrial probability r < 1, a fraction 1 − r of the first calls blocked generate a
second call. Again, the successive attempts of this second call will be blocked with high probability for a
short idle period. In the limit τ → 0, all these attempts are blocked. Since the average number of attempts
is equal to (1 − r)−1, the average number of second calls blocked per first call blocked is equal to 1. The
blocking probability of the second call is equal to the blocking probability of the first call of the session,
which is given by the Erlang formula.

Finally, consider the case where the retrial probability is r = 1. The entire session is then blocked if the
first call of the session is blocked (cf. Figure 4). In this case, we solve the paradox as follows: even if the
probability that the second call of the session is accepted conditionally to the fact that the first call was
accepted is close to 1 for a short idle period, the blocking probability is not equal to 0. And if the first
attempt of second call is blocked, next reattempts will also be blocked with a high probability. In the limit
τ → 0, the blocking probability of the second call is equal to 0 but if blocked, the number of reattempts
is infinite. The blocking probability is in fact equal to the Erlang formula independently of the mean idle
duration τ .

6.2 Burst arrivals of calls

It is worth observing that, even if a session may generate call bursts, each call (except the first) starts after
the previous call of the same session ends. This makes a significant difference with more artificial traffic
models where non-Poisson call arrivals are generated based on statistics on observed call interarrival times
[14]. In this case, the blocking probability may indeed be strongly sensitive to traffic characteristics, see
e.g. [20]. We illustrate this sensitivity on the simple example illustrated by Figure 6 where calls arrive in
bursts of fixed size b according to a Poisson process of intensity λ.

Figure 6: Burst arrivals of calls.

Let C be the number of telephone lines, with C > b. Assume the holding times are independent,
exponentially distributed of mean 1/µ, for some µ > 0.

The stationary probability π̄ of the number of ongoing calls satisfies the equilibrium equations:

(λ+ nµ)π̄(n) = (n+ 1)µπ̄(n+ 1)

for all n = 0, . . . , b− 1, and

(λ+ nµ)π̄(n) = (n+ 1)µπ̄(n+ 1) + λπ̄(n− b)

15



for all n = b, . . . , C − 1. The blocking probability is then:

B =

b−1∑
n=0

b− n
b

π̄(C − n).

Figure 7 gives the blocking probability with respect to the traffic intensity b× λ/µ for C = 50 telephone
lines. We observe that the burst size b has a strong impact on the blocking probability. Note that a
conservative estimate of the blocking probability is given by the corresponding Erlang formula where each
burst of b calls is considered as a single call holding b lines simultaneously during a mean time 1/µ (cf. the
figure, the estimate is exact for b = 1). The result is indeed very sensitive to the burst size b.
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Figure 7: Blocking probability for various values of the burst size (b = 1, 2, 5, from bottom to top).

6.3 Impact of retrial behavior

We now illustrate the impact of retrial behavior. We focus on the first call of a session, for which there is
no retrial in both schemes described in Section 4. In the simple case of Poisson call arrivals with retrial,
the model reduces to a classical retrial queue, for which a rich literature exists, see [9, 19]. Such queues are
known to be sensitive.

Consider for instance the Erlang model with C telephone lines, call arrival rate λ and mean holding time
1/µ, for some µ > 0. We denote by ρ = λ/µ the corresponding traffic intensity in Erlangs. Assume that each
call is reattempted until it is accepted. Successive attempts are separated by independent, exponentially
distributed idle periods of mean τ . The number of idle sessions then increases continuously if ρ > C. If
ρ < C, the number of idle sessions remains stable but the blocking probability of successive attempts is
sensitive to the mean idle period τ .

In the limiting case τ → 0 for instance, an idle session becomes active as soon as a telephone line becomes
idle. The blocking probability is then given by the corresponding Erlang C formula [8]:

B =

ρC

C!

C − ρ
C

C−1∑
n=0

ρn

n!
+
ρC

C!

.

In the other limiting case τ → ∞, the overall call arrival process (including reattempts) tends to a Poisson
process of intensity λ/(1 − B), where B denotes the corresponding blocking probability. The blocking
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probability can then be determined by the fixed point equation:

B = EB

(
ρ

1−B

)
,

where EB(α) denotes the Erlang formula (also referred to as the Erlang B formula) for a traffic intensity α:

EB(α) =

αC

C!
C∑
n=0

αn

n!

.

The results are illustrated by Figure 8 for C = 10 telephone lines.
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Figure 8: Sensitivity of the blocking probability to the mean idle period between successive attempts.

6.4 Loss networks with non-homogeneous sessions

We now show that successive calls of the same session must require the same network resources to preserve
insensitivity. Consider for instance a multi-rate system as described in §5.1 with K = 2 call classes and
c1 < c2. Sessions arrive as a Poisson process and consist of two calls, a class-1 call followed by a class-2 call
after a random idle period. Blocked calls are reattempted with probability r as described in Section 4. Such
a system is sensitive. In the limiting case c1 = 0, first calls are always accepted and the system behaves for
second calls as a retrial queue, cf. §6.3. In the particular case where r = 1, c2 = 1 and C = 10, the sensitivity
of the blocking probability to the idle duration is given by Figure 8.

6.5 Multi-class Engset formula

Finally, we consider the Engset model with K session classes. All sessions of the same class have the same
traffic characteristics. Let %k be the ratio of the mean holding time to the mean idle period for class-k
sessions. There are Mk such sessions. The stationary probability that nk class-k calls are in progress,
k = 1, . . . ,K, is independent of the holding time and idle period distributions and given by:

π̄(n) = π̄(0)

K∏
k=1

(
Mk

nk

)
%nk

k , nk ≤Mk,

K∑
k=1

nk ≤ C
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with

π̄(0) =

 ∑
n:nk≤Mk,

∑K
k=1 nk≤C

K∏
k=1

(
Mk

nk

)
%nk

k

−1 .
In addition, new class-k calls see a system with Mk − 1 class-k sessions and Ml class-l sessions, l 6= k, in
steady state when they arrive. We deduce that the blocking probability depends the session class. As above,
the corresponding multi-class Erlang formula is valid for general traffic characteristics including correlated
call durations and idle durations provided the retrial behavior is that described in Section 4.

The sensitivity to the traffic mix is illustrated on Figure 9 for C = 10 telephone lines and K = 2 classes,
with M1 = 20, M2 = 1 and %2 → ∞. The class-2 session is either active or in continuous retrial if blocked.
The class-1 blocking probability is given by the Engset formula for C − 1 telephone lines and M1 class-1
sessions:

B1 =

(
M1 − 1

C − 1

)
%C−11

C−1∑
n=0

(
M1 − 1

n

)
%n1

.
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Figure 9: Sensitivity of the blocking probability to the session class.

The class-2 blocking probability is given by the Engset formula for C telephone lines and M1 + 1 class-1
sessions:

B2 =

(
M1

C

)
%C1

C∑
n=0

(
M1

n

)
%n1

.

It is worth noting that the average blocking probability depends on the traffic mix through the number
of sessions of each class, M1, . . . ,MK , and the corresponding ratios of the mean call duration to the mean
idle duration, %1, . . . , %K . Engset conjectured in his 1915 report that the worst case is obtained in the
homogeneous case where %1 = . . . = %K [6]. This result was proved by Dartois much later [3].

7 Conclusion

The multiplexing of various traffic streams like voice, data, audio and video flows may generate non-Poisson
flow arrivals. This raises the issue of the applicability of standard teletraffic models like the Erlang model
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when these flows are multiplexed in physical or virtual constant bit rate circuits. We have demonstrated that
these models remain applicable provided calls are generated within independent sessions, which is typically
the case in practice. These sessions may arrive as a Poisson process as in the Erlang model or be permanent
as in the Engset model, covering the whole range of traffic conditions. Thus these models satisfy even
stronger insensitivity properties than generally believed.

A critical role is played by the retrial behavior. We have described two schemes, namely jump-over
blocking and random retrials, for which the insensitivity property is indeed satisfied. We have also given
examples of other schemes for which the insensitivity property is violated. A natural question of interest is
to find the whole set of schemes for which the insensitivity property holds. This will be the subject of future
research.
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