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Automatic Color Document Processing System
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Abstract: This paper presents the first fully audtimcolor analysis system suited for business ohecus. Our pixel-

based approach uses mainly color morphology and dotrequire any training, manual assistancey prio
knowledge or model. We developed a robust colomsegation system adapted for invoices and forms
with significant color complexity and dithered bgotund. The system achieves several operations to
segment automatically color images, separate text hoise and graphics and provides color inforomati
about text color. The contribution of our work ise€-fold. Firstly, it is the usage of color morpbagy to
simultaneously segment both text and inverted ©xir system processes inverted and non-inverted tex
automatically using conditional color dilation aadbsion, even in cases where there are overlapsbéet
the two. Secondly, it is the extraction of geodesigasures using morphological convolution in orer
separate text, noise and graphical elements. Thin# develop a method to disconnect charactehtng

or overlapping graphical elements. Our system cgparate characters that touch straight lines, split
overlapped characters with different colors andasse characters from graphics if they have differe
colors. A color analysis stage automatically caltes the number of character colors. The proposstdm

is generic enough to process a wide range of imafydmitized business documents from differengirs.

It outperforms the classical approach that usearlziation of greyscale images.

1 INTRODUCTION automatic analysis. Smoothing most often permits to
reduce dithering significantly but can also seripus
ndamage the text. Therefore, the color informat®n i
significant. Then, a color-based segmentation could
gmprove the process.

Color document processing is an active researc
area with significant applications. In recent years
there has been an increasing need for systems whic
are able to convert pre-printed color documents int
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digital format automatically. Most of the time, the e 240 1v90003
color image is converted into a greyscale image. .. coip (4 Q, '4nt'v§r‘3(-)oh’
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segmentation fails. Nowadays, companies have to AURABLE nkdetect [enres tueng e |
deal with huge volumes of administrative color

documents such as invoices, forms, and letters andrigyre 1: Issues some examples of several diffeilt
so on. Indeed, some companies can have to Copresented in color business document.

with  dithering documents, complex color

background and linear color variations, which

amounts to not knowing if text is darker or lighter 11 Related Work

compared to the background, highlighting regions,

corrective red overload on black text and not as far as the authors know, there are only few work
uniform ~color text/graphics overlapping. Indeed, ahout the use of the color for document analysis.

some dithered documents may not lead to & correctrpg only referenced work for color documents come

Ink fading



from (Bottou, 2001) for the DjVu compression. In approach which doesn't need any priori information
the work of (Karatzas et al.2007), {. Peng et al.,  such as the number of text colors or any training o
2007) and(Jung et al., 2004) localization of colored manual assistance. The paper is organized as
text is described. OCR of colored characters is follows. Section 2 presents the color morphology
presented in (Badekas et al., 2006). Most of thefundamentals and in Section 3 there is a detailed
research on color documents considers thedescription of our approach. Results are discussed
classification as an essential pre-processing &tep Section 4. In Section 5 conclusions are drawn.

any analysis. This facilitates the extraction oé th

connected components by a simple growing region.2 COLOR MATHEMATICAL

The work focuses mostly on-pixel classification MORPHOLOGY

approaches to reduce the number of colors found.

The pixel classification consists of assigning each The theory of Mathematical Morphology (Serra,
pixel of the image to the color class layer acawydi  1982) consists of quantitatively describing the
to its colorimetric appearance. In this context, geometric structures present in the image, andffe
(Ouii et al., 2011) introduce a new pseudo-satomati g wide range of tools (Soille, 2004). Motivated by
measure to separate color layers and monochromehe recent researches on extension of morphological
layer. The author segments text colors and operations to color images(Chanussot et al. 1998),
background by selecting maxima in the hue we have decided to employ color mathematical
histogram. However, this global analysis of the morphology tools to achieve color document images
image cannot make the difference between tethegmentation in a flexible and fast manner.
colors and background color. Moreover it works Qur system uses the morphological convolution (1)
only for cleaned images. This method is not and the lexicographic order to encode color vectors
operating for business document images.into a scalar.The morphological convolution
(Ait Younes et al., 2005) describe the color thattks  transforms a binary imagk into an imagelg by
fuzzy sets in order to classify images based ontaking the largest or smallest valuelof V on the
dominant colors. However, they dealing with a fixed domain of definitiorDv of a neighborhoo¥.

number of colors which is not optimized for

documents containing just a few colors.(Carel et al | (x) =Min or Max { I(x+k)+V(k) } O kODyO xOX (1)

2013) propose a hierarchical clustering based

approach to extract dominant color masks of By using the interleaved bits, color morphologygin
administrative documents. Moreover, this approach dimensional spaces can be substituted efficiently b
was evaluated on a relatively small base. Therefore a scalar classical morphology (Chanussot et al 1998
they need to provide more extensive quantitative popularized by (Aptoula et al., 2009) show that the
analysis of the process both in terms of its scalar morphology by using the encoding scheme
effectiveness and computational requirements. illustrated in Figure 2 avoids pseudo colors
On the other hand, this method requires userapparition. We reduce the dissymmetry between
interaction for setting threshold parameters otder ~ Color components by rotating the sequence of RGB.
decide what a dominant color is or not. This

approach works only for a specific category of Vector representation in 3D color space _

. . . . . Red channel (8 bits) Green channel (8 bits)  Blue channel (8 bits)
images and is very sensitive for noises. This paper RORTRIRIR

addresses the most challenging problem of color
morphology. We use this theory to develop the first Encoding @ ﬁ Decoding

robust unsupervised Automatic Color Document RrgcipdciBiRIB2R2CZRICIBICBARIBERIGIRECEBEG BTRT

PfOCGSSing SyStem pixel'based approaCh- Lexicographical ordering in interleaved bits with rotation of channel (24 bits)
Scalar representation of colorin 1D

4R5ReER7|c0c1c2c3c4lc5cEc7BOB1B2/B3[B4[B5[B6B7|

1.2 Motivation Figure 2: Color coding in scalar by using interkeabit

) ] _and rotation of the sequence of RGB.
In this paper, we present an automatic system which

segments color characters from business documents

and especially from forms and invoices. Our 3 OUR PROPOSITION

objective is achieved if all color characters are | ) )

correctly segmented from the background, using anfFigure 3 illustrates the main steps of the proposed
automatic procedure without any information SysStem. Each step will be detailed in the next
provided by the user. Contrary to previous works, sections following the organisation of the paper.

we develop the first full data-driven pixel-based
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| Color clustering | | Color Morphology Several images | S e
- SO o) (5
¥ containing only
Text graphic and noise separation characters having
¥ the same color
without noise and " " .
Y | Separate text touching graphics
e~ Ve diduin ici ma nemize de 20%
v graphics to send to |- - - ] O o i
| Colored texts segmentation | »  the OCR ¢) Fast Integral MeanShift image with 22colors
Figure 4: Fast Integral Mean Shift application.

Figure 3: illustrates the overall scheme of ACoIDPS.
. 3.2 Segmentation of Thin Colored
31 Color Clustering Objects by Using Color

The spatial MeanShift originally introduced by Mor phology

(Comaniciu et al., 2002) demonstrates that a densit Tpjs step consists to generate a binary imageiof th
based clustering is efficient for color clusteriagd colored objects. It differs from the classical
reduces the complexity of the original MeanShift pinarization of the luminance by an adaptive
algorithm by introducing the spatial coordinate®in  thresholding approach. For images which use colors
the color vector. Applied to color documents, the having almost the same luminance, the thresholding
spatial Mean Shift requires a complex fusion step t of the luminance fails. We use the mathematical
restore the continuity of the characters. The Fastmorphology because it can extract objects according
Integral MeanShift proposed by (Lebourgeois et al. to geometrical measures. Thin objects can be
2013), reduces the complexity of the original segmented by a classical Top-Hat transform. The
MeanShift from O(N2) to O(N). The global closing of an image I is the dilation followed by a
MeanShift can be used now on large datasets ancerosion of the image with the same structural
especially on color images of documents in high €lement (2). It enlarges the lighter foreground and
resolution. ACoIDPS uses the Fast Integral femoves the thin objects which are darker than the
MeanShift to reduce the number of colors of an Packground (figure 5c). The_radius of the strugitura
image of 2492 x 3558 in 300 dpi to a very reduced element B measures the thickness of the object to

number of colors in less than 3 sec. This clustgisn ' SMOVe- The Black-Top-Hat (3) of an image |
robust to large change of the colors of the charact consists of make the difference between the closing
image and the original image I, in order to hightig

all thin colored objects which are darker than the
background in luminance (figure 5d).

If we assume that all characters use colors whieh a
darker than the background, in luminance, a Black-
Top-Hat is efficient to extract all colored chaeast

from any colored background. By using the

a) Color transition detected by the Mean Shift interleaved bits order explained in
R ——— (Chanussot et al.,, 1998) the multidimensional
18,5 1 4 morphology in (RGB) color space can be substituted
4 4 BERNARD 1 ] H

T ——— efficiently by a scalar classical morphology.

'S} o) G
Closing(l) = Erodg(Dilateg(1)) 2)
Black-Top-Hat(l) = Closing(l)-I 3)

ATE “CANDIDE” 00442.1 avec mes articles

Je dédeis ici i nemnize e 20%
- - ' Montantds la cor ink, we apply an adaptive thresholding like Sauvola
b) Original Image | 73727 different colors thresholding. In our case, we use the variable
adaptive thresholding windows (Gaceb et al., 2013)

which compute the best window size of the Sauvola

To extract all colored characters even with fading




thresholding for each pixel by using integral image documents because it generally represents the
(figure 5e). labelling of a column or a row in a table. To exgtra
inverted text, we must apply a White-Top-Hat which
is the dual operation of the Black-Top-Hat

= S ST transform. The opening of the image (4) deletas thi
Bam e bright objects from darker background. The
i o difference between the original image and the
ade b opening image (5) highlights the thin objects

- brighter than the background.
a) Original Image |

o Y Opening(l) = Dilatg(Erodes(l)) (4)
White-Top-Hat(l) = I-Opening (1) (5)
o However, we cannot combine the Black-Top-Hat
b) Dilation(l) and the White-Top-Hat results at pixel-level. The
duality of these two morphological operations makes
a I B 1" 1%

impossible the separation between inverted and non-
inverted text. In the Black-Top-Hat, inverted text
becomes white over black background and in White-
Top-Hat it appears black over white background.
¢) Closing(l) = Erode(Dilate(l)) There is no simple binary operation which separate
et tan o vecios s inverted and not inverted text. The local dominant
BT S — T T colors bring a solution to segment simultaneously
inverted and non-inverted text by morphology. This
operation allows to measure the color of the
background whether the text is inverted or not. The
_ precision of the dominant color image is not
d) Black-Top-Hat(l) = Closing(l)-1 important. In order to make a precise adjustment to

'S airun + 17 sérs i the original image we dilate or erode the dominant
froc e Joe

U HXT PC BLANC I 4,35
AA PC H BLANC 2 1

ENVI
OTEEECONTACT ¢ kv P IR, 03.26.02.70.

color image with the original image. Among all
2005 PTH A G W BLAG Pus yIin Vo e possible existing methods, to compute the dominant
7348 VES COL TAI POIGN BP 2 11§ 2/ 5 4,35 0,861 172,29 . . . .
220 TEE-5 Sorso s T amsas oiaza  Targy color we have chosen the median filtering with a
48 FORFAIT DISTRIBUTION 35 1,00 4.35 0,418 63,64 . . . . .
5627 SAC 4 Likee + 104 oo "ol large radius since its complexity has been sernousl
e) Adaptive Threshold of the Black-Top-Hat(l) bya@@b, 2013) ~ reduced and can be calculated in constant time

(Perreault, 2007) whatever the size of the window.
Figure 5: Black-Top-Hat Color Morphology operation  Figure 6b shows the result of the median with radiu
15 or a window size of 30 on image in figure 6aeTh
The difference between our thresholding and the dominant color image is a coarse representation
classical Sauvola with fixed window size is which we refine by applying a conditional erosion
noticeable on dithered images or images havingand dilation with the original image.
noise and large objects. However, Sauvola
thresholding can be used without significant lo6s 0 |n classical morphology theory for binary imageg th
performance in the case of the segmentation of theconditional dilation C@M(x) of a subset X by a
Black-Top-Hat images because the size of objectsstructural element B conditioned to a mask M is
cannot exceed twice the size of the structural equal to the intersection between the Dilated of X
elements. In this case the variable window size of with the binary mask M (6). Accordingly, the
the Sauvola thresholding (Gaceb et al., 2013) conditional erosion CH(X) of a subset X by a
manages to reduce noise from the images. structural element B conditioned to a mask M is
equal to the intersection between the complementary
In the domain of business documents, we cannotof the erosion of X with the binary mask M (5).
assume that text is darker than the background in
luminance. Invoices and forms present inverted text CcDg"(X) = Dilate (X) nM (6)
which is brighter than the background. This invérte Mooy — c
text is important for the recognition of business CEe"(X) = (Erode (X)ynM (7)



Applied to greyscale images or to scalar color
images by using interleaved bits of the three color
channels, the conditional dilation GHX) of a
scalar image X under condition of a scalar image M
is equal to the minimum of the dilation of X aneth
image M (8). By symmetry, the conditional erosion
CEs"(X) is obtained by the maximum between M
and the erosion of X (9).

CDg"(X) =min( Dilate (X) , M) (8)

CEs"(X) =max( Erode (X) , M) ©)

We detect and segment separately both inverted andXtraction

non-inverted text by using the conditional dilation
(11) and the conditional erosion of the dominant
color image (12) restricted by the original image |
respectively.

DominantLocalColor(I)= Median(l) (10)
CDg'(Median(l))=min(Dilate(Median(l)) , 1)  (11)
CEs'(Median(l))=max(Erode(Median(l)) ,I)  (12)

CEg'(Median(l)) erases all not inverted texts which
are darker in luminance than the background (Figure
6c). Accordingly, CR'(Median(l)) deletes all
inverted texts which are brighter than the
background (figure 6d). To extract the not inverted
text, we define Positive(l) by taking the differenc
between CE(Median (1)) and the original image |
(10).Accordingly, to segment inverted texts, we
define Negative(l) by taking the difference between
the original image | and Gf{Median (1))(11).

Positive(l)= CE'(Median(l)) — | (13)

Negative(l)=I - CR'(Median(l)) (14)

Figure 6e and figure 6f show the positive and the
negative parts of thin colored objects, respegtivel
Both positive and negative images contain a strong
dithering of the background in the blue column
(Figure 6h). The final result is obtained by takthg

min of the adaptive thresholding of the positivel an
the negative image (figure 6g). The radius of the
median in order to find the local dominant colors
depends on the size of the text to segment.

The window size of the median operator must be
larger than the maximum text height. For color
images with resolution of 300 dpi of resolutiong th

maximal height of text does not exceed 25 pixels.

The size of the window for the median filtering mus
be larger than this value. In order to have more
margin, we chose a window size larger than 30 or a
radius larger than 15.

Figure 8a and 8b show that ACoIDPS can process
successive inclusion of color frames without
heuristics. The dithering part of the blue coluran i
also segmented like all thin objects such as
characters and thin graphical objects. Invoices and
forms frequently use dithered background colors tha
need cleaning. In the next step, we propose a
straightforward process to remove both large g@aphi
objects and noise without connected components

by using morphological geodesic
operations.
EEEEER
! ‘
F—g—

729.74 |

a) Original image |

b) Median(l) filtering in constant time (perreao07)
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No. OF VAT

¢) CE'(Median(l)=max(Erode(Median(l)) , 1)

d) CR'(Median(l))=max(Erode(Median(l)) , 1)



e)Positive(l)= CE' (Median(l))- | shows not inverted texts

DELIVERY
NOTE No.

INVOICE

DELIVERY
DATE NUMBER

INVOICE DATE
(TAX POINT)

QUOTE ON ALL CORRESPONDENCE

TOTAL WEIGHT PRICE ! . ‘ VALUE

BIRDS

f)l - CDg' (Median(l)) shows inverted texts
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g) Min(Threshold(Positive(l)), Threshold(Negatihg(

h) Zoom to show the dithering effects in the blokimn

Figure 6 : The succession of operations to segmelor
images containing inverted and not inverted texts.

3.3 Separation of Text from Graphics,
I mage Noise and Dithered
Background

This step does not use any connected component
extraction or analysis. It is only based on
morphological convolution for geodesic measures

described in section 2 applied on the binary image
obtained by the previous step.

a) Despeckle

To save computational time, we apply a despeckle to
quickly remove noise and dithered background. We
apply a two pas distance transform in the 8-
connectivity neighbourhood of the binary image.
The maximal value of the distance transform is
reached along the medial axis (Chassery,1991) and
measure the minimum geodesic distance from each
pixel to the contours of the object. The maximal
value inside each object measures the maximal
thickness of that object. To propagate the maximal
thickness value inside each object, we repeat until
the morphological convolution of dilation with alhu
maskM) is stable. All pixels inside each object will
take the same value equal to the maximal thickness
of that object. The despeckle consists to eragmén
pass, all objects having a maximal thickness of
Thi cknessM n threshold. It is similar to threshold
the resulting image with aThicknessM n
threshold. Figure 7 shows a despeckle of document
figure 6 withThi cknessM n=2.

DELIVERY DELIVERY INVOl
D,

NOTE No. (TAX POINT)

%3/0512001 105917 [Z'I/O‘

ICE DAT!

5
4
g

-y
T IS

3. 83

Figure 7: Results of the Despeckle by morphology

b) Separation between Graphics/Text/Dithered
Parts

The geodesic measure of width and height is not the
measure of the bounding box surrounding the object,
but the measure of the width and height inside the
object. The geodesic measures bring more pertinent
information than classical spatial measures.

Moreover, the noise removal based on geodesic
width and height has nothing to do with the

?horphological despeckle described previously based

on the objects thickness. The Objects' thicknesls an
geodesic width and height are complementary



information for noise and dithered background

removal. Our separation is based on the geodesic 101 111 0/0/0

width and height of binary objects calculated by 101 0[0/0| 10/0]0
morphological convolution. We repeat the 101 E1R1H1 0(0]0
morphological convolution of dilation with the Fere FERETO FERET 90° NULL MO

mask FERET90 and FERETO for 90° and 0°  We choose to sedei ght M n andW dt hM n to the
direction on the binary image, respectively, until value3 in order to keep and thin characters like 'I' or
there is no change. It provides two images '1'. For printing documents, we s&tdt hvax and
Geodesi cHei ght / Geodesi cW dth with value 1 on g ght Max to value 64 for 300dpi images, because
the bottom/left outermost points of each objedtsl @ characters cannot exceed this size. For ligatured
the geodesic width and height on the top/right nmanyscripts we sew dt hMax and Hei ght Max to
outermost points of each objects (figure 8c,8d), yajue 512 and 128 respectively, in order to shift

respectively. To propagate the maximal geodesiccorrectly handwritten words in  the image
width and height values inside each object, we Texisimage.

repeat until the morphological convolution of

dilation with a null maskNULL Mis stable e keep the graphical information into a binary
All pixels inside each object contain the geodesic jmage for further analysis to localise frames and
width and height of the object (figure 8e, 8f). 8¢  detect tables in future work. Tables or frames
images will be useful for despeckle, noise and pordered by dot lines or dashed lines cannot be
dithered part removal, suppression of graphics andseparated from the text image because the geodesic
the separation of characters connected to graphicsyidth or height are similar to the size of chareste
described in the next step.

) Figure 9 illustrates the separation between speckle
To remove noises and speckles generated by thgext and graphics. Figure 9a shows the difficultés
dithered backgrounds, we shift pixed, y) fromthe  color printed invoices with complex color
binary image to the imaggpeck! esl mage if both background. Figure 9b shows the large amount of
Geodesi cHei ght / Geodesi cW dt h images have a  speckles (noise and dots from dithering part) eelet
value strictly inferior toHei ght M n andW dt hM n from the binary image. Figure 9c displays the
pixels respectively. All objects from the binary graphics elements and large objects. We notice that
image having a geodesic height and width which do small vertical lines from tables in columns are not
not exceed HeightMax and W dthMax classified into graphics because their heights ao n
respectively, are shifted in the imagext sl mage exceedHei ght Max.
because they have the size to be potentially
characters. All the other objects are classifieh in  The horizontal dot line and other small components
the imageGr aphi csl mage if the geodesic width or  from the graphical background are classified to the

heights exceed WdthMax or Hei ght Max, image Text sl nage instead ofG aphi csl mage
respectively. They represent large objects that webecause their geodesic widths are under the limit
consider as graphicalforithm 1). W dt hMax. These errors have no consequences,
because during the layout analysis, these random
Algorithm 1: separation between graphics/text/ditige elements from the imagdextslmage will be

it ((Geodesi cHeight (x, y)>0) && rejgcted be_cause they are not aligned enough to
(Geodesi cW dt h(x, y) >0)) build a text line.

{
if ((GeodesicHeight(x, y)<HeightMn)&&

(Geodesi cWdth(x, y) <WdthM n))
Shift pixel (x, y) in Speckl esl nage E T

el se

if ((GeodesicHeight(x, y)<=Hei ghtMax) && TR
(CGeodesi cWdt h(x, y) <=WdthMax))
Shift pixel (x, y) in Textslmge le la commande He la commande
el se

Shift pixel (x,y) in G aphicslnage a) Original image | b) bipanask obtained by the
} ' color segmentation step
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Figure 8: Results of transform

morphological convolution

the geodesic

a) Original Image |

IJpeckl esl nage

o BB

c) Graphi csl mage djText sl mage

Figure 9: separation between noise/graphics/text

We design the system to be sure that all the
characters are correctly classified into the image
Text sl mage. But for characters connected to the
graphical elements, these characters are fourtkin t
G aphi csl mage. The next step aims to separate
characters connected to graphics.

dilation

3.4 Separation of Characters Connected
to Graphics

Figure 10 illustrates frequent cases for invoicéh w
printing text which overlap lines surrounding frasne
or tables. When colors cannot separate characters
and graphics, the image aphi csl nage contains
textual element which touch graphics (Figure 10b).
We can achieve a coarse separation between
characters and graphics by using elementary
morphological operation with the existing
information provided by the system. The binary
morphological closing ofr aphi csl mrage, with an
horizontal / vertical element Bh / Bv respectively,
removes all characters that touch graphics both
vertically / horizontally (figure 10c,10d). We dedi
H_Text (15) and V_Text(16) by the difference
between the horizontal / vertical closing of
G aphi csl mage with the imageG aphi csl mage
itself, respectively. Images H_Text/V_Text show
characters disconnected with horizontal / vertical
lines (Figure 10e, 10f), respectively.

by

X= Graphi csl mage (15)
H_Text=HorizontalClosigg( X )°nX
X= Graphi csl mage (16)
V_Text=VerticalClosing ( X )°nX
— —
T [ €l @e

T

e I - ROVER T

B oo | | 1T
a) Original Image with overlapped b) Graphicsima
characters touching graphics

¢) Horizontal Closing of
Graphicsimage

d) Vertidalosing of
Giaplmage



[ ( J by the MeanShift. We usgext sl mage to compute
RN e e statistics about the connectivity of colors classes
‘f ‘f [ tdtcact fronl 1emnar] Feglonen? prew leruns] found by the MeanShift. We only focus on text color
J ] ‘ because the color of the background is useless for

CTURE N"TI4SITE72 D 0371272001

( ‘;}12157 ROVER ( ( PI2T57 ROVER H H H
; , - our application. In the imag&ext sl nage, we
e) H_Text (7) f) V_Text (8) compute the 2D spatial co-occurrend2D (i, )
equal to the number of class color connected
spatially to class colprin all the inside characters of

the imag@&ext sl mage. We use a 8-connectivity to

FACTURE No: 14511672  Du 03/i2/20017
Atelier!

Dossier  No: 046640

(W Facure (N Clnt (- Dossis [, _

’ } ] J ] e count correctly in one pas$#D(i,j).We compute
(S 2157 ——eee RVER e () H1D(i ) the number of occurrence of the class color
- m - oo Doy = oo i
g) Graphicsimage after split  h) Text separétech graphics from  HD(i,j). Cli, ) =HIX ', ’,J )/ HLD(] )
measures the degree of connectivity between the
Figure 10: Separation of characters connectedaphes ~ €lass color with the class colgr. Color Outliers

share a high connectivity with main colors of

The size of the horizontal and vertical structural characters.

elements Bh and Bv must be fixed to the minimal

width and height of characters to separate from theAlgorithm 2 merges color classto color clasg if

graphics, respectively. Typically we ugédt hvax the connectivity(i , j) exceed$m n=0. 25 and if

and Hei ght Max for the size of the horizontal and C(i,j) and HLD(j)are maximal and the

vertical structural elements respectively. colorimetric distance is minimal. To keep the color
coherency, we merge small class to large class and

The reconstruction of characters after splittingnth ~ not the inverse.

from a graphic line is possible but we do not achie

this restoration. This character reconstruction nél ~ Algorithm 2: Color Fusion

detailed in future work. Our proposed morphological = | pi xel (x.y)

operation works perfectly well for text touching it (Textslmage(x.y)==0) // if character

straight lines only, and is also tolerant to imagew {
(figure 10h). i =Col or O ass(x,y) // from MeanShi ft
if (Textslmage(x-1,y)==0)
. . { j=Col ord ass(x-1,y) HD(i,j)++ }
3.5 Color Fusion and Selection if (Textslmage(x,y-1)==0)
{ j=Col ord ass(x,y-1) H2D(i,j)++ }
This step consists of combining the color ' f (Te?jt igﬁgf&xai’s{xﬂ, y_o)l) H2D(i , ) ++}

information from the MeanShift clustering and the }

color segmentation by morphology to merge outlier forcolor class i
colors classes to the main color classes. This steg °' ¢°! I"fr aias.s) J);ﬂ' .
also ranks the text color layer by frequency and mer gei ’Jto iif
selects the main text colors. We have already
illustrated (figure 4) that the MeanShift produces
classes of outliers colors due to the existing rcolo
transitions along characters contour. As the
Meanshift is applied only in the colorimetric space
for each pixel independently to the other ) )
neighbouring pixels, these color outliers cannot be After merging the color classes itol ord ass,
avoided. We have tested several pre-processingVe repeat algorithm 2 until there is no more
algorithms such as the edge preserving smoothingchanges. The iterations are necessary to merge
(Nikolaou2009) or other choc filters to suppress the successively layers of. colors around. characters
color transitions along contours. However, thisdkin contours. To select the right number of differentt

of pre-processing is time consuming and cannot pecolor, we rank the text CO|OI.’ classes in descending
used for real time applications. order of frequency. There is a gap between two

consecutive ranked color classes of the decreasing
We have developed a straightforward merging curve of frequencies. We set the number of text
process which takes into account the spatial co-colors in the middle of the larger gap between
occurrence of colors classes in the segmented imagéuccessive color classes.

H1D(i ) <H1D(j)

C(i,j) is maximal

HID(j) is maxi mal

Col or Di stance(i,j) m ninal

i e



3.6 Algorithmic Optimization the dithered image. The more the image contains
complex graphics and noise or dithered background,

Several hundreds of thousands of documents arethe more time this step will take. The time of the

automatically processed daily by the company. processing is maximal for CO”.‘P'GX shapes_like
We must reduce the algorithmic complexity of each ggggo. _curves12200th§;352pa}ce-fll(lllngl cur\;]e. Fgor a
step of the ACoIDPS system. The overall processing]c plllmagtla o X 6 tia fes essl, than 3 sec.
for each image must not exceed few seconds without'©f  color C u;terlng, hol Sec. dor lco ofr !maged
parallelization. The objective consists of compgtin Scgmentation by morphology and colors fusion an

an image in less than a second with parallelisation select|o_n on one core WIthOU.t pa.raIIellza'uo.n. The
separation of text from graphics, image noise and

dithered background can take less than a second for
simple and clean image to several seconds for
complex images with dithered background. All the
algorithms are sequential and can be easily
parallelized.

The color clustering is already optimized with a
complexity of a O(N) by using the Fast Integral
MeansShift based on integral cubes (Lebourgeois et
al., 2013). The adpative thresholding of the color
morphology results is also already optimized with
integral images (Gaceb et al., 2013). Median filer
also computed in constant time by using partial 4 RESULTS
histograms correspondence of sliding windows
between two successive windows (Perreault, 2007).
We have speeded-up the median filtering by
applying it on a low resolution image for a deghde We first illustrate the performances of the color
result. However, the median result is just a coarseautomatic segmentation on a test image provided by
representation of the local dominant color we use a the private company Janich&KlassComputertechnik
seeds for a conditional dilation or erosion. The GmbH which has developed the software DpuScan
quality of the median result is not taken into astto ~ and its Advanced Color Document Processing
during the process. For the morphological color (ACDP) tool, which is widely used in the industry
operation of dilation and erosion, integral images and distributed worldwide. DpuScan is well-known
cannot be used with min and max operators, onlyto be the best tool to separate text colors inrass
summation of functions can be computed. To documents. But it is achieved manually by selectin
optimize the color morphological operations of each color background and text color.
dilation and erosion, we use the same idea from
(Perreault, 2007). Instead of computing the Figure 11 shows that ACoIDPS find text color
statistical histogram to calculate the median \&lue automatically and achieve a good segmentation of
we compute the local maxima and minima of a this image. We display all color layers of texithe
sliding window by using an horizontal raw vector Same image with an artificial white background to
which stores the maximal/minimal values of each save place. Figure 12 and 13 show the pertinence to
column of the windows. When the window slides use color information to segment text from complex
from a pixel to another, we just shift the valuas i pre-printed backgrounds. The thresholding of the
the row vector and compute the maxima/minima of luminance image (figure 12b) make difficult the
the new column that we compare to the separation between handwritten text and the pre-
maxima/minima of the row horizontal vector only printed forms. After a color analysis, the added
once. handwritten text can be easily segmented. Figure 14
zoom on the table headings of the figure 4. It
Color segmentation and the clustering processiun i illustrates the color separation between overlapped
much reduced time and depend only on the numbertexts in the worst case when inverted text crosses
of pixels to process. The color fusion and selectio non inverted text. AColDPS separates correctly the
step depends on the number of colors found by thetwo layers of text (figure 14).
fast integral MeanShift. As the number of clusters
reduced, the number of operations are not time selre —vow unaiig =veid  angdia —veid  ungaltg - voic
consuming. The computational time for the R T | rootin _void ‘unaltis o
separation between text from graphics and noise icungitio —void ungoitig —void  4ngultig —void  ungultig — voic
not predictable. The morphological cONVOILLION like Sngtug  car  MMGwm—— ot v oo — o
all geodesic transformation is repeated until there  ungaitig —void unguitig — voia ~ *nglitig —void  unguitig — void
not change. The number of iterations depends on th¢unetito —void  ENSNNENNSE no0!'o —void  ungultg —void
complexity of shapes and the alignment of dots for

4.1 Global Performances

Figure 11: ACoIDPS result on DPUscan itesige.
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Figure 12: Color segmentation outperforms the adapt
thresholding of the luminance for character segatéont.
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Figure 13: ACoIDPS separates correctly color
handwritten text and the background even with

highlighting regions.

DESICHATION

UTRE-CONTACT & Mr Pievve GUY
JTRE CONTACT : Mr Pigrrs GUY

Figure 14: Correct color separations with overlappe
inverted and not inverted texts.

4.2 Evaluation on the Database

We have tested the proposed system on 529 color
images of various invoices and forms in real
situation. Among 529 images we manually found 4
images with some problems of segmentation.
Among these errors, we found 2 images that present
a change of text color, detected by the system,
because of the ink bleed trough of the color
background to the characters of the foreground
(Figurel5). 1 images show handwritten texts totally
illegible because of the ink fading. 1 error is dae
the printing of black characters crossing a large
black frame. Most of errors can be explained by the
quality of the document itself. We have achieved
99.25 % of correctly segmented document.
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Figure 15 Failure of AColDPS because of color
transfer from the background to the foreground.
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the layout and the recognition performed by the

o == AN EEy OCR. In future works, we plan to find a solution to
i B~ reconstruct characters crossing graphical elements.
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