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Abstract11

A set of seismic observations which all sample the same structure in the same way should12

have zero variance. This is naturally the case if all sources are in the same place, and the data13

are recorded by the same station. If sources and/or receivers are not in the same place, but14

close to one another, variance will generally be nonzero, but small. Variance might become15

large if the sampled region of the Earth contains heterogeneities whose spatial wavelength is16

comparable to the distances between sources and between receivers (and thus between the17

corresponding ray paths). The travel-time variance of a “bundle” of seismic rays thus reflects18

the degree of complexity of the sampled region of the medium. We apply this simple principle19

to real seismic databases, attempting to constrain the spherical harmonic spectrum of Earth’s20

structure without having to derive a tomographic model. This results in a reduction of the21

dimensionality of the solution space, and hence of computational costs. This approach allows22

to constrain the statistical properties, rather than exact geographic locations of structural23

features; knowing the statistics of Earth’s structure is most valuable for many fundamental24

geodynamic questions. We follow an earlier study by Gudmundsson et al. (1990) to find25

an approximate analytical relationship between averaged variance and harmonic spectrum;26

this allows us to determine the latter from a measurement of the former via a linear least-27

squares inversion. Our analysis shows that the variance of ray bundles associated with large28

geographic extent of source/receiver bins is sensitive to low-degree spectral power, and vice-29

versa for small bins/high harmonic degrees. The method is accordingly ineffective at very30

low harmonic degrees, associated with an inherently limited number of source-receiver bins.31

We conduct a suite of inversions of both real and synthetic seismic data sets to evaluate32

the resolving power of our algorithm, and attempt to identify a range of harmonic degrees33

where the method is robust. Our results indicate that the resolution of the Earth’s spectrum34

afforded by the method presented here is inferior to that of classical tomography.35

1 Introduction36

After two decades of efforts to map the geographic distribution of mantle structure, the con-37

vergence between tomography and geodynamic models is only partial and limited to the larger38

scale lengths, while the small-scale components of Earth’s structure are not well constrained39

(e.g., Becker & Boschi, 2002; Bull et al., 2010). Whereas tomography remains the most widely40

employed tool to evaluate mantle structure, some authors have also implemented alternative41
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methods, focusing on the statistical properties of mantle heterogeneity (e.g., Doornbos &42

Vlaar, 1973; Haddon & Cleary, 1974; Cormier, 1999; Margerin & Nolet, 2003; Garcia et al.,43

2009).44

With this study we explore a “stochastic” approach alternative to tomography, introduced45

by Gudmundsson et al. (1990) (hereafter GDC90) and Davies et al. (1992) to constrain the46

overall strength of mantle heterogeneity as a function of depth, and estimate the variance of47

errors in teleseismic travel-time observations. The procedure of GDC90 allows to invert seis-48

mic observations to determine the depth-dependent spherical-harmonic spectrum of planetary49

structure, ignoring the geographic distribution of heterogeneity. This strategy is in principle50

useful because: (i) it involves a reduction of the dimensionality of the solution space: if,51

e.g., harmonic degrees up to 40 are considered, inverting for the harmonic spectrum rather52

than the 3-D structure of the Earth amounts to a two-order-of-magnitude reduction of the53

number of dimensions in the solution space: this limits the non-uniqueness of the inverse54

problem, so that, particularly at high spherical harmonic degrees, the spectrum could in55

principle be constrained more robustly than it is now. (ii) The statistical properties, rather56

than exact geographic locations of structural features, are the piece of information that is57

most valuable for many fundamental geodynamic questions: general geodynamic models can58

reproduce only statistically the character of Earth structure. In this sense, the comparison59

of harmonic spectra obtained through modeling with those observed by seismology should60

provide valuable information on dynamic processes in the Earths interior (e.g. Bunge et al.,61

1996; Mégnin et al., 1997; Yoshida, 2008; Van Heck & Tackley, 2008; Foley & Becker, 2009;62

Dziewonski et al., 2010; Nakagawa et al., 2010; Davies et al., 2012).63

Importantly, our (and GDC90’s) formulation requires that the stochastic process describ-64

ing variations in seismic velocities in the Earth be Gaussian (i.e., velocity anomalies are65

normally distributed), isotropic (the correlation between two points depends only on the dis-66

tance between them) over the entire mantle, and stationary at any given depth (the variance67

is the same for each point at that depth) (section 3.1).68

We apply our algorithm to two different global Earth-mapping problems: that of con-69

straining global lateral variations in surface-wave phase velocity from teleseismic dispersion70

observations, and that of finding 3-D variations in P -wave velocity from a large travel-time71

database. Besides inverting real data, we evaluate the method’s resolution with a suite of72

synthetic tests, aimed at identifying the range of harmonic degrees affected by the approxi-73

mations required by the algorithm.74
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2 Stochastic formulation75

A theory of wave propagation gives a mathematical relationship between relative anomalies76

in the properties of the Earth (e.g., the slowness p of a seismic phase) δp(r, θ, ϕ) (with r,77

θ, ϕ radius, colatitude and longitude, respectively) and anomalies δt in seismic travel-time.78

Neglecting non-linear effects, this relationship has the general form79

δt =

∫
V
K(r, θ, ϕ)δp(r, θ, ϕ)dV, (1)

where V denotes the volume of the Earth, and the function K, dubbed sensitivity kernel80

(or partial derivative, Fréchet derivative), depends on the source-station geometry associated81

with the datum δt. Given phase and frequency, there exists one kernel per source-station82

couple. If a 1-D Earth is used as reference, the form of K depends only on epicentral distance.83

When ray theory is used to describe wave propagation, K is non-zero on the ray path (traced84

in the reference model), and zero everywhere else. If some form of finite-frequency theory is85

used, K becomes more complicated (e.g., Peter et al., 2007, 2009). When the assumption86

of linearity is dropped, e.g. if we care about multiple-scattering, then no function K can be87

defined, and eq. (1) ceases to be valid. Typically, eq. (1) is used to set up an inverse problem88

with δp(r, θ, ϕ) as the unknown, and a set of observations of δt as data.89

Eq. (1) can be re-written for each observed value of δt, all of them with their corresponding90

kernel function K. δp is then expressed as a sum of unknown coefficients multiplied by some91

known “basis functions”, e.g.92

δp(r, θ, ϕ) =
L∑
l=0

l∑
m=−l

N∑
n=1

AlmnYlm(θ, ϕ)Rn(r), (2)

with Ylm denoting the real scalar spherical harmonic of degree l and order m (e.g., Dahlen93

& Tromp, 1998) and Rn(r) some vertical basis function. The largest angular degree L and94

the total number of vertical functions N are selected depending on the resolution that one95

expects to achieve. Replacing (2) into (1) once per observation, we end up with a mixed-96

determined inverse problem with unknown coefficients Almn, while all other quantities in (1)97

can be calculated.98

The main idea of GDC90 and Davies et al. (1992) is to set up an inverse problem whose99
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unknowns are not the coefficients Almn, but the spectral power per unit area100

Qln =
1

2l + 1

l∑
m=−l

A2
lmn. (3)

This is achieved by first defining an approximately equal-area grid spanning the Earth’s101

surface. All δt observations associated with sources/receivers lying in the same pair of grid102

cells (“bins”) are grouped in a “summary ray” (e.g., Morelli & Dziewonski, 1987) or “ray103

bundle.” To avoid possible biases related to grid geometry, this exercise is repeated four104

times, after as many rotations of the grid around the Earth’s axis. The rotation angle105

coincides with the longitudinal extent of one of the equatorial equal-area grid cells, divided106

by five, so that after four rotations the entire longitudinal width of the grid cells is sampled.107

For each combination of horizontal grid size Θ, range of epicentral distance (distance “bin”,108

identified by its mean value ∆) and range of source depth (depth bin, identified by its mean109

value Z), a value of the variance of δt is calculated,110

σ2(Θ,∆, Z) =

(
nS∑
k=1

nk

)−1 nS∑
k=1

nk

nk∑
i=1

[δti −meank(δt)]
2

nk − 1
=

(
nS∑
k=1

nk

)−1 nS∑
k=1

nkσ̄
2
k (4)

(GDC90) where k is the ray bundle index, from a total of nS ray bundles (taking into account111

also the bundles obtained after rotating the grid), nk is the number of actual rays collected112

in the k-th ray bundle, and meank(δt) is the mean of all measurements of δt within that113

bundle. The factor nk in (4) is introduced so that σ2 is more strongly affected by summary114

rays formed by larger numbers of δt observations. For a given binning scheme (i.e., given115

values of Θ and Z), σ2 is a function of the epicentral distance ∆. Through (4), the numerical116

values of σ2 can be determined directly from the observations δt. For surface waves, we limit117

the summation over ray bundles only to those that include more than 10 rays, i.e. nk > 10.118

In addition, we consider only bins of (Θ,∆, Z) with nS > 10. For body waves, we only take119

into account rays with travel-time |δt| < 4s and ∆ < 100◦, bundles with nk > 4 and bins120

with nS > 4, in analogy with GDC90.121

σ2 as defined by eq. (4) can be thought of as the average, calculated over all ray bundles122

in the same (Θ,∆, Z) bin, of the variance σ̄2
k of δt calculated within each ray bundle. In123

practice, after introducing the operator EC =
1

nk − 1

nk∑
i=1

(...) (sum extended over all rays124

within a bundle) and the expected value operator E =

(
nS∑
k=1

nk

)−1 nS∑
k=1

nk(...) (sum over all125
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bundles in the same (Θ,∆, Z) bin), eq. (4) takes the more compact form126

σ2(Θ,∆, Z) = E
{
EC
[
(δt− EC(δt))2

]}
. (5)

GDC90’s theoretical treatment (pages 28 through 34) consists of showing that expression127

(5) can also be written as an integral function of the harmonic spectrum (3) of δp as a128

function of depth. That way, a linear inverse problem can be set up, whose unknowns are129

the coefficients Qln themselves. In the following, we shall first rewrite all the theory for body130

waves in a more extensive way than GDC90 did (Section 3) and then reformulate it for surface131

waves (Section 4).132

3 Formulation of the inverse problem for a 3-D Earth133

Following GDC90, we take a stochastic approach, i.e. think of each ray bundle (for given134

(Θ,∆, Z)) as a different realization of the same experiment.135

After some algebra, eq. (5) can be written136

σ2(Θ,∆, Z) = E
{
EC
[
(δt)2

]}
− E

{[
EC(δt)

]2}
. (6)

The second term of the latter expression can be rewritten137

E
{[
EC(δt)

]2}
= E

{[ 1

A

∫
A
δt(x)dx

]2}
, (7)

where A is the area of the grid cell of radius Θ and δt(x) is defined by eq. (1). Inverting the138

order of the operators E and EC , and applying Fubini’s theorem (e.g., Thomas & Finney,139

1996), we find140

E
{[
EC(δt)

]2}
=

1

A2

∫
A

∫
A
E
[
δt(x1)δt(x2)

]
dx1dx2. (8)

Let us now consider the other term in eq. (6),141

E
{
EC
[
(δt)2

]}
=

1

A

∫
A
E
[
δt(x1)δt(x1)

]
dx1. (9)

Since
1

A

∫
A

dx2 = 1,142

E
{
EC
[
(δt)2

]}
=

1

A

∫
A
E
[
δt(x1)δt(x1)

]
dx1

( 1

A

∫
A

dx2

)
, (10)
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and again based on Fubini’s theorem,143

E
{
EC
[
(δt)2

]}
=

1

A2

∫
A

∫
A
E
[
δt(x1)δt(x1)

]
dx1dx2. (11)

If we define ρ = |x2 − x1|, then δt(x1) = lim
ρ→0

δt(x2), and144

E
{
EC
[
(δt)2

]}
=

1

A2

∫
A

∫
A

lim
ρ→0

E {δt(x1)δt(x2)}dx1dx2. (12)

Substituting (8) and (12) into (6), we find145

σ2(Θ,∆, Z) =
1

A2

∫
A

∫
A

lim
ρ→0

E {δt(x1)δt(x2)}dx1dx2 +

− 1

A2

∫
A

∫
A
E
[
δt(x1)δt(x2)

]
dx1dx2 (13)

In section 3.1 we shall show that, in the assumption of Gaussian, stationary and isotropic146

slowness perturbations δp, the expression E {δt(x1)δt(x2)}, which appears in both terms at147

the right-hand side of (13), can be written in a relatively simple form, function only of the148

distance ρ = |x1 − x2|, and not of x1 and x2 themselves. In section 3.2 we shall apply the149

ray-theory approximation to further simplify the resulting expression.150

In sections 3.3 and 3.4 we use these results to (partly) solve analytically the double integral151 ∫
A

∫
A

in eq. (13), leading to a relatively simple expression for σ2 in terms of the harmonic152

spectrum of the Earth, Ql(r) =
N∑
n=1

QlnRn(r). Such equation constitutes the basis of GDC90’s153

and our formulation of the inverse problem.154

3.1 Relation between delay-time variance within ray bundles, and the har-155

monic spectrum of Earth’s structure156

We next show how E {δt(x1)δt(x2)} can be written in terms of the Earth’s spectral coefficients157

Ql(r). Based on eq. (1),158

E {δt(x1)δt(x2)} = E

{∫
V

∫
V
K1(r1)K2(r2)δp(r1)δp(r2)dr1dr2

}
, (14)

with ri = (ri, θi, ϕi) (i = 1, 2) a position 3-vector defined within the Earth’s volume V ,159

and dri the corresponding infinitesimal volume element. The kernel function Ki is the one160

associated with the position 2-vector xi (i = 1, 2) defined over the surface A, or the portion161

of Earth’s surface swept by the ray bundle.162
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Equation (14) can be rewritten163

E {δt(x1)δt(x2)} =

∫
V

∫
V
K1(r1)K2(r2)E {δp(r1)δp(r2)} dr1dr2. (15)

Let us focus on the term E {δp(r1)δp(r2)} at the right-hand side of this expression. Using164

eq. (2), and denoting for simplicity Alm(r) =
N∑
n=1

AlmnRn(r),165

E {δp(r1)δp(r2)} =
∑
l,m

∑
p,q

E {Alm(r1)Apq(r2)}Ylm(θ1, ϕ1)Ypq(θ2, ϕ2). (16)

We make at this point the important assumption, consistent with GDC90, that the fluc-166

tuations of δp are described, at any radius r within the mantle, by a Gaussian stochastic167

process, or in other words that, if we apply a shift ∆r to the slowness perturbation map168

δp(r), the correlation between δp(r) and δp(r + ∆r) quickly drops to zero with growing ∆r.169

This property of δp(r) implies that E {δp(r1)δp(r2)} depends on the distance between r1 and170

r2, and possibly their average radius r (the mantle’s vertical coherence might vary with r),171

and a function f can be introduced such that172

E {δp(r1)δp(r2)} = f(r, |r2 − r1|, ρ), (17)

with ρ the angular horizontal distance between r1 and r2:173

cos(ρ) = cos(θ1) cos(θ2) + sin(θ1) sin(θ2) cos(ϕ1 − ϕ2). (18)

We next write f(r, |r1 − r2|, ρ) as a sum of Legendre polynomials Pl(cos ρ) (e.g., Dahlen &174

Tromp, 1998) with coefficients (2l + 1)cl(r, |r2 − r1|)/4π, and175

E {δp(r1)δp(r2)} =
∑
l

cl (r, |r2 − r1|)
2l + 1

4π
Pl(cos ρ). (19)

The factor (2l + 1)/4π allows to simplify eq. (19) after application of the addition theorem176

2l + 1

4π
Pl(cos ρ) =

∑
m

Ylm(θ1, ϕ1)Ylm(θ2, ϕ2) (20)
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(e.g., Dahlen & Tromp, 1998, eq. B.74), resulting in the expression177

E {δp(r1)δp(r2)} =
∑
l,m

cl (r, |r2 − r1|)Ylm(θ1, ϕ1)Ylm(θ2, ϕ2). (21)

Let us equate the alternative expressions for E {δp(r1)δp(r2)} found at the right-hand178

side of eqs. (16) and (21):179

∑
l,m

cl (r, |r2 − r1|)Ylm(θ1, ϕ1)Ylm(θ2, ϕ2) =
∑
l,m

∑
p,q

E {Alm(r1)Apq(r2)}Ylm(θ1, ϕ1)Ypq(θ2, ϕ2).

(22)

It follows from (22) and the orthogonality of Ylm that180

cl (r, |r2 − r1|)Ylm(θ2, ϕ2) =
∑
p,q

E {Alm(r1)Apq(r2)}Ypq(θ2, ϕ2), (23)

and from (23) and, again, the orthogonality of Ylm that181

cl (r, |r2 − r1|) = E {Alm(r1)Alm(r2)} . (24)

Following GDC90, we assume “some coherency in the harmonic pattern with depth”, i.e. we182

assume that a function c exists such that Alm(r1)Alm(r2) = A2
lm(r)c(|r2 − r1|)/(2l + 1), and183

eq. (24) takes the form184

cl (r, |r2 − r1|) = Ql(r)c(|r2 − r1|). (25)

Note that we think of Ql as the unknown of an inverse problem, and make no distinction185

between Ql and its expected value E{Ql}.186

We next substitute the expression (25) for cl into eq. (19), and the resulting expression187

into (15), to find188

E{δt(x1)δt(x2)} =
1

4π

∫
V

∫
V
K1(r1)K2(r2)

∑
l

[(2l + 1)c (|r1 − r2|)Ql(r)Pl(cos ρ)] dr1dr2,

(26)

a direct, linear relation between variance of δt within a ray bundle, and the Earth’s harmonic189

spectrum Ql.190
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d

s2

ray 1
ray 2

r2

P

r1

Figure 1: Sketch of variables s2, τ and d in eq. (28). ρ is the horizontal distance between
(θ1, φ1) and (θ2, φ2) introduced in eq. (26).

3.2 Simplification by application of ray theory, and the assumption that191

ray paths forming a ray bundle are parallel192

As noted at the beginning of section 2, in the ray-theory approximation the velocity-kernel193

K(r) = 1 if r belongs to the ray path, and K(r) = 0 otherwise. Denoting ray1 and ray2 the194

ray paths corresponding respectively to the locations x1 and x2 within A, eq. (26) can be195

rewritten196

E {δt(x1)δt(x2)} ≈ 1

4π

∫
ray1

∫
ray2

∑
l

(2l + 1)Ql (r) c (|r1 − r2|)Pl(cos ρ)ds1ds2. (27)

Neglecting, at first, the effects of spherical geometry, GDC90 show in detail how the dou-197

ble integral

∫
ray1

∫
ray2

can be reduced to a single integral along one reference ray. Their198

procedure requires the assumption that “all the rays have the same ray parameter and ran-199

domly distributed endpoints in the two grid cells defining the summary ray. This implies200

that the rays are approximately parallel and simply shifted horizontally with respect to each201

other” [GDC90, page 32]. Consider now a point r1 on ray1. Let us call P its projection on202

ray2, and d the distance between r1 and P (i.e., by the definition, the minimum distance203

between ray1 and ray2). Given a point r2 on ray2, said s2 the distance between P and r2204

along ray2, the distance τ between r1 and r2 equals205

τ =
√
d2 + s2

2 (28)

(see Figure 1). Then, for a function g(r1, r2) that depends only on the distance τ between r1206
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and r2,207 ∫
ray1

∫
ray2

g(r1, r2)ds1ds2 = 2

∫
ray1

∫ ∞
d

τ√
τ2 − d2

g(τ)ds1dτ. (29)

The integral over τ in eq. (29) is particularly easy if g(τ) = g0 exp(−τ2/α2) for some α,208

implying209 ∫
ray1

∫
ray2

g(r1, r2)ds1ds2 =
√
π

∫
ray1

αg(d)ds1. (30)

Said x1/2 the value of d such that g(x1/2) = g0 exp(−x2
1/2/α

2) = 1/2g0 (i.e., x1/2 is the210

“half-width” of the Gaussian g), it can be shown that x1/2 = α
√

ln 2, and211

∫
ray1

∫
ray2

g(r1, r2)ds1ds2 =

√
π

ln 2

∫
ray1

x1/2g(d)ds1. (31)

This result can be applied to the double integral at the right hand side of eq. (27),212

assuming that its argument, a function of the distance ρ between points on ray1 and ray2, be213

close to Gaussian. Then214

E {δt(x1)δt(x2)} ≈ 1

4
√
π ln 2

∫
ray1

x1/2(r)
∑
l

[(2l + 1)Ql(r)Pl(cos(ρ))] ds. (32)

Notice how the function c (|r1− r2|) disappears between eq. (26) and eq. (32), once the215

assumption on the correlation between δp on the whole planet is assumed to be Gaussian. As216

already mentioned by GDC90, eq. (32) holds approximately for many choices of an autocorre-217

lation function, provided it does not have strong side lobes, i.e. the structure of the medium218

must not have a strong periodic component”. Finally, in the assumption of parallel rays,219

the horizontal distance ρ has been systematically approximated with the generic distance d220

between ray paths, assumed constant along the ray paths themselves.221

3.3 Writing the double surface integral as a single integral over distance222

Recall the form of both the double surface integrals at the right-hand side of eq. (13), i.e.223

1

A2

∫
A

∫
A
E {δt(x1)δt(x2)}dx1dx2. In sections 3.1 and 3.2 we have rewritten the integrand224

E {δt(x1)δt(x2)}, expressing it in terms of the Earth’s harmonic spectrum Ql(r) and reducing225

it to the simple form (32), function only of the constant distance between approximately226

parallel ray paths. Before using this result to set up an inverse problem, with Ql(r) as227

unknown and σ2 as datum, we reduce analytically the double surface integral

∫
A

∫
A

in (13)228

to a single, one-dimensional integral.229
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3.3.1 Cartesian case230

Consider the integral231

I =

∫
A

dx1

∫
A
f (x1,x2) dx2, (33)

with A a circular surface of radius Θ, x1 and x2 Cartesian 2-vectors spanning A, and dx1,232

dx2 the corresponding infinitesimal surface elements. Now, let the function f (x1,x2) depend233

only on the distance ρ between the points x1 and x2. We shall later make use of this property234

of f to simplify the double surface integral in eq. (33). First, replace

∫
A

dx1 with an integral235

over the polar coordinates s (length) and χ (angle), defined with respect to the centre of A.236

It follows that237

I =

∫ Θ

0
sds

∫ 2π

0
dχ

∫
A
f (s, χ,x2) dx2. (34)

For each location (s, χ), we must integrate again over all points x2 within A. Let us replace238

the Cartesian coordinates x2 with polar coordinates ρ (length) and ψ (angle), defined with239

respect to the location x1, or (s, χ). By definition, ρ then coincides with the distance between240

x1 and x2. As we accordingly rewrite the integral

∫
A

dx2 in (34), we must specify the limits241

of integration in ρ and ψ. ρ ranges between 0 and s + Θ. For each ρ, the interval of values242

of ψ for which (ρ, ψ) falls within A must be determined (and integrated over). If s+ ρ < Θ,243

that is ρ < Θ − s, such interval is (0, 2π). If ρ > Θ − s, the length φ of the arc of ψ to be244

integrated upon can be determined using the cosine rule,245

Θ2 = s2 + ρ2 − 2sρ cos(φ/2)

φ = 2 cos−1

(
s2 + ρ2 −Θ2

2sρ

)
, (35)

(see Figure 2 for a visual explanation of s, ρ and Θ).246

Eq. (34) now becomes247

I =

∫ Θ

0
sds

∫ 2π

0
dχ

[∫ Θ−s

0
ρdρ

∫ 2π

0
f (s, χ, ρ, ψ) dψ +

∫ Θ+s

Θ−s
ρdρ

∫ φ

0
f (s, χ, ρ, ψ) dψ

]
, (36)

where we have made use of the fact that f depends only on ρ, so the actual values taken by248

ψ do not matter: only the length of the arc it spans does. For the same reason we can write249

f (s, χ, ρ, ψ) = f(ρ), and250

I =

∫ Θ

0
2πsds

[∫ Θ−s

0
2πρf(ρ)dρ+

∫ Θ+s

Θ−s
2ρ cos−1

(
s2 + ρ2 −Θ2

2sρ

)
f(ρ)dρ

]
. (37)
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Figure 2: Sketch of variables s, ρ and Θ in eq. (35). A is the surface where the integrals in
eq. (33) are done, C is the centre of A and Θ and s are the same as in eq. (35).

To further simplify the expression for I, it is convenient to change the order of integration251

over s and ρ. The first term at the right hand side of (37)252

I1 = 4π2

∫ Θ

0
sds

∫ Θ−s

0
ρf(ρ)dρ = 4π2

∫ Θ

0
ρf(ρ)dρ

∫ Θ−ρ

0
sds. (38)

We express the second term at the right hand side of (37) as the sum of two terms: one denoted253

I2, containing an integral over ρ between Θ − s and Θ, the other denoted I3, containing an254

integral over ρ between Θ and Θ + s. Changing the order of integration, we find255

I2 = 2π

∫ Θ

0
sds

∫ Θ

Θ−s
2ρf(ρ) cos−1

(
s2 + ρ2 −Θ2

2sρ

)
dρ

= 2π

∫ Θ

0
ρf(ρ)dρ

∫ Θ

Θ−ρ
2s cos−1

(
s2 + ρ2 −Θ2

2sρ

)
ds, (39)

256

I3 = 2π

∫ Θ

0
sds

∫ Θ+s

Θ
2ρf(ρ) cos−1

(
s2 + ρ2 −Θ2

2sρ

)
dρ

= 2π

∫ 2Θ

Θ
ρf(ρ)dρ

∫ Θ

ρ−Θ
2s cos−1

(
s2 + ρ2 −Θ2

2sρ

)
ds. (40)

If one now combines I = I1 +I2 +I3, eq. (5) of GDC90 is reproduced. GDC90 further simplify257

the form of I, carrying out analytically the integrations over s. This is straightforward for258
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the s-integral in I1, but more complicated for I2 and I3. Those are solved via the formula259

∫
x cos−1

(
x2 + a

bx

)
dx =

1

2
x2 cos−1

(
x2 + a

bx

)
+

−
2
√
−z + (b2 − 4a) tan−1

(
b2−2x2−2a

2
√
−z

)
8

(41)

with z = x4 − b2x2 + 2ax2 + a2, valid for x > 0 and b > 0, leading to the final result of260

GDC90,261

I = 4πΘ2

∫ 2Θ

0

[
cos−1

( ρ

2Θ

)
− ρ

2Θ

√
1−

( ρ

2Θ

)2
]
ρf(ρ)dρ. (42)

3.3.2 Spherical case262

To derive eq. (42) we have treated the surface of the Earth, and of the area A spanned by263

a ray bundle, as flat. When their curvature is taken into account, eq. (42) is replaced by264

eq. (27) of GDC90265

I = A2

∫ 2Θ

0
w(Θ, ρ)f(ρ)dρ, (43)

where266

w(Θ, ρ) =


π − 4 cos Θ cos−1 α+ cos−1 β1 + cos−1 β2

2π(1− cos Θ)2
sin ρ if 0 < ρ < Θ

π − 4 cos Θ cos−1 α+ sin−1 β1 − sin−1 β2

2π(1− cos Θ)2
sin ρ if Θ < ρ < 2Θ,

(44)

and α, β1, β2 are defined267

α =
cos Θ(1− cos ρ)

sin Θ sin ρ
, (45)

268

β1 =
(1− cos ρ) [1 + cos ρ− cos Θ(1 + cos Θ)]

(1− cos Θ) sin Θ sin ρ
, (46)

and269

β2 =
(1− cos ρ) [1 + cos ρ+ cos Θ(1− cos Θ)]

(1 + cos Θ) sin Θ sin ρ
. (47)

3.4 Relation between variance σ2, and the harmonic spectrum of Earth’s270

structure271

We have shown in section 3.1 that E {δt(x1)δt(x2)} is a function of the distance ρ = |x2−x1|272

between the two rays, assuming a parallel-ray approximation (i.e. the horizontal distance273

between two rays of the same ray bundle is approximately the same as the generic distance274

between the rays along their path). Equations (33)-(47) show that, since E
[
δt(x1)δt(x2)

]
=275

f(ρ), the double integral over surface is reduced to only one integral over distance by means276
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of a weight function w(Θ, ρ), for both the cases of flat and spherical Earth. Replacing f(ρ)277

with E
[
δt(x1)δt(x2)

]
in eq. (43),278

1

A2

∫
A

∫
A
E {δt(x1)δt(x2)}dx1dx2 =

∫ 2Θ

0
w(Θ, ρ)E {δt(x1)δt(x2)}dρ. (48)

After substituting the term E
[
δt(x1)δt(x2)

]
with its explicit expression in (32), eq. (48)279

becomes280

1

A2

∫
A

∫
A
E {δt(x1)δt(x2)} dx1dx2 =

1

4
√
π ln 2

∫ 2Θ

0
w(Θ, ρ)

{∫
ray1

x1/2(r)

∑
l

[(2l + 1)Ql(r)Pl(cos(ρ))] ds

}
dρ. (49)

Let us now consider the first term at the right-hand side of eq. (13). Using eq. (32) with281

ρ = 0, we find282

E
[
δt(x1)δt(x1)

]
= lim

ρ→0
E {δt(x1)δt(x2)} =

1

4
√
π ln 2

∫
ray1

x1/2(r)
L∑
l=0

[
(2l+1)Ql(r)

]
ds, (50)

where we have used the fact that Pl(1) = 1, independent of l. Substituting (49) and (50) into283

(13),284

σ2(Θ,∆, Z) =
L∑
l=0

1

4
√
π ln 2

∫ 2Θ

0
w(Θ, ρ)

[
1− Pl(cos ρ)

]
dρ

∫
ray

x1/2(r)(2l + 1)Ql(r)ds (51)

where σ2(Θ,∆, Z) can be evaluated from the data, and at the right-hand side everything but285

Ql(r) is known. Eq. (51) constitutes the basis of the inverse problem solved by GDC90.286

4 Formulation of the inverse problem in a 2-D description of287

surface-wave propagation288

4.1 Projection to two dimensions289

In a JWKB ray-theory description of surface-wave propagation (e.g., Ekström et al., 1997),290

δt(x, ω) = − 1

[v(ω)]2

∫
S
K(θ, ϕ, ω)δv(θ, ϕ, ω)dΩ, (52)

where δv(θ, ϕ, ω) denotes lateral heterogeneities in surface-wave phase velocity v at angular291

frequency ω, and K is the corresponding sensitivity kernel. δv(θ, ϕ, ω) can naturally be292
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rewritten as a linear combination of real spherical harmonics293

δv(θ, ϕ) =
∑
l,m

AlmYlm(θ, ϕ). (53)

with constant Alm (no r-dependence). Here and in the following we shall neglect the de-294

pendence of δv, v, K and δt on ω; in practice, we shall always consider different frequencies295

separately.296

We assume, as in the 3-D case, that the variations of δv(θ, φ) be Gaussian, stationary and297

isotropic. Equations (3)-(13) remain then valid in the same form as above, provided that the298

radial basis-function index n, and the bin vertical extent Z, which are now meaningless, be299

removed. In a spherical reference frame, eq. (15) can be rewritten300

E {δt(x1)δt(x2)} =
1

v4

∫
S

∫
S
K1(θ1, ϕ1)K2(θ2, ϕ2)E {δv(θ1, ϕ1)δv(θ2, ϕ2)}dΩ1dΩ2. (54)

In analogy with section 4.2, we rewrite E {δv(θ1, ϕ1)δv(θ2, ϕ2)} by either replacing δv1,2301

with their harmonic expansions,302

E {δv(θ1, ϕ1)δv(θ2, ϕ2)} =
∑
l,m

∑
p,q

E {AlmApq}Ylm(θ1, ϕ1)Ypq(θ2, ϕ2) (55)

(which is the 2-D counterpart of eq. (16)), or by invoking the statistical properties of δv303

(Gaussian, stationary, isotropic), which allow us to repeat steps (17) through (21) (after304

dropping the r-dependence of f), resulting in305

E {δv(x1)δv(x2)} =
∑
l,m

cl Ylm(θ1, ϕ1)Ylm(θ2, ϕ2), (56)

with cl constant (no r-dependence).306

After equating expressions (55) and (56) and repeating steps (23) through(25), we find307

the 2-D version of eq. (26),308

E {δt(x1)δt(x2)} =
1

4πv4

∫
S

∫
S
K1(θ1, ϕ1)K2(θ2, ϕ2)

∑
l

(2l + 1)QlPl(cos ρ)dΩ1dΩ2, (57)

with ρ denoting the angular distance between x1 and x2.309
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d

s2

ray 1
ray 2

Figure 3: Sketch of variables s2, ρ and d in eq. (59).

In the ray-theory approximation,310

E {δt(x1)δt(x2)} =
1

4πv4

∫
ray1

∫
ray2

L∑
l=0

(2l + 1)QlPl(cos ρ)ds1ds2. (58)

If, in analogy with section 3.2, rays are treated as parallel, then a distance d between the two311

rays can be defined, and312

ρ =
√
d2 + s2

2 (59)

(see Figure 3 for a visual explanation of ρ, s2 and d); eq. (58) then becomes313

E {δt(x1)δt(x2)} =
1

4πv4

∫
ray

∫ π

d

L∑
l=0

(2l + 1)QlρPl(cos ρ)√
ρ2 − d2

dsdρ. (60)

The ρ-integral in eq. (60) is evaluated between d and π, because we shall only consider first-314

orbit surface-wave observations, hence ρ < π. Since Ql does not depend on ρ, eq. (60) is315

rewritten316

E {δt(x1)δt(x2)} =
1

4πv4

∫
ray

∫ π

d

L∑
l=0

(2l + 1)Ql
ρ√

ρ2 − d2
Pl(cos ρ)dsdρ. (61)

The ρ-dependent portion of eq. (61) forms a convergent integral that can be solved analyti-317

cally (Appendix A). We can swap summation and integration in (61), and define318

γl(d) =

∫ π

d

ρ√
ρ2 − d2

Pl(cos ρ)dρ. (62)

We show in Appendix A how to calculate γl(d). Substituting eq. (62) into (61) and keeping in319
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mind that, in the parallel-ray approximation, ρ = d, we are left with the compact expression320

E {δt(x1)δt(x2)} =
1

4πv4

L∑
l=1

(2l + 1)Ql

∫
ray

γl(ρ)ds. (63)

4.2 Relation between variance σ2(Θ,∆) and the harmonic spectrum of321

surface-wave phase velocity heterogeneity322

As noted in section 4.1, eq. (13) is valid, in the same form, in both the body-wave and323

surface-wave cases. Making use of equations (61)-(62), the second term at the right-hand324

side of (13) can be rewritten325

E
{[
EC(δt)

]2}
=

1

4πv4A2

L∑
l=0

(2l + 1)Ql

∫
A

∫
A

∫
ray

γl(ρ)ds. (64)

According to eq. (12), the first term at the right-hand side of (13) coincides with the limit of326

the second as ρ→ 0. Let us focus first on the integrand at the right-hand side of (13):327

E
[
δt(x1)δt(x1)

]
= lim

ρ→0
E
[
δt(x1)δt(x2)

]
=

1

4πv4

L∑
l=0

(2l + 1)Ql

∫
ray

lim
ρ→0

γl(ρ)ds. (65)

Details about the calculation of lim
ρ→0

γl(ρ) are shown in Appendix A. Substituting (107) into328

(65), and the resulting expression, together with (64), into (13), we are left with329

σ2(Θ,∆) =
1

4πv4A2

L∑
l=0

(2l + 1)Ql

∫
A

∫
A

{∫
ray

lim
ρ→0

[γl(ρ)]− γl(ρ)ds

}
dx1dx2. (66)

The results of section 3.3 apply, and the double integral over A can be rewritten as a single330

integral over distance, by means of a weight function w(Θ, ρ), so that eq. (66) becomes331

σ2(Θ,∆) =
1

4πv4

L∑
l=0

(2l + 1)Ql

∫ 2Θ

0
w(Θ, ρ)

{∫
ray

lim
ρ→0

[γl(ρ)]− γl(ρ)ds

}
dρ. (67)

Since γl(ρ) does not depend on s,332

σ2(Θ,∆) =
∆

4πv4

L∑
l=0

(2l + 1)Ql

∫ 2Θ

0
w(Θ, ρ)

{
lim
ρ→0

[γl(ρ)]− γl(ρ)

}
dρ, (68)

which constitutes the basis of the surface-wave inverse problem that we shall solve in the333

following.334
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5 Solution of the inverse problem335

We first address the 2-D inverse problem of section 4, which is easier to implement, and later336

extend our formulation to the more complex 3-D problem of section 3.337

5.1 The 2-D problem: surface-wave dispersion and phase-velocity spec-338

trum339

5.1.1 Discretization340

We approximate the integral in eq. (68) with a discrete summation, to find341

σ2(Θ,∆) =
∆

4πv4

L∑
l=0

(2l + 1)Ql

M∑
m=1

w(Θ, ρm)

{
lim
ρ→0

[γl(ρ)]− γl(ρm)

}
δρ, (69)

with342

δρ =
2Θ

M

ρm = (m− 1)δρ+
δρ

2
=
(
m− 1

2

)2Θ

M
. (70)

We next discretize values of cell size Θ and angular distance ∆, and eq. (69) takes the form343

σ2(Θi,∆j) =
∆j

4πv4

L∑
l=0

(2l + 1)Ql

M∑
m=1

w(Θi, ρm,i)

{
lim
ρ→0

[γl(ρ)]− γl(ρm,i)
}
δρi. (71)

While the discretization of ∆ is straightforward (we simply subdivide the domain ∆ =344

0◦ < ∆ < 180◦ into 2◦ intervals), that of Θ is more problematic: we want each of the four345

sectors of the Earth’s surface defined by the equator and the Greenwich meridian to contain346

an integer number of grid squares. This results in the constraint347

mod

[
int

(
180◦

Θ

)
, 2◦
]

= 0, (72)

where mod[a, b] is the remainder of the division of a by b, with a ∈ N and b ∈ N, and int(x),348

with x ∈ N, is the largest integer not greater than x. In practice, we employ 39 indexed values349

of Θ in the range 3◦ ≤ Θ ≤ 45◦, ordered by increasing value. Values are closely spaced (≤ 1◦)350

up to Θ = 15◦, after which only Θ = 22.5◦, 30◦, 45◦ is possible. Values of ∆ are regularly351

discretized from ∆ = 1◦ to ∆ = 179◦ with a sampling of 2◦.352

A one-to-one correspondence is established between couples (i, j) and the values of a single353
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index n, and354

σ2
n =

∑
l,m

∆n

4πv4
w(Θn, ρm,n)

{
lim
ρ→0

[γl(ρ)]− γl(ρm,n)

}
δρn(2l + 1)Ql, (73)

which, after denoting355

Dn = σ2
n

Fnl =

M∑
m=1

∆n

4πv4
(2l + 1)w(Θn, ρm,n)

{
lim
ρ→0

[γl(ρ)]− γl(ρm,n)

}
δρn, (74)

takes the simpler form356

Dn =

l∑
l=0

FnlQl (75)

or, in a tensorial notation,357

D = F ·Q (76)

where D and F are the tensors defined by equations (74), (75), while Q is defined in Section358

3.1. From equations (105) and (107), we notice that Fn0 = 0 for all n. We then have no359

resolution at the harmonic degree l = 0, which will not be considered in all the following360

inversions.361

It is common practice in the solution of linear problems to weight the input data vector362

D with a covariance data matrix C (e.g., Snedecor & Cochran, 1980). Assuming the values363

Dn to be uncorrelated, the covariance matrix is diagonal, with diagonal entries coinciding364

with the weighted variance of the values of σ̄2
k as defined in (4), that is (e.g., Bevington &365

Robinson, 1992)366

Cnn =

nS∑
k=1

nk(
nS∑
k=1

nk

)2

−
nS∑
k=1

n2
k

nS∑
k=1

nk
[
σ̄2
k − σ2

n

]2
. (77)

Eq. (76) then becomes367

C−
1
2 ·D = C−

1
2 · F ·Q, (78)

which can be solved in least-squares sense to find the spectrum Ql. The tensor C
1
2 is defined368

so that C
1
2 · C

1
2 = C. Since C is diagonal, so are C

1
2 and C−

1
2 , with diagonal entries C

1
2
nn369

and C
− 1

2
nn , respectively.370
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5.1.2 Least-squares solution and norm damping371

We systematically discretize (Θ,∆) so that N > L, where N is the largest possible value of372

n. Eq. (78) is then an overdetermined problem which admits the least-squares solution373

Q =

[(
C−

1
2 · F

)T
·C−

1
2 · F

]−1

·
(
C−

1
2 · F

)T
·C−

1
2D

=
[
FT ·C−1 · F

]−1 · FT ·C−1D (79)

(e.g., Trefethen & Bau, 1997), where the superscript T denotes a transpose matrix, and we374

have made use of the fact that C−
1
2 is diagonal and so C−1 = C−

1
2 ·C−

1
2 .375

Because seismic data are always polluted by measurement errors and their coverage is376

not uniform, the problem is ill-conditioned, i.e. the solution is not reliable unless eq. (79) is377

regularized (e.g., Menke, 1989). As a regularization constraint, we impose that the norm of378

the solution be minimum. The least-squares formula (79) becomes379

Q =
(
FT ·C−1 · F + λ2I

)−1 · FT ·C−1 ·D, (80)

with λ a regularization or “damping” parameter to be selected.380

We solve eq. (80) by means of Cholesky factorization of FT · C−1 · F (e.g., Press et al.,381

2001) (from now on LS) and of the non-negative least-squares algorithm (from now on NNLS)382

of Lawson & Hanson (1974). The solution Q, a spherical harmonic spectrum, is by definition383

positive, and NNLS guarantees that this constraint is satisfied. Cholesky factorization, on384

the other hand, has the advantage of being an exact method.385

We apply the L-curve criterion (Hansen, 1992) to select an adequate value of λ: after386

defining the solution norm387

ν(λ) =

√√√√ L∑
l=0

(
Q

(λ)
l

)2
(81)

(where the superscript λ identifies the solution found with the corresponding value of the388

damping parameter), we divide it by the norm of the undamped solution ν(0), thus defining389

the normalized norm390

ν̃(λ) =
1

ν(0)

√√√√ L∑
l=0

(
Q

(λ)
l

)2
. (82)
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For each λ, we also define the solution misfit391

ζ(λ) =

N∑
n=1

[(
F ·Q(λ)

)
n
−Dn

]2
N∑
n=1

D2
n

, (83)

and we can build the L-curve plotting the couples (ν̃(λ), ζ(λ)). Our preferred value of λ is392

the one corresponding to maximum curvature of the L-curve (Hansen & O’ Leary, 1993).393

5.2 The 3-D problem: body-wave travel times and the depth-dependent394

spectrum of the mantle395

We next discretize eq. (51) to solve the original 3-D problem of GDC90. We first transform396

the ray integral over s to one over radius and find397

σ2(Θ,∆, Z) =

L∑
l=0

1

4
√
π ln 2

∫ 2Θ

0
w(Θ, ρ) [1− Pl(cos ρ)] dρ

∫ R⊕
Rbot

ds

dr

[
x1/2(r)(2l + 1)Ql(r)

]
dr, (84)

with Rbot the radius at the bottoming point of the ray and R⊕ the Earth’s radius. Then, if398

we choose a 1-D reference model and only consider a set of discrete values of (∆,Z) (index i)399

and Θ (index j), it follows from eq. (84) that400

σ2(Θj , (∆, Z)i) =

Ki∑
k=1

{
dsi
dr

∣∣∣∣
k

δrk

L∑
l=0

x1/2(rk)(2l + 1)Ql(rk)

1

4
√
π ln 2

∫ 2Θj

0
w(Θj , ρ)[1− Pl(cos ρ)]dρ

}
, (85)

where Ki is the number of layers crossed by the ray associated to the ith bin and
dsi
dr

∣∣∣∣
k

δrk is401

the length crossed by the ray through the kth layer. We establish a one-to-one correspondence402

between couples (i, j) and (k, l) and the values of two single indexes p and q respectively, so403

that in tensor notation eq. (85) reads404

D = M ·X, (86)
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with405

Dp = σ2(Θp,∆p, Zp)

Mpq =
dsp
dr

∣∣∣∣
kq

δrkq
1

4
√
π ln 2

∫ 2Θp

0
w(Θp, ρ)[1− Plq(cos ρ)]dρ (87)

Xq = x1/2(rkq)(2lq + 1)Qlqrkq .

Since P0(x) = 1 for any value of x, it follows that Mpq = 0 for l = 0, and, again, we cannot406

resolve and do not invert for the degree l = 0 spectral coefficient.407

In analogy with section 5.1.2, we solve eq. (86) in a norm-damped least-squares sense, i.e.408

X =
(
MT ·M + λ2I

)−1 ·MTD, (88)

which we implement via NNLS, choosing λ according to the L-curve criterion. As opposed409

to the treatment of section 5.1.2 above, and for consistency with GDC90, we do not weight410

the data through the covariance matrix in this case.411

6 Application to global seismic databases412

After calculating σ2 based on a set of surface-wave phase delays or body-wave travel-times,413

equations (80) and (88), respectively, provide the corresponding least-squares solution for the414

surface-wave phase velocity or body-wave velocity spectrum. We implement (80) and (88) for415

two real global databases and compare the resulting harmonic spectra with those inferred,416

from the same data, based on tomography. Body- and surface-wave tomography maps are de-417

rived with the algorithm of Boschi & Dziewonski (1999). In this ray-theory/infinite-frequency418

approach, resolution is limited by the wavelength of inverted seismic and waves; the degree-419

40 spherical harmonic parameterization we utilize is within such limit, so that resolution is420

entirely determined by data “coverage” i.e. how well each Θ-∆-Z bin is sampled by the data.421

6.1 Surface-wave phase-velocity spectrum inversions422

We apply our spectral inversion method to the fundamental-mode surface-wave dispersion423

database of Ekström et al. (1997), focusing for brevity on phase delays of Rayleigh waves at424

a period of 50s (∼ 65, 000 observations) and of 100s Love waves (∼ 37, 000 observations).425

Figures 4a and 5a show the tomographic phase-velocity maps which we obtained from426

the same data, using a least-squares, ray-theory algorithm (e.g., Boschi & Dziewonski, 1999),427
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Figure 4: (a) Tomography map of 50s fundamental-mode Rayleigh-wave phase-velocity, with
superimposed sources (red squares) and stations (green circles) of the inverted database.
b) Result of spectral inversion (blue curve), compared with the spectrum inferred from the
tomography map (black).

a spherical-harmonic parameterization up to degree 40, and the L-curve criterion to select428

regularization weight (roughness damping only). The wavelength of the degree-40 zonal har-429

monic is ∼1000km, well above that of the longest-period waves considered here (100s surface430

waves traveling at ∼4 km/s, hence wavelength ∼400km) and thus the physical resolution431

limit of imaging. Figures 4a and 5a are in very good agreement with earlier results obtained432

from the same database, and so are the corresponding power spectra shown in Figures 4b and433

5b; see in particular the maxima at degrees 2 and 5, corresponding to the ocean-continent434

signature, which, in this period range, e.g. Carannante & Boschi (2005) have found to be a435

robust feature, independent of the technique used to measure surface-wave phase dispersion.436

437

In Figures 4b and 5b we compare the spectra found from tomography to those derived438

through our technique. The latter show a single maximum at degree 3, and generally more439

power than tomography at all harmonic degrees up to at least 10. The noise at high (> 30)440

harmonic degrees is an effect of random noise in the data, as we have verified in synthetic tests441

on noisy data not shown here for brevity. The seemingly robust dominance of degrees 2 and 5442

inferred from tomography is not found by the spectral inversion. The misfit is, nevertheless,443

low: 0.151 for the Rayleigh-, and 0.109 for the Love-wave inversion. The inversions of Figures444

4b and 5b are regularized according to the L-curve criterion, but we have verified that changes445

in the weight of regularization do not particularly improve similarity to tomography results.446
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Figure 5: Same as Figure 4, but for the 100s fundamental-mode Love-wave data set.

6.2 Compressional-velocity spectrum inversions447

We implement eq. (88) to determine the depth-dependent spectrum of mantle P -wave ve-448

locity from the data set of direct P -wave travel times of Antolik et al. (2001) and Antolik449

et al. (2003); these are essentially International Seismological Centre P travel-time picks first450

selected by Engdahl et al. (1998) and then corrected by Antolik et al. (2003) for crustal451

heterogeneity (using the reference crustal model CRUST5.1 of Mooney et al. (1998)) after452

source relocation. As we are still focusing on the long-wavelength component of Earth’s struc-453

ture, data are collected in ∼ 626,000 summary ray paths (2◦ bins) as described by Boschi454

& Dziewonski (1999). The “datum” σ2, derived from P travel-times, is discretized as in the455

surface-wave case, and additionally binned according to source-depth; we select the following456

Z-bins: 0-30 km, 30-60 km, 60-100 km, 100-200 km, 200-450 km and 450-600 km, which457

coincide with those of GDC90. Values Dp of σ2 are weighted according to the corresponding458

value of Θp, so that the inversion is biased towards the low-degree spectrum, more difficult to459

constrain (repeating the inversion without this weighting results in a more unstable solution).460

Since Antolik et al. (2003) provides summary rays with 2◦ bins, no smaller value of Θp are461

used in the calculation of σ2. This does not pose a problem since a lateral resolution of ∼ 2◦462

roughly corresponds to harmonic degree l = 100, and we are concerned throughout this study463

with degrees l ≤ 40.464

In analogy with section 6.1, we invert the exact same database with the voxel-based465

mantle tomography algorithm of Boschi & Dziewonski (1999); at each depth, we conduct a466

least-squares fit to find the degree-40 spherical-harmonic expansion that best approximates467

our voxel model. In figure 6 we compare the tomography-based harmonic spectrum as a468

function of depth to that obtained from our spectral inversions. Differences between the two469
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Figure 6: Spherical-harmonic spectrum as a function of depth (a) from global tomography
applied to a large P -wave database, and (b) from the stochastic inversion of the exact same
data. Both spectra are independently normalized by the maximum power at each depth.

spectra are qualitatively similar to those between the surface-wave phase-velocity spectra of470

section 6.1: at all mantle depths except for a few hundred km below the transition zone,471

the tomography spectrum has a clear, well known (e.g., Becker & Boschi, 2002; Dziewonski472

et al., 2010) maximum at degree 2; the “stochastic” spectrum is much broader, especially473

at shallower depths, with the maximum centred at degree 3. The very broad spectrum474

at shallow depths was also observed by GDC90 (their Figure 17). Both tomographic and475

stochastic spectra show a change of character in the shallowest portion of the lower mantle,476

with the tomography maximum shifting from degree 2 to 1, and the stochastic one shifting477

from 2 to 5-6. Degrees 2 and 3 are again dominant at the bottom of the lower mantle. Again,478

the misfit is very low, ζ = 0.141.479

7 Resolution analysis480

Our method’s failure to reproduce well established results of tomography is disappointing,481

but, as tomography is not error-free, it is not per se a proof of the method’s ineffectiveness.482

We next evaluate directly the sensitivity and resolving power of the spectral method.483
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Figure 7: Sensitivity Knl defined by eq. (89), as a function of harmonic degree l and bin size
Θ.

7.1 Surface-wave phase velocity spectrum resolution484

7.1.1 Sensitivity of σ2 to Ql485

Eq. (74) describes the relationship between the unknown spectral coefficients Ql, and the486

value of σ2 associated with a (Θ,∆) bin. On the basis of (74), let us introduce a sensitivity487

function488

Knl =
M∑
m=1

(2l + 1)w(Θn, ρm,n)

{
lim
ρ→0

[γl(ρ)]− γl(ρm,n)

}
δρn, (89)

so that the actual kernel relating σ2 at Θn with the spectral coefficient Ql coincides with the489

product ∆nKnl.490

We show in Figure 7 sensitivity Knl as a function of the size Θn of geographic bins,491

and the harmonic degree l of the unknown spectral coefficients to be inverted for. Because in492

eq. (74) the epicentral distance ∆n acts as a simple scaling factor, Knl alone fully describes the493

sensitivity of σ2 to Ql. As a general rule, we see from Figure 7 that different harmonic degrees494

are constrained by values of σ2 associated to systematically different geographic binning,495

i.e. large Θn are needed to constrain the low-degree spectrum, while smaller Θn serves to496

determine the higher-degree portion of the spectrum. It is immediately evident from Figure497

7 that the averaged variance σ2 has little (but non-zero) sensitivity to harmonic degrees 1498

and 2: it appears that the largest bin sizes employed here, 30◦ and 45◦, are insufficient to499

provide sensitivity at degrees 1 and 2 comparable to the sensitivity of σ2 at degrees 3 and500
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Figure 8: Resolution matrix from eq. (90) for the LS solution for a dataset of Rayleigh waves
at 50 s from Ekström et al. (1997).

higher. At relatively high harmonic degrees, values of σ2 associated to a broad range of Θn501

values are sensitive to the same spectral coefficient, so that fictitious coupling and trade-off502

between different harmonic degrees can be expected.503

7.1.2 Resolution matrix504

The resolution matrix associated with the inverse problem defined by eq. (80) is505

R =
(
FT ·C−1 · F + λ2I

)−1 · FT ·C−1 · F (90)

(e.g., Menke, 1989). R is a measure of how well each model parameter (i.e. harmonic de-506

gree) is resolved in our inversions: the closer R is to the identity matrix, the higher the507

resolution. Off-diagonal entries indicate “smearing” between the corresponding spectral co-508

efficients. Diagonal values smaller than unit indicate that the spectral power associated with509

the corresponding harmonic degree might be underestimated (e.g., Boschi, 2003). R depends510

on data coverage, but not on the data themselves. The value of the damping parameter λ, on511

the other hand, has to be selected through the L-curve criterion as described in section 5.1.2,512

and consequently depends on (the signal-to-noise ratio of) the actual data that are inverted.513

514

In Figure 8 we show R associated with the source/station list for the 50s fundamental-515

mode Rayleigh-wave data set of Ekström et al. (1997), inverted in section 6.1. We implement516

eq. (90) via Cholesky factorization of FT ·C−1 ·F, using the value of λ selected according to the517
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L-curve criterion when applied to the inversion of real, 50s Rayleigh-wave data (Section 6.1).518

R is far from the identity matrix, with values on the diagonal smaller than unit, suggesting a519

possible loss of amplitude. Figure 8 suggests that resolution at degree 3, where the diagonal520

entry of R is maximal, is higher than at degrees 1 and 2, confirming the poor sensitivity521

to low degrees seen in section 7.1.1. Relatively large non-diagonal values, which we find in522

particular at high degree, indicate that neighbouring spectral coefficients will fictitiously map523

onto one another (“smearing”), again as anticipated in section 7.1.1.524

7.1.3 Spectral reconstruction of a random monochromatic model525

In this and the next sections, we shall describe a suite of synthetic tests aimed at further526

quantifying the resolving power (or lack thereof) of our algorithm. After defining a theoretical,527

“input” seismic velocity model, we calculate surface-wave travel-time delays δt in the ray-528

theory approximation, i.e., we implement eq. (52) integrating along the shortest great circle529

connecting source and receiver (no ray tracing). We then substitute the resulting synthetics530

into eq. (4) to find the synthetic σ2(Θ,∆), and solve, again, the inverse problem (80). After531

the inversion, we compare the spectrum of the “input” model used to generate the synthetics532

with the one reconstructed by the inversion: their similarity is a measure of our algorithm’s533

resolving power.534

It should be noted that a synthetic σ2(Θ,∆) could alternatively be calculated by sub-535

stituting the input spectrum Ql directly into (4): we verified that the two procedure yield536

consistent results (correlation r = 0.727 between the two resulting synthetic σ2(Θ,∆)).537

Our first input model is constrained to have a simple monochromatic spectrum Ql = δl,9:538

l,m coefficients are all 0 if l 6= 9, while at l = 9 they are generated randomly. Based539

on the resulting model (Figure 9a), we calculate ∼ 65,000 synthetic data (data set A), from540

the source/receiver distribution of 50s Rayleigh-wave phase delays collected by Ekström et al.541

(1997) (Figure 9a). We do not add any noise to the data. We next compute the corresponding542

averaged σ2, NNLS-invert it with our “spectral” algorithm and compare input and output543

spectra in Figure 9b. The maximum at degree 9 is roughly reconstructed, but smeared over544

a broad range of degrees, and with a drastic (order-of-magnitude) loss of amplitude. The545

performance of NNLS being so poor, we also look at LS-inversion (section 5.1.2) results:546

loss-of-amplitude is then not so severe, but strong aliasing occurs approximately between the547

dominant degree of the input model (l ∼ 9) and its integer multiples.548

We also apply the surface-wave tomography algorithm of Boschi & Dziewonski (1999),549
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Figure 9: (a) Monochromatic random input model with Ql = δl,9. Red squares represent
sources and green circles represent stations. (b) Spectra of the input (black curve) model of
panel a, and of the output models resulting from LS (red) and NNLS (blue) inversions of
synthetic data sets A (solid) and B (dotted) generated from the model of panel a. Note the
different scales for input and output models.

using a degree-40 spherical-harmonic parameterization as in section 6.1, to invert data set550

A, and show in Figure 9b the resulting harmonic spectrum. We find that tomography also551

significantly underestimates spectral power, but perfectly reconstructs the monochromatic552

nature of the input model. The values of misfit ζ(λ) associated with the spectral inversions553

in Figure 9b are ζ(λ) = 0.458 (LS) and ζ(λ) = 0.902 (NNLS); the misfit is large: compare,554

e.g., with the value of 0.072 found from the tomographic inversion of the same data with555

degree-40 harmonic parameterization.556

7.1.4 Data coverage and spectral resolution557

To evaluate whether the lack of resolution anticipated in sections 7.1.1 and 7.1.2, and con-558

firmed by the synthetic test of section 7.1.3, can be explained as an effect of inadequate559

(poor/nonuniform) data coverage, we generate 3,000,000 travel-time delays (data set B) as-560

sociated with uniformly distributed sources and stations: this is a tremendous improvement561

in data coverage with respect to the 65,000, non-uniformly distributed observations of section562

7.1.3. In Figure 9b we compare the results of the subsequent inversions with the results of563

inverting the smaller data set A. We find the larger and more uniform coverage of data set564

B results in a better reconstruction of the maximum of the input spectrum, at l roughly565

between 8 and 10; in comparison with the results of tomography, however, resolution remains566

extremely poor.567

We conclude that inadequacy of data coverage alone cannot explain the poor performance568

of the spectral inversion approach.569
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Figure 10: (a) Tomography model of 150s fundamental-mode Love-wave phase velocity, with
superimposed source (red squares) and station (green circles) locations. (b) input (from the
model of panel a) and output harmonic spectra, associated with the synthetic test described
in section 7.1.5.

7.1.5 Realistic phase-velocity spectrum570

We first derive a tomographic map of 150s fundamental-mode Love-wave phase velocity (Fig-571

ure 10a), this time inverting ∼ 16,000 dispersion observations from the database of Trampert572

& Woodhouse (1996). The tomography algorithm is the same as in section 6.1, with spherical-573

harmonic parameterization up to degree 40, regularized through simple norm-damping and574

according to the L-curve criterion.575

From the phase-velocity map of Figure 10a we calculate a set of synthetic phase delays,576

associated with the same source/receiver distribution of the original, real data set. We then577

compute the corresponding σ2(Θ,∆) and invert it with our algorithm. We compare in Figure578

10b the resulting output spectrum with that of the input (tomography) model. The two579

peaks at l = 2 and l = 5 are merged into a single maximum of the output spectrum at l = 3:580

this reminds one of the discrepancy between stochastic and tomography spectra obtained581

from real data in sections 6.1 and 6.2. As in section 7.1.3 the misfit is high (ζ(λ) = 0.540582

against ∼ 0.05 achieved by tomography).583

In summary, application of our algorithm to a realistic, though noise-free, data set con-584

firms the negative results of sections 7.1.3 and 7.1.3.585
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Figure 11: Same as Figure 7, but with the 3-D sensitivity function of eq. (92).

7.2 Body-wave velocity spectrum resolution586

7.2.1 Sensitivity of σ2 to Ql587

Eq. (29) of GDC90 describes the sensitivity K3D
nl of σ2, for a given grid-size Θ, to the spectral588

coefficient Ql of mantle heterogeneity, i.e.589

K3D
nl =

1

4
√
π ln 2

∫ 2Θn

0
w(Θn, ρ) [1− Pl (cos ρ)] dρ. (91)

The kernel K3D
nl is the 3-D counterpart of Knl as defined by eq. (89) above. Discretizing as590

explained in section 5.1.1,591

K3D
nl =

1

4
√
π ln 2

M∑
m=1

w(Θn, ρm,n) [1− Pl (cos ρm,n)] δρn. (92)

592

We plot K3D
nl in Figure 11 as a function of bin size Θn and harmonic degree l. Figure 11593

indicates that the P -wave database is, like the surface-wave one, only marginally sensitive to594

degree-1 and -2 structure, independent of depth in the mantle. Compared to the surface-wave595

case (Figure 7), values of σ2 associated with large Θn are sensitive to structure at relatively596

large harmonic degrees (e.g. for Θn = 30◦, K3D
nl at l = 5 is about as large as K3D

nl at l = 40.597

Because sensitivity of σ2 is high over a large range of harmonic degree, alias/smearing can598

be expected in spectral inversions. Note that Figure 11, including the high sensitivity of σ2
599

32



40

80

120

160

200

240

280

320

360

400

M
at

rix
 in

de
x 

j

40 80 120 160 200 240 280 320 360 400

Matrix index j

(a)

40

80

120

160

200

240

280

320

360

400

M
at

rix
 in

de
x 

j

40 80 120 160 200 240 280 320 360 400

Matrix index j

(a)

−0.03 −0.02 −0.01 0.00 0.01 0.02 0.03

10

20

30

40

H
ar

m
on

ic
 d

eg
re

e 
l

10 20 30 40

Harmonic degree l

(b)

0.000 0.006 0.012 0.018 0.024 0.030

Figure 12: (a) 3-D, P-wave resolution matrix defined in Section 7.2.2, computed based on the
database of Antolik et al. (2003). (b) The block framed in black in panel a), corresponding
to the third layer from the top.

at large Θ to high degree Ql, is in good qualitative agreement with Figure 10b of GDC90.600

7.2.2 Resolution matrix601

The resolution matrix associated with eq. (88) is602

R =
(
MT ·M + λ2I

)−1 ·MT ·M. (93)

Again, R does not depend directly on the data (though it does depend on their geographical603

coverage). It depends on the data indirectly through λ, which is selected according to the604

L-curve criterion (Section 5.1.2), and is affected by the signal-to-noise ratio of the actual605

observations (larger noise requires stronger damping). We parameterize the statistics of606

mantle structure in terms of 10 harmonic spectra, 1 ≤ l ≤ 40, each associated to one of 10607

equal-thickness layers. The matrix is numbered so that the first 40 indexes are associated to608

the 40 values of Ql (l = 1, . . . , 40) at the top layer the following 40 to the second shallowest609

layer and so on down to the bottom of the mantle. This results in R being approximately610

block-diagonal, with as many blocks as there are layers in our vertical parameterization. Each611

block on the diagonal corresponds to resolution of an individual layer, and smearing within612

the layer. Off-diagonal blocks correspond to smearing between the same or different harmonic613

degrees in different layers.614

We show in Figure 12a R calculated from the ∼ 626,000 source-station couples of Antolik615
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et al. (2003) (section 6.2). Entries within the diagonal blocks are systematically much larger616

than throughout the rest of the matrix. This indicates that the coupling between spectral617

coefficients at different degrees and depths is limited, and “vertical” resolution acceptable. If618

lateral resolution were high, i.e. the coupling between different harmonic were low, diagonal619

blocks would be closer to diagonal, in analogy with Figure 8. This is not the case: many620

off-diagonal entries within each diagonal block are comparable to diagonal ones, indicating621

that Ql is poorly resolved: smearing/fictitious coupling between harmonic coefficients within622

a layer occurs (Figure 12b). Resolution is poor independent of l, i.e. unlike tomography, the623

spectral method does not a better job of resolving low harmonic degrees than it does with high624

degrees. As anticipated, it is inherently difficult to project information on very-low-degree625

mantle structure into the function σ2.626

7.2.3 Spectral reconstruction of a random monochromatic model627

We employ a vertically homogeneous input model, with a pattern of P -velocity variations628

coincident, at all depths, with the model of section 7.1.3. We generate ∼ 626,000 synthetic629

P travel-time delays making use, again, of the source-station couples of Antolik et al. (2003)630

and adopting a linear relation between model anomalies and data (e.g., Boschi & Dziewonski,631

1999). We calculate σ2(Θ,∆, Z) via eq. (4), with M now defined by eq. (87). Consistently632

with section 7.1.3, we verify that this is approximately equivalent to substituting Q in eq.633

(86) with the input-model spectrum.634

The results of least-squares solving the inverse problem (88) are shown in Figure 13, and635

are characterized by the same resolution problems encountered in the 2-D case. The impulsive636

nature of the spectrum is not reproduced at any depth. The smearing around the main peak637

is comparable with that of Figure 9, confirming that the spectral method cannot effectively638

discriminate between individual harmonic degrees. The achieved misfit ζ(λ) = 0.267 is good,639

which, together with the strong discrepancy between input and output spectra, indicates that640

the sensitivity of σ2(Θ,∆, Z) to the Earth’s spectrum is severely limited.641

8 Discussion and conclusions642

With this study we attempted to devise an algorithm to estimate the complexity of planetary643

structure, defined in a spherical harmonic parameterization, directly from a global set of644

seismic observations. Our procedure relies on the assumption that Earth heterogeneity be645

34



0

300

600

900

1200

1500

1800

2100

2400

2700

D
ep

th
 (k

m
)

8 16 24 32 40
Harmonic degree l

0.0 0.2 0.4 0.6 0.8 1.0
Normalized slowness power spectrum Ql

0.0
0.2
0.4
0.6
0.8
1.0

Q
l

0 8 16 24 32 40
Harmonic degree l

Depth =   723. Km

0.0
0.2
0.4
0.6
0.8
1.0

Q
l

0 8 16 24 32 40
Harmonic degree l

Depth =  1590. Km

0.0
0.2
0.4
0.6
0.8
1.0

Q
l

0 8 16 24 32 40
Harmonic degree l

Depth =  2457. Km

0.308

0.462

0.616

0.770

0.924

M
is

fit

0.0 0.2 0.4 0.6 0.8 1.0
Normalized model norm

0.308

0.462

0.616

0.770

0.924

M
is

fit

0.0 0.2 0.4 0.6 0.8 1.0
Normalized model norm

0.0

2.4

4.8

7.2

9.6

12.0

C
ur

va
tu

re

0.0 0.2 0.4 0.6 0.8 1.0
Normalized model norm

0.0

2.4

4.8

7.2

9.6

12.0

C
ur

va
tu

re

0.0 0.2 0.4 0.6 0.8 1.0
Normalized model norm

Figure 13: Depth-dependent spectrum resulting from the spectral inversion of our synthetic
P arrival-time data set. The data set includes ∼ 626,000 synthetic observations based on
a vertically homogeneous input model, with the pattern of P -velocity variations coincident
with the random degree-9 model of section 7.1.3. In case of perfect resolution, Ql should be
zero at all harmonic degrees except for l = 9, at all depths.

adequately described as a Gaussian, stationary and isotropic stochastic process. It is based646

on the idea that, if one subdivides the Earth’s volume into a set of regions of a given size647

(each interpreted as an independent realization of the same experiment), the mean variance648

of δp within regions is related to the spectral power of spherical harmonics of wavelength649

comparable to the size of the region. The number of possible independent subvolumes into650

which the Earth can be subdivided decreases with the harmonic degree, so that the low-degree651

spectrum is inherently undersampled and presumably poorly resolved. This problem has an652

analogous in the estimation of cosmic properties at scales close to that of the observable653

universe: in cosmology, there is a large uncertainty on these quantities, based on the idea654

that it is possible to have many independent observations (and therefore perform a statistical655

analysis on them) only for small-scale properties of the observable universe, whereas this656

does not hold for structures that are comparable with its size (e.g., Somerville et al., 2004).657

There is nevertheless no a-priori reason to exclude that the intermediate- and higher-degree658

spectrum of the mantle can be constrained by very large, recent seismic databases.659

While no measure and/or inversion method can provide a ground-truth observation of the660

Earth’s spectrum, some of its properties are by now clearly well constrained and generally661

accepted. In the uppermost mantle, the robustness of the Earth’s spectrum up to degree662
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∼ 12 is argued for by, e.g., Carannante & Boschi (2005), who found highly correlated results663

from completely independent databases; for relatively short-period (∼ 30s) surface waves,664

for example, spectral peaks at degrees 2 and 5 are found independent of the observation665

and inversion techniques. The lower-mantle spectrum has been analysed by Becker & Boschi666

(2002), who find common spectral features from a wide variety of P - and S-velocity tomog-667

raphy models. Particularly robust is the dominance of degree 2 at most mantle depths. The668

conclusions of Becker & Boschi (2002) on at least the long-wavelength portion of the Earth’s669

spectrum have been confirmed by more recent global-tomography studies. None of those fea-670

tures is reproduced by the surface- and body-wave spectral inversions illustrated here, which671

systematically result in smoother spectra without sharp maxima at any, low or high harmonic672

degree. While the results of tomography cannot be taken as ground truth, even at the longest673

wavelengths, the disagreement with such well established features suggests that the spectral674

approach might simply lack the resolution needed to properly extract the Earth’s spectrum675

from seismic data.676

The ineffectiveness of the spectral method is confirmed by the resolution analysis of sec-677

tion 7. We have designed ad hoc synthetic experiments to try and determine which particular678

simplification in GDC90’s and our formulation could limit resolution so severely. One impor-679

tant assumption is that source/receiver coverage be sufficiently uniform to sample Earth’s680

structure at all scales. This is probably not the case in the real world, since sources are essen-681

tially limited to plate boundaries, and receivers to continents and ocean islands. In section682

7.1.4 we illustrate the results of a synthetic test involving millions of data from an uniform683

source-station distribution. Even in such an idealized scenario, the a priori spectrum is far684

from being recovered (Figure 9b).685

We explored several other possible reasons for the failure, or lack of resolution of our686

inversions. The regularized linear inversion procedure per se can generate artifacts, described687

by the resolution matrices shown in Figures 8 and 12: this can in principle be avoided688

through a nonlinear inversion procedure, but we have verified that nonlinear inversion (genetic689

algorithm) practically does not improve the resolution of our method, as documented in detail690

by Della Mora (2012); the nonlinear approach also allowed Della Mora (2012) to drop some of691

the approximations required here; yet, resolution remained equally poor (Della Mora, 2012,692

sec. 2.8). The very low sensitivity of σ2 to the low-degree spectrum, inherent to our problem693

as mentioned above, is confirmed quantitavely by Figures 7 and 11. At intermediate degree,694

higher resolution could in principle be possible, but aliasing of unresolved, lower-degree signal695
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is presumably an issue, resulting in poor resolution at all harmonic degrees. We speculate that696

aliasing could be limited, and intermediate-wavelength complexity more robustly constrained,697

with a choice of basis functions different from spherical harmonics, but this question is better698

left to future research.699
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A Analytical expression of γl(d) and numerical validation803

A.1 Analytical integration of γl(d)804

We have seen in section 4.1 that an important part of the algorithm is the calculation of805

γl(d). If l = 0 then eq. (62) becomes806

γ0(d) =
√
π2 − d2. (94)

If l 6= 0, after integration by parts of eq. (62),807

γl(d) = (−1)l
√
π2 − d2 −

∫ π

d

√
ρ2 − d2

dPl(cos ρ)

dρ
dρ. (95)

The integral in (95) can be calculated with the approximated formula808

∫ π

d

√
ρ2 − d2

dPl(cos ρ)

dρ
'

W∑
w=1

√
ρ2
w − d2

dPl(cos ρ)

dρ

∣∣∣∣
ρ=ρw

δρ, (96)

where809

δρ =
π − d
W

ρw = d+

(
w − 1

2

)
π − d
W

. (97)

Eq. (96) is a good approximation of (95) if W is large enough. The oscillations of
dPl(cos ρ)

dρ
810

increase with l, so W must also increase with l if we want eq. (96) to be a good approximation811

of (95).812

From Whittaker & Watson (1927),813

Pl(cos ρ) =
l∑

k=0

(2k − 1)!!

(2k)!!

[2(l − k)− 1]!!

[2(l − k)]!!
cos[(l − 2k)ρ]. (98)

Using the formula814

n!! = 2
[1+2n−(−1)n]

4 π
[−1]n−1

4 Γ
(

1 +
n

2

)
, (99)
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(Arfken, 1985), we find815

(2k − 1)!! =
2kΓ(k + 1

2)
√
π

(2k)!! = 2kΓ(1 + k) (100)[
2(l − k)− 1

]
!! =

2(l−k)Γ(l − k + 1
2)

√
π[

2(l − k)
]
!! = 2(l−k)Γ(l − k + 1),

where Γ(z) denotes the Euler’s gamma function (Whittaker & Watson, 1927)816

Γ(z) =

∫ +∞

0
e−ttz−1dt. (101)

Replacing (100) into (98), the latter equation reduces to817

Pl(cos ρ) =
1

π

l∑
k=0

Γ(k + 1
2)

Γ(k + 1)

Γ(l − k + 1
2)

Γ(l − k + 1)
cos[(l − 2k)ρ]. (102)

After deriving eq. (102) with respect to ρ and substituting the result into (95)818

γl(d) = (−1)l
√
π2 − d2 + (103)

+
1

π

l∑
k=0

(l − 2k)
Γ(k + 1

2)

Γ(k + 1)

Γ(l − k + 1
2)

Γ(l − k + 1)

∫ π

d

√
ρ2 − d2 sin[(l − 2k)ρ]dρ.

In the following, we shall compact the notation by defining819

hl−2k(d)
def
=

∫ π

d

√
ρ2 − d2 sin[(l − 2k)ρ]dρ. (104)

Combining equations (94) and (103) we find the following expression for the integral (62):820

γl(d) =


√
π2 − d2 if l = 0

(−1)l
√
π2 − d2 + 1

π

l∑
k=0

(l − 2k)
Γ(k+ 1

2
)

Γ(k+1)

Γ(l−k+ 1
2

)

Γ(l−k+1) hl−2k(d) if l 6= 0
. (105)

Finally, eq. (66) requires the calculation of lim
ρ→0

γl(ρ). From the definition of γl(ρ),821

lim
ρ→0

γl(ρ) =

∫ π

0
Pl(cos τ)dτ. (106)

42



Using the expression (102) for Pl(cos ρ), this reduces to822

lim
ρ→0

γl(ρ) =
1

π

l∑
k=0

Γ(k + 1
2)

Γ(k + 1)

Γ(l − k + 1
2)

Γ(l − k + 1)

∫ π

0
cos[(l − 2k)τ ]dτ

=
l∑

k=0

Γ(k + 1
2)

Γ(k + 1)

Γ(l − k + 1
2)

Γ(l − k + 1)
δl,2k (107)

=


[

Γ( l+1
2

)

Γ( l+2
2

)

]2

l even

0 l odd

.

A.2 Numerical implementation - Validation of our analytical expression823

for γl824

Before the inverse problem (80) is solved, we must calculate the numerical values of the matrix825

entries Fnl. This involves the calculation of the function γl according to its analytically derived826

expression (105).827

We validate our analytical integration of eq. (62), carried out in section A, by comparing828

its result (103) with the values of γl found from eq. (94) (l = 0) and by direct numerical829

integration of eq. (95). We do not integrate eq. (62) numerically because it is singular at830

ρ = d. Substituting eq. (96) in (95),831

γl(d) = (−1)l
√
π2 − d2 −

W∑
w=1

√
ρ2
w − d2

dPl(cos ρ)

dρ

∣∣∣∣
ρ=ρw

δρ. (108)

In our approach, we substitute in eq. (105) the definition of hl−2k(d) of eq. 104, obtaining832

γl(d) =



√
π2 − d2 if l = 0

(−1)l
√
π2 − d2+

+
1

π

l∑
k=0

(l − 2k)
Γ(k+ 1

2
)

Γ(k+1)

Γ(l−k+ 1
2

)

Γ(l−k+1)

∫ π

d

√
ρ2 − d2 sin[(l − 2k)ρ]dρ if l 6= 0

. (109)

Finally we calculate numerically hl−2k(d) with the approximated formula833

hl−2k(d) '
J∑
j=1

√
ρ2
j − d2 sin[(l − 2k)ρj ]δρ, (110)
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Figure 14: Validation of our analytical expression (112) for γl; (left panel), values of γl from
eq. (112); right panel, the difference between γl from the analytical evaluation of eq. (112)
and the numerical one of eq. (108).

where834

δρ =
π − d
J

ρj = d+ (j − 1) +
δρ

2
= d+ δρ

(
j − 1

2

)
= d+

π − d
J

(
j − 1

2

)
, (111)

so that the resulting expression of γl(d) is835

γl(d) =



√
π2 − d2 if l = 0

(−1)l
√
π2 − d2+

+
1

π

l∑
k=0

(l − 2k)
Γ(k+ 1

2
)

Γ(k+1)

Γ(l−k+ 1
2

)

Γ(l−k+1)

J∑
j=1

√
ρ2
j − d2 sin[(l − 2k)ρj ]δρ if l 6= 0

. (112)

The advantage of our approach in equation( 112) with respect to the integration of836

eq. (108) is that the term
dPl(cos ρ)

dρ
oscillates much more intensively then sin [(l − 2k) ρ]837

and, because of this, it gives less numerical problems to integrate the latter function rather838

than the former.839

The result of this comparison is summarized in Figure 14: it can be seen that the error has840

the maximum values in the same points of the analytical expression of equations (94)-(95),841

and looking at the colour scales of the two plots it is evident that the error is approximately842
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six orders of magnitude smaller than the exact value.843
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