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Abstract

This paper deals with blind equalization based on the constant norm algorithm (CNA) in orthogonal frequency division multiplexing/offset quadrature amplitude modulation (OFDM/OQAM). The CNA is designed to fit the complex square constellations with high order. As a consequence, the received signal is reshaped in order to change the real OQAM symbols into complex ones. Although it increases the intrinsic interferences of the OFDM/OQAM signal, it is proved by analysis and through simulations that the CNA with proposed reshaped signal achieves better mean square error (MSE) performance than CMA applied to the received OFDM/OQAM signal. Furthermore, a sub-optimal initialization strategy is proposed, which ensures a high convergence speed. The behavior of the proposed blind equalization method is analyzed under synchronization mismatch as well as in time-varying propagation environment.
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I. INTRODUCTION

Filter bank multicarrier (FBMC), and in particular the orthogonal frequency division multiplexing/Offset quadrature amplitude modulation (OFDM/OQAM) is a good alternative to the OFDM for systems coexistence and spectrum sharing as it achieves better spectral containment [1], [2]. Furthermore, it provides higher useful bit rate as it does not require any cyclic prefix addition. However, the good properties of OFDM/OQAM are due to subcarrier functions that are only orthogonal in the real field. As a consequence, the presence of imaginary intrinsic interference and the complex channel frequency response lead to develop some equalization methods specific to OFDM/OQAM.

As in any modulation scheme, the channel estimation and equalization techniques in OFDM/OQAM can be classified into two main categories:

i) the data-aided methods, in which pilots are multiplexed in the data stream and the signal is equalized using the estimated channel (see [3]–[6] for data aided estimation methods). The usual zero forcing (ZF) and minimum mean square error (MMSE) equalizer are presented in a FBMC context in [7], and the authors of [8] propose to split the phase and the modulus equalization. In [9], the topic of channel equalization has been extended to FBMC modulation scheme in multiple antennas systems.

ii) the blind techniques, which use only few features of the signal to invert the channel (see [10]–[12]).

Although data-aided methods are simple to implement and widely employed, they may reduce the spectral efficiency of the transmitted signal. On the other hand, blind techniques have not been so deeply studied in OFDM/OQAM context, and the topic remains a pending challenge.

In [10], the cyclostationarity induced by the use of the OFDM/OQAM pulse shape is exploited in order to perform a second order blind equalization. However, this technique has a high complexity,
and very long data records have to be stored to obtain good estimates of the second-order statistics of the signal. The more "classical" constant modulus algorithm (CMA) has been adapted to FBMC (cosine modulated filter bank) in [11], and its convergence behavior has been analyzed in [12]. The idea behind CMA applied in OFDM/OQAM is to iteratively update the algorithm by comparing the real part of the output of the equalizer with a given real constant that depends on the constellation size. However, it is worth noting that CMA is equivalent to Sato’s algorithm [13], the multimodulus algorithm (MMA) [14], and the constant norm algorithm (CNA) [15], due to the use of real transmitted OQAM symbols. Therefore, this limits the choice of the cost function to those that are adapted to real constellation, whereas numerous cost functions adapted to different complex constellations have been proposed in the scientific literature [15]–[17].

In this paper, it is proposed to reshape the received signal by summing two consecutive symbols such that, from the equalizer point of view, the received symbols are complex. This provides an additional degree of freedom regarding the choice of the cost function of the update algorithm. As a consequence, we take advantage of these reshaped complex symbols to carry out a blind equalization using the CNA proposed in [15], which has proven to be particularly adapted to square constellations. This algorithm can be seen as a generalization of the CMA, where the modulus is substituted by a norm which is determined as a function of the considered constellation. The performance of the proposed CNA adapted to OFDM/OQAM is analyzed, and it is proved that the CNA achieves better performance than the CMA.

The rest of the paper is organized as follows: the blind OFDM/OQAM receiver structure is presented in Section II. The proposed CNA using a reshaped received signal is developed in Section III. Section IV provides simulations results that show the performance of the proposed blind equalization techniques. Finally, we draw our conclusions in Section V.

II. BLIND OFDM/OQAM RECEIVER

The blind OFDM/OQAM receiver is presented in Fig. 1. The demodulator consists of a serial to parallel converter (denoted by S/P), and an analysis filter bank (AFB). The latter is composed of i)
the polyphase network (PPN) that contains a set of digital filters, and ii) the fast Fourier transform (FFT) of size $M$ ($M$ is also the number of subcarriers).

In the following expression, the receiver is considered to be perfectly synchronized with the transmitter in both time and frequency domains, and the channel delay is assumed to be short compared to the length of the used prototype filter, in such a way that the output of the AFB described in Fig. 1-(a) can be written as

$$y_{m,n} = H_{m,n}x_{m,n} + j\sum_{(p,q)\in\Omega}H_{p,q}x_{p,q} < g >_{m,n} + w_{m,n}, \quad (1)$$

where the subscripts "$m, n$" denote the frequency-time position. $H_{m,n}$ is the channel frequency response (CFR), $w_{m,n}$ is the complex Gaussian noise sample with circular covariance matrix $R_w$. Note that for convenience, this matrix is commonly approximated by $\sigma^2I$, where $\sigma^2$ is the noise level, and $I$ is the identity matrix. $x_{m,n}$ is the real OQAM symbol that is carried by the prototype filter $g$ which is given by

$$g_{m,n}[i] = g(i - n\frac{M}{2})e^{-j\pi m(i - \frac{L - 1}{2})}e^{j\phi_{m,n}}, \quad (2)$$

where the phase term is $\phi_{m,n} = (\pi/2)(m + n) + mn\pi$ as defined in [18]. It should be noted that the real symbols $x_{m,n}$ are transmitted with a period $\frac{M}{2}$ twice shorter than that of OFDM signal where symbols are complex. Therefore, the data rate in OFDM/OQAM is the same as in OFDM. The specificity of the OFDM/OQAM modulation scheme lies in the presence of interferences denoted by $I_{m,n}$ in (1), which is due to the used prototype filter $g$. The term $j < g >_{m,n}^{p,q}$ in (1) is called "intrinsic interference" (according to the definition in [6]), and is defined as the scalar product

$$\sum_{i}g_{m,n}[i]g_{p,q}^*[i]dt = \begin{cases} 1, & \text{if } (p, q) = (m, n) \\ j < g >_{p,q}^{m,n}, & \text{else} \end{cases} \quad (3)$$
Fig. 1. Blind OFDM/OQAM receiver structure with (a) AFB, and (b) blind equalizer.

In this paper, the Bellanger’s filter is employed, but other filters with self interference effect could be used. This filter is also known as "PHYDYAS filter", and its frequency response can be expressed as (see [19] for details)

$$G[f] = \sum_{k=-(K-1)}^{K-1} G_k \frac{\sin(\pi(f - \frac{k}{L_f})L_f)}{L_f \pi(f - \frac{k}{L_f})}, \quad (4)$$

where $G_0 = 1$, $G_1 = 0.971960$, $G_2 = 1/\sqrt{2}$, and $G_3 = 0.235147$ according to [19], and $G_k = G_{-k}$. $L_f$ is the length of the filter defined as $L_f = KM$, where $K$ is called overlapping factor. As mentioned in [6]-eq. (13), the weights $< g >^{p,q}_{m,n}$ of any well-chosen prototype filter have a symmetrical property as

$$(-1)^{p+a} - b \quad (-1)^{p+a}$$

$$-(-1)^{p+c} 1 \quad (-1)^{p+c}, \quad (5)$$

$$(-1)^{p+a} b \quad (-1)^{p+a}$$

where the weight 1 corresponds to the position $(m, n)$, and where $a$, $b$, and $c$ values depend on $M$ and $K$. Note that, due to (5), the noise component $w_{m,n}$ cannot be white. However, the assumption of "whiteness" of the noise in OFDM/OQAM has proven to be accurate, such as in [20].

The pulse shape $g$ allows the OFDM/OQAM signal to have a good spectral containment, but it is orthogonal only in the real field. Thus, the interference term $I_{m,n}$ is purely imaginary if $H_{m,n} = 1$, and
therefore the real OQAM symbols can be recovered by \( \hat{x}_{m,n} = \Re\{y_{m,n}\} \). However, the presence of the channel gain \( H_{m,n} \in \mathbb{C} \) induces complex interferences from all the symbols at positions \((p, q) \in \Omega\), where \( \Omega \) is the set of frequency-time positions that surround \((m, n)\). As a consequence, the distortion due to the channel must be canceled in order to recover the real orthogonality between subcarriers and symbols.

It is worth noting that in practice, the received signal \( y_{m,n} \) in (1) is also distorted by some residual channel frequency offset (CFO) and time synchronization mismatch [21]–[23]. In this paper, it is assumed that the misalignment between the carrier frequencies generated at the transmitter and the receiver can be neglected in comparison with the subcarrier distance. However, the time synchronization mismatch induces a phase rotation after the demodulation stage, in such a way that the received signal should be rewritten \( y_{m,n} e^{-2j\pi \tau_k / M} \) where \( \tau_k \) is the time shift.

In this paper, the signal is blindly equalized, which maximize its spectral efficiency since no pilot is used. Some techniques have been proposed in the literature for both single-carrier as in [16], [24], [25] and [15] and in multicarrier systems as OFDM/OQAM [10]–[12]. The basic idea behind the blind equalization is to iteratively update the equalizer coefficient \( F_{m,n} \) by using only few features of the signal. In the OFDM/OQAM modulation scheme, this iterative process is carried out on each subcarrier \( m \in [0, M-1] \), as described in Fig. 1-(b). The corresponding output of the equalizer can be expressed as

\[
a_{m,n} = \Re(F_{m,n} y_{m,n}).
\]

The optimal coefficient \( F_{m,n}^{opt} \) can be obtained on each subcarrier by solving the optimization problem defined as

\[
F_{m,n}^{opt} = \min_{F_{m,n}} J(a_{m,n}),
\]

where \( J \) is a given cost function that needs to be defined. In the rest of the paper, the minimization step in (7) is achieved by means of the usual stochastic gradient method as in [11], [24] and [15],
and which can be expressed as

$$F_{m,n+1} = F_{m,n} - \mu \phi(a_{m,n}), \quad (8)$$

where $\mu$ is the step-size parameter of the update algorithm, and

$$\phi(a_{m,n}) = \frac{\partial J(a_{m,n})}{\partial F^*_{m,n}}. \quad (9)$$

It should be noticed that $a_{m,n} = \Re(F_{m,n}y_{m,n})$ is not an holomorphic function. Therefore, the Wirtinger’s derivation [26] is used in (9) instead of the usual complex derivation. It has been demonstrated in [11] that the constant modulus algorithm (CMA) proposed by Godard in [24] is suitable to OFDM/OQAM. Furthermore, note that for the same reason, the modified CMA (MCMA) in [16] (also called multimodulus algorithm (MMA) in [14]) is exactly the same as CMA in the OFDM/OQAM modulation scheme. The cost function of CMA is written as

$$J(a_{m,n}) = E\{(|a_{m,n}|^2 - \gamma)^2\}, \quad (10)$$

where $\gamma$ is a real-valued constant that is defined hereafter $^1$. The update algorithm can be rewritten by substituting (10) into (8) as

$$F_{m,n+1} = F_{m,n} - 2\mu(|a_{m,n}|^2 - \gamma) \frac{\partial |a_{m,n}|^2}{\partial F^*_{m,n}}. \quad (11)$$

The modulus $|a_{m,n}|^2$ can be rewritten as

$$|a_{m,n}|^2 = \frac{1}{4}(F_{m,n}y_{m,n} + (F_{m,n}y_{m,n})^*)^2$$

$$= \frac{1}{4}(F_{m,n}y_{m,n})^2 + \frac{1}{4}((F_{m,n}y_{m,n})^*)^2$$

$$+ \frac{1}{2}F_{m,n}y_{m,n}(F_{m,n}y_{m,n})^*. \quad (12)$$

$^1$Note that the CMA can be written in a normalized manner, by factorizing by $\gamma$. 
Furthermore, the Wirtinger’s derivative leads to $\frac{\partial z}{\partial z^*} = \frac{\partial z^*}{\partial z} = 0$ for any $z \in \mathbb{C}$ (see Theorem 2.5 in [26]), then the substitution of (12) into (11) yields

$$F_{m,n+1} = F_{m,n} - 2\mu y_{m,n}^* a_{m,n} (|a_{m,n}|^2 - \gamma).$$

(13)

As indicated in [24], the optimal value of the constant $\gamma$ must be chosen as

$$\gamma = \frac{E\{|x|^4\}}{E\{|x|^2\}}.$$  

(14)

In the following, we propose two alternatives to CMA for blind equalization in OFDM/OQAM. Based on the results obtained for single-carrier modulation scheme in [15], we adapt the CNA to OFDM/OQAM systems in hereafter Section III.

III. ADAPTING THE CNA IN OFDM/OQAM

The basic idea behind the CNA is to use a $k$-norm, $k > 2$, instead of the modulus in the cost function of the equalizer (10). It has been proved in [15] that CNA achieves better performance than CMA for square constellations as 16-QAM, since CMA is adapted for constant modulus constellations. Furthermore, it has been shown in [15] that for each square constellation corresponds a given $k$-norm that maximizes the performance of the equalizer. However, the transmitted symbols in (1) are real, therefore the use of CNA in OFDM/OQAM requires some adaptations. Principally, the received signal in (1) must be redesigned and the symbols combined in order to highlight complex transmitted symbols. Since CNA is suitable for high order constellations, we consider throughout this section that the real OQAM symbols $x_{m,n}$ are randomly chosen among the set $\{-3, -1, 1, 3\}$, which corresponds to the real part of 16-QAM. The aims of this section are twofold: i) presenting the reshaping of the input signal $y_{m,n}$ in (1) in order to highlight complex-valued symbols $\tilde{x}_{m,n}$, and ii) proving that carrying out the CNA using the reshaped inputs $\tilde{x}_{m,n}$ lies to better performance than using CMA with real inputs $x_{m,n}$.
A. Rewriting the Received Signal with Complex Input Symbols

Since the transmitted symbols $x_{m,n}$ are real, the first step before applying the CNA consists of converting the received symbols into complex data. To achieve this, the following procedure is carried out:

1) Build $y^c_{m,n}$ defined as the sum of two consecutive received symbols $y_{m,n}$ and $y_{m,n+1}$ as

$$
y^c_{m,n} = jy_{m,n} + y_{m,n+1} = H_{m,n}jx_{m,n} + H_{m,n+1}x_{m,n+1} + jI_{m,n} + I_{m,n+1} + jw_{m,n} + w_{m,n+1}.
$$  \hspace{1cm} (15)

Note that $H_{m,n} = H_{m,n+1}$ in (15), which leads to further developments.

2) $y^c_{m,n}$ can be rewritten by substituting (1) into (15) as

$$
y^c_{m,n} = H_{m,n}(jx_{m,n}(1+< {g} >_{m,n}) + x_{m,n+1}(1-< {g} >_{m,n+1}) - \sum_{(p,q)\in\Omega, q\neq n+1} H_{p,q}x_{p,q} < {g} >_{p,q}^{m,n} - \sum_{(p,q)\in\Omega, q\neq n} H_{p,q}x_{p,q} < {g} >_{p,q}^{m,n+1} + jw_{m,n} + w_{m,n+1} \tag{16}$$

It must be emphasized that (16) holds since the channel is assumed to be static. The effect of channel variations on the accuracy of (16) will be investigated in Section IV. The symmetry property of weights $< {g} >_{p,q}^{m,n}$ given in (5) yields $< {g} >_{m,n}^{m,n+1} = - < {g} >_{m,n+1}^{m,n}$, and therefore we can define $\tilde{y}_{m,n}$ from $y^c_{m,n}$ in (16) as
\[ \tilde{y}_{m,n} = \frac{y_{m,n}}{1 + g_{m,n+1}} \]

\[ = H_{m,n} \left( j\tilde{x}_{m,n} + \tilde{x}_{m,n+1} \right) \]

\[ - I_{m,n} + I_{m,n+1} \]

\[ \frac{1}{1 + g_{m,n+1}} \]

\[ + \frac{j\tilde{w}_{m,n} + w_{m,n+1}}{1 + g_{m,n+1}}, \]

where \( \tilde{x}_{m,n} \) is a 16-QAM symbol.

It is worth noticing that the redesigned received signal in (17) is exactly equivalent to the transmission of complex 16-QAM symbols \( \tilde{x}_{m,n} \) over the channel \( H_{m,n} \), with additive interference \( I_{m,n} \) and non-white Gaussian noise \( \tilde{w}_{m,n} \). Therefore, the CNA can now be employed as blind equalizer whose input \( z_{m,n} \) is defined as

\[ z_{m,n} = j a_{m,n} + a_{m,n+1}, \]

where \( a_{m,n} \) and \( a_{m,n+1} \) are the outputs of the equalizer given by (6). The specific update algorithm for \( F_{m,n} \) is described in the hereafter Section III-B. The overall principle of the blind equalizer using CNA adapted to OFDM/OQAM is depicted in Fig. 2.

**B. Deriving CNA in OFDM/OQAM**

The cost function of the CNA can be formulated in a general expression as

\[ J(z_{m,n}) = \frac{1}{ab} ||z_{m,n}||^a - \gamma^b, \]

where \( ||.|| \) is a norm defined on \( \mathbb{C} \), and \( a \) and \( b \) are two parameters that give two degrees of freedom to the algorithm. In the following, it will be assumed that\(^2\) \( a = b = 2 \). Since \( x_{m,n} \) is taken from a 16-QAM constellation, the real positive constant \( \gamma \) should be rewritten as

\(^2\)This choice is motivated, once again, by the difficulty of setting a proper step-size \( \mu \) value when \( a \) and \( b \) increase.
Fig. 2. Proposed blind equalizer using CNA, adapted to OFDM/OQAM system.

\[ \gamma = \frac{E\{|x_{m,n}|^4\}}{E\{|x_{m,n}|^2\}} = 13.2. \]  

(20)

The \( k \)-norm family \( ||.|| \) considered in this paper can be formulated for any complex \( z \) on the plane \( \mathbb{C} \) as

\[ ||z||_k = \sqrt[k]{|\text{Re}\{z\}|^k + |\text{Im}\{z\}|^k}. \]  

(21)

Note that the CNA reduces to the CMA when \( k = 2 \). It has been demonstrated in [15] that the case \( k = 6 \) (denoted by CNA-6) is very suitable for 16-QAM constellation. According to this result, we hereafter employ the CNA-6 whose update algorithm can be adapted to OFDM/OQAM using (17) as

\[
F_{m,n+1} = F_{m,n} - \mu (||z_{m,n}||_6^2 - \gamma) \\
\times \frac{9\text{Re}\{z_{m,n}\}^5 + j9\text{Im}\{z_{m,n}\}^5}{||z_{m,n}||_6^{10}} \tilde{y}_{m,n}^*.
\]  

(22)

The steady-state performance of any constant norm-based equalizers can be characterized by the average distance \( E\{|l\} \) between the constellation symbols and the ball defined in (10) and (19) (see
Fig. 3. Balls of (a) CNA-2 (CMA) in (10) compared with \{-3, -1, 1, 3\}, and (b) CNA-6 in (22) compared 16-QAM.

C. Performance Analysis of CNA-6 Adapted to OFDM/OQAM

The proposed development leading to \( \tilde{y}_{m,n} \) in (17) induces some changes on the noise variance and on the energy of the interferences. Thus, the variance \( \tilde{\sigma}^2 \) of the noise \( \tilde{w}_{m,n} \) can be expressed as

\[
\tilde{\sigma}^2 = E\{|\tilde{w}_{m,n}|^2\} = \frac{2\sigma^2}{1 + <g>_{m,n+1}}.
\]   (23)

It should be emphasized that \( \tilde{\sigma}^2 \) in (23) depends on the chosen filter \( g \), and thus, the noise level could be either higher or lower than the original noise variance \( \sigma^2 \). In the considered case of PHYDYAS’s filter, the noise variance is reduced as \( \tilde{\sigma}^2 = 0.8172\sigma^2 \).

Fig. 4 depicts the probability density functions (PDFs) of the interferences \( \Im(I_{m,n}), \Re(I_{m,n}) \), and \( \Im(\tilde{I}_{m,n}) \) in (1) and (17), respectively. These have been obtained thanks to an histogram over
10000 simulation runs. One can observe that $\Im(I_{m,n})$ is purely real (by definition) with a variance $\sigma_I^2 = 5$, whereas $\tilde{I}_{m,n}$ is complex with a variance $\sigma_{\tilde{I}}^2 = 5.387$. Knowing that $x_{m,n} \in \{-3, -1, 1, 3\}$ whereas $\tilde{x}_{m,n}$ are 16-QAM symbols, we can conclude that the signal to interference ratios related to the CMA and the CNA-6 are such that

$$ \frac{E\{|x_{m,n}|^2\}}{\sigma_I^2} < \frac{E\{\tilde{x}_{m,n}|^2\}}{\sigma_{\tilde{I}}^2}. $$

We can deduce from (24) that the signal used for the CNA-6 should be less sensitive to interference than that used for the CMA, even if $\sigma_{\tilde{I}}^2 > \sigma_I^2$.

In addition to (24), the performances of the equalizers can be compared in terms of excess mean square error (EMSE), which assesses the noise of the equalizer in the steady-state. From [15], the EMSEs of CMA and CNA-6 denoted by $\Gamma_{CMA}$ and $\Gamma_{CNA6}$ can be approximated as in (25) and (26)
\[
\begin{align*}
\Gamma_{CNA6} & \approx \mu P_y \frac{E\{||z_{op}||_6^2 - \gamma^2(\text{Re}(z_{op})^{10} + \text{Im}(z_{op})^{10})/||z_{op}||_6^8\}}{E\{(4\gamma - 2)||z_{op}||_6^2(\text{Re}(z_{op})^{10} + \text{Im}(z_{op})^{10}) + 5||z_{op}||_6^6(||z_{op}||_6^2 - \gamma)(\text{Re}(z_{op})^4 + \text{Im}(z_{op})^4)\}/||z_{op}||_6^{16}\}} \tag{26}
\end{align*}
\]

\[
\Gamma_{CMA} \approx \mu P_y \frac{E\{|a_{op}|^{6 - 2\gamma}|a_{op}|^{4 + \gamma^2}|a_{op}|^{2}\}}{E\{|a_{op}|^2\} - 2\gamma}, \tag{25}
\]

where \(a_{op}\) and \(z_{op}\) are the perfectly equalized symbols (i.e. when \(F_{m}^{opt} H_m = 1\) is assumed) in (6) and (18), respectively, and \(P_y\) and \(P_{\tilde{y}}\) are the powers of the corresponding input signals \(y_{m,n}\) and \(\tilde{y}_{m,n}\), respectively.

It is worth noting that \(\Gamma_{CMA}\) in (25) and \(\Gamma_{CNA6}\) in (26) are linear functions of \(P_y\) and \(P_{\tilde{y}}\) respectively. Since these inputs powers are functions of the interferences, it is possible to compare the achieved \(\Gamma_{CMA}\) and \(\Gamma_{CNA6}\) values in function of the interference power, as depicted in Fig. 5. The step-size \(\mu\) value has been arbitrarily set equal to \(4.10^{-4}\) (in practice, the step-size parameter of CMA is larger than CNA's, as described in Section IV). Note that different \(\mu\) values would only lead to a change in the slope of the curves. It can be observed that \(\Gamma_{CNA6} < \Gamma_{CMA}\) for any interference power value. It reflects the fact that the CNA-6 with the proposed solution described in Fig. 2 achieved better performance than CMA using the real OQAM symbols as in [11]. This theoretical performance results will be confirmed through simulations in Section IV.

Beyond the application of the blind equalizer using CNA-6 in OFDM/OQAM, the reshape of complex symbols as described in Fig. 2 opens new perspectives for blind equalization in filter bank-based modulations, as specific cost functions (not limited to the real field) can now be used and investigated.

\textbf{D. Proposed Initialization Strategy}

Since the proposed blind equalizer avoids the convergence of the coefficients \(F_{m,n}\) toward local minima, it is not mandatory to choose a very low initialization value \(F_{m,0}\) as proposed in [11],
This solution may especially appear not adapted for channels with deep fading as the optimal coefficients $|F_{m,n}^{opt}|$ have high values, which should lead to a long convergence time. It has been demonstrated in [28] that a sub-optimal initialization value (in the mean square error sense) can be assessed in order to take into account the channel value for each frequency position $m$. To achieve this, the coefficients can be defined for $n = 0$ and for any $m \in \{0, 1, .., M - 1\}$ as

$$F_{m,0}^{s-opt} = \sqrt{\frac{E\{x_{m,0}^2\}}{|y_{m,0}|^2 + \alpha}},$$

where $\alpha$ is a real constant that avoids the divergence of $F_{m,0}$ when $y_{m,0}$ is very close to zero. In practice, $\alpha$ is chosen such that $\alpha << 1$.

The sub-optimal nature of the initialization $F_{m,0}^{s-opt}$ is shown hereafter, and compared with the
solution $|F_{m,0}| << 1$ proposed in [11], [12]. The mean error between the square moduli of the inverse of $F_{m,0}^{s-opt}$ and $H_{m,0}$ is defined as

$$
\epsilon_F = E \left\{ \frac{1}{|F_{m,0}^{s-opt}|^2} - |H_{m,0}|^2 \right\}.
$$

(28)

Note that the noise samples $w_{m,0}$ have a variance $\sigma^2$, and are uncorrelated with $x_{m,0}$, $H_{m,0}$, and $I_{m,0}$. Therefore, the mean error $\epsilon_F$ in (28) can be rewritten by substituting (1) into (27) and (28) as

$$
\epsilon_F = E \left\{ \frac{|y_{m,0}|^2 + \alpha}{E\{x_{m,0}^2\}} - |H_{m,0}|^2 \right\} = E \left\{ \frac{|x_{m,0}H_{m,0} + I_{m,0} + w_{m,0}|^2 + \alpha}{E\{x_{m,0}^2\}} - |H_{m,0}|^2 \right\}
$$

$$
= \frac{\sigma^2}{E\{x_{m,0}^2\}} + \sigma^2 + \alpha
$$

(29)

since $\Re(x_{m,0}) = x_{m,0}$ is a real zero-mean variable, which is independent of $H_{m,0}$ and $I_{m,0}$. Thus, a qualitative comparison with the solution $|F_{m,0}| << 1$ can be made. In fact, it should be noticed that $\epsilon_F >> 1$ if $|F_{m,0}| << 1$ is substituted in (28) instead of $F_{m,0}^{s-opt}$, whereas the error $\epsilon_F$ using the proposed initialization in (29) is inversely proportional to the symbol power to noise power ratio. Therefore, we conclude that the sub-optimal $F_{m,0}^{s-opt}$ solution in (27) should achieve better performance than $|F_{m,0}| << 1$. This behavior will be numerically verified in Section IV. Furthermore, the computation of $F_{m,0}^{s-opt}$ in (27) requires one multiplication for $|y_{m,0}|^2$, one addition, and one division. The value of $E\{x_{m,0}^2\}$ only depends on the constellation size, and therefore it can be computed off-line.

IV. SIMULATIONS RESULTS

In this section, simulations results show the performance of the different blind equalization methods proposed in this paper.
A. Simulations Parameters

Since we compare the solution proposed in Sections III with the CMA in [11] and [12], the same simulation parameters described in [11] are considered. The path gains of the constant multipath channel are \( h = [1, -0.2, 0.3, 0.2, 0.1, 0.2, 0.35, -0.2] \), and the phase of the channel is uniformly chosen in \([-\pi/2, \pi/2]\). Each transmitted OFDM/OQAM symbol is composed of \( M = 128 \) subcarriers of 15 kHz width. The system operates at a carrier frequency of 400 MHz. According to [11] the constant initialization is set equal to \( F_{m,0} = 0.01 \) for any \( m \in \{0, 1, \ldots, M-1\} \). In order to avoid the divergence of the algorithm when the proposed initialization \( F_{m,0}^{\text{opt}} \) is used, we take \( \alpha = 0.01 \). Furthermore, a 16-QAM constellation is used, i.e. OQAM symbols are randomly chosen among \( \{-3, -1, 1, 3\} \), and the CMA in (13) is carried out with \( p = 2 \) and \( \mu = 0.0033 \). This configuration is also used to test the equalizer using the CNA-6 in OFDM/OQAM.

The performance of the different blind equalizers is assessed by using the mean square error MSE defined as

\[
\text{MSE} = E\{(|a_{m,n}| - |x_{m,n}|)^2\}. \quad (30)
\]

The achieved MSEs of the blind equalizers are also compared with that of the data-aided estimation using interference approximation method (IAM) proposed in [4]. The preamble of IAM is designed as follows: for any pilot \( x_{m,n} = \pm P \), then the symbols at positions \( n-1 \) and \( n+1 \) are zero, and \( x_{m-1,n} = -x_{m+1,n} \). Therefore the transmultiplexer gain described in (5) yields a received pilot with an energy larger than \( |P|^2 \). This property makes IAM one of the most robust channel estimator in OFDM/OQAM, and we denote by \( \hat{H}_{m,n}^{IAM} \) the estimated channel coefficients. The channel is then inverted with the zero-forcing (ZF) equalizer such as \( F_{m,n}^{IAM} = 1/\hat{H}_{m,n}^{IAM} \). Note that the energy of the pilot is the same as the transmitted symbols, i.e. \( |P|^2 = 5 \). It must be emphasized that the results presented for the estimator using IAM are only indicative. In fact, a fair comparison would induce to test different channel estimation methods (IAM-R [6], MMSE [20]), pilot energy, or equalizers [8]. A more exhaustive comparison with pilot-aided methods is out of the scope of this paper, but
numerous estimation and equalization techniques can be found [6], [8], [20].

B. Performance of CNA-6 in OFDM/OQAM

First series of simulations have been performed to analyze the performance of blind equalization using CNA-6 in OFDM/OQAM. Fig. 6 shows the trajectories of the CMA and the CNA-6 versus the OFDM/OQAM symbols, for a signal-to-noise ratio (SNR) of 30 dB. Two initialization values $F_{m,0} = 0.01$ and $F_{m,0}^{s-opt}$ have been tested. Furthermore, the achieved MSE of IAM is given as reference. It can be seen that the steady-state performance of CNA-6 has 1 dB gain compared with the MSE floor using CMA. This result is consistent with the analysis undertaken in Section III-C. However, the CNA-6 using $F_{m,0} = 0.01$ requires at least 1000 OFDM/OQAM symbols more than CMA to achieve a given MSE value. This loss is reduced by half when the algorithms are initialized with $F_{m,0}^{s-opt}$. This delay in the convergence is due to the intrinsic phase adjustment when using CNA-6. The basic idea behind this phenomenon can be described by using the balls of the equalizers in Fig. 3. In fact, it can be observed in Fig. 3-(a) that CMA is phase-independent since the balls of CMA is a circle. However, the optimal equalizer coefficient value depends on the phase of $F_{m,n}$ (see Fig. 3-(b)), therefore the phase adjustment slows down the convergence of CNA-6. This phenomenon has been described in detail in [15]. It is also worth noticing that the use of the sub-optimal $F_{m,0}^{s-opt}$ value allows the algorithm to gain 2000 iterations compared with $F_{m,0} = 0.01$ for both CMA and CNA-6. Finally, Fig. 6 highlights that a gain of 1 dB and 2 dB is achieved by CMA and CNA-6 respectively compared with IAM. This shows the capability of the blind equalization to outperform data-aided techniques.

Fig. 7 depicts the MSE-floor values of CMA, CNA-6, and IAM when the steady-state is reached (at the 3000-th iteration) versus SNR. It can be observed that the blind equalizers achieved an MSE gain (up to 12 dB at SNR=5 dB) compared with IAM for SNR values <30 dB. This reflects the fact that the updated coefficients $F_{m,n}$ in (13) or (22) are less disturbed in noisy conditions than the ZF coefficient $F_{m,n}^{IAM}$ using IAM. However, it is worth noticing that these results are obtained after 3000 iterations, whereas no convergence delay is required for data-aided methods (see Fig. 6 for instance).
Fig. 6. MSE performance versus OFDM/OQAM symbols. Comparison between CNA-6, CNA-2 (CMA) using $F_m,0 = 0.01$ and $F_{m,0}^{s-opt}$, and pilot-aided method (IAM).

Furthermore, the MSE value of the IAM also depends on the pilot energy $|P|^2$. Otherwise, it can be also observed that CNA-6 achieves better performance than CMA for SNR $>20$ dB.

Fig. 8 presents the results of simulations undertaken to compare the convergence speed of CMA and CNA-6 for a given steady-state performance. Thus, the $\mu$ values have been tuned so that the MSE floor values of both equalizers reach the same value at -16.5 dB. It can be observed that CNA-6 converges faster than CMA, e.g. a gain of 1200 iterations is achieved using CNA-6 at MSE=-13.5 dB (which corresponds to the MSE of estimation using IAM) compared with CMA. We conclude from Figs. 6 and 8 that, for a given convergence rate (i.e. for the same $\mu$ value) the CNA-6 achieves lower MSE than CMA, and for a given steady-state the CNA-6 converges faster than CMA.
As indicated in Section II, the blind receiver may suffer from synchronization mismatch. The effect of such a time synchronization mismatch on the performance of CMA and CNA-6 is depicted in Fig. 9. The time shift between the transmitter and the receiver is given as a percentage of the prototype filter length $L_f$. The performance of the system using IAM is shown as well, but it is only indicative. It can be observed that time synchronization mismatches of 1%, 3%, and 5% induce MSE losses of 11, 13, and 16.5 dB, respectively, compared with the results given in Fig. 6. Such a MSE loss is due to the interferences induced by the synchronization mismatch. Furthermore, additional simulations revealed that a time shift larger than 5% leads to instability, i.e. the blind equalizer diverges. These results show that both CMA and CNA-6 require a very accurate synchronization process in order to work at their best performance.
Fig. 8. MSE performance versus OFDM/OQAM symbols. Comparison between CNA-6, CNA-2 (CMA), and pilot-aided method.

Fig. 10 shows the MSE performance of CNA-6, CNA-2 (CMA) versus OFDM/OQAM symbols for three receiver speeds: (a) 1 km/h, (b) 3 km/h, and (c) 10 km/h. Two different initialization strategies have been considered: i) using $F_{m,0}^{s-opt}$, and ii) using a preamble such that $F_{m,0} = 1/\hat{H}_{m,n}^{IAM}$ (referred to "pilot init." on the figures). It can be observed that the equalizers performances tend to the MSE level whatever the initialization is (for 1 km/h, this limit is outside the OFDM/OQAM symbols range). However, the MSE starts at 4 dB where $F_{m,0}^{s-opt}$ is used, whereas it starts at -8.5 dB when $F_{m,0} = 1/\hat{H}_{m,n}^{IAM}$ is used. Thus, it can be noted that the CMA and CNA-6 equalizer using $F_{m,0} = 1/\hat{H}_{m,n}^{IAM}$ outperforms those using $F_{m,0}^{s-opt}$ from 0 to 5000 iterations and from 0 to 2500 iteration for 3 km/h and 10 km/h respectively. Furthermore, it can be also noted in (a) and (b) that
Fig. 9. MSE performance of CNA-6, CNA-2 (CMA), and pilot-aided method versus OFDM/OQAM symbols in presence of time synchronization mismatch. The synchronization mismatch is given as a percentage of $L_f = \{1\%, 2\%, 5\\}$. CMA achieves 0.5 MSE gain compared with CNA-6 where the steady state is reached the steady-state. This is mainly due to the approximation in (16), which does not hold anymore when time selectivity of the channel increases.

C. Discussion

The practical use of blind equalizers such as CMA and CNA-6 is discussed in this section. We deduce from Figs. 6 and 8 that, even if the use of $F_{m,0}^{opt}$ and CNA-6 reduces the convergence delay, blind equalizers still require more than 1000 OFDM/OQAM symbols to converge. As a consequence, the use of these methods requires is limited by the length of the signal packets. Thus, broadcast applications could be a possible context to operate blind receivers. Note that the reuse of the received
Fig. 10. MSE performance of CNA-6, CNA-2 (CMA) versus OFDM/OQAM symbols using the initialization $F_{m,0}^{s\rightarrow opt}$ compared with the initialization using a preamble, for three receiver speeds: (a) 1 km/h, (b) 3 km/h, and (c) 10 km/h.
symbols as input of the equalizers seems to be a good solution to further reduce the convergence delay [29].

It has been shown in Fig. 9 that the blind equalizers are very sensitive to time synchronization mismatch. Therefore, an accurate synchronization process is required. A usual solution is to undertake this task thanks to a preamble [22]. Furthermore, this preamble could be used for channel estimation. Fig. 10 revealed that an initialization of the blind equalizers thanks to an accurate estimate of the channel allows to hold lower MSE values much more longer than when using $f_{m,0}^{s-opt}$ in slowly time-varying environments. Thus, instead of using full-blind equalizers as in Figs. 6 and 8, one can deduce from Figs. 9 and 10 that the use of regular preamble (e.g. at the beginning of each frame) could tackle the issue of synchronization mismatch, as well as allowing blind equalizers to operate in weakly time-selective channels.

V. CONCLUSION

In this paper, we have presented an adaptation of the CNA blind equalizer for OFDM/OQAM modulation. In Section III, the CNA, which can be seen as a generalized CMA, has been developed. To be effective, the CNA requires a signal using a complex constellation. Therefore, it has been proposed to reshape the "real" received OQAM symbols to obtain "complex" 16-QAM symbols. The performance of the proposed method has been analyzed, and it has been proved that, despite the increase of the interference level due to the reshape, the CNA applied to the new signal achieves better performance than the CMA applied to the OFDM/OQAM signal. Furthermore, the principle of changing the shape of the received signal opens new perspectives for the blind equalization in the FBMC-based modulations, as specific cost functions (not limited to the real field) can now be investigated. In addition, a sub-optimal initialization strategy, in the sense of the mean square error, has been presented. Numerical results revealed that the CNA and the proposed initialization method allows to reduce by 2000 the number of iterations of the blind equalizer. Moreover, the performances of CMA and CNA-6 have been studied in conditions where the receiver is not well-synchronized with the transmitter and the channel is time-varying. Results have shown that this degrades the performance.
In order to overcome these deteriorations, a relevant solution consists of using preamble, from which the synchronization and accurate initialization can be obtained.

**APPENDIX**

**A. Obtaining the Average Distances $E\{l_6\}$ and $E\{l_2\}$**

The ball corresponding to the CMA is generated by $|a_{m,n}|^2 - \gamma = 0$, i.e. it is a circle of radius $\sqrt{\gamma} = \sqrt{8.2}$. Since $P(x_{m,n} = \pm 1) = P(x_{m,n} = \pm 3) = 0.5$, the average distance $E\{l_2\}$ can be expressed as

$$E\{l_2\} = P(x_{m,n} = \pm 1)(\sqrt{\gamma} - 1) + P(x_{m,n} = \pm 3)(3 - \sqrt{\gamma})$$

$$= 1$$

The ball corresponding to the CNA-6 is defined by $||z_{m,n}||_6^2 - \gamma = 0$, and it is depicted in Fig. 3-(b). The radius of this ball along the $X$ axis is $\sqrt{\gamma} = \sqrt{13.2}$, while its radius along the axis $y = x$ is given by $\sqrt{\frac{2\gamma}{2^2\pi}}$. Since $P(x_{m,n} = \pm 1 \pm j) = P(x_{m,n} = \pm 3 \pm 3j) = P(x_{m,n} = \pm 1 \pm 3j) = P(x_{m,n} = \pm 3 \pm j) = 0.25$, the average distance $E\{l_6\}$ can be expressed as

$$E\{l_6\} = P(x_{m,n} = \pm 1 \pm j)(\sqrt{\gamma} - 1)$$

$$+ P(x_{m,n} = \pm 3 \pm 3j)(\sqrt{18} - \frac{\sqrt{2\gamma}}{2^{\frac{3}{2}}})$$

$$+ P(x_{m,n} = \pm 1 \pm 3j)(\sqrt{\gamma} - 3)$$

$$+ P(x_{m,n} = \pm 3 \pm j)(\sqrt{\gamma} - 3)$$

$$= 1.0586$$
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