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A frequency-domain approach for direct parametric analysis

of limit points of nonlinear dynamical systems is presented

in this paper. Instead of computing responses curves for sev-

eral values of a given system parameter, the direct tracking

of limit points is performed. The whole numerical procedure

is based on the Harmonic Balance Method and can be de-

composed in three distinct steps. Firstly, a response curve is

calculated by HBM combined with a continuation technique

until a limit point is detected . Then this starting limit point

is used to initialize the direct tracking of limit points which is

based on the combination of a so-called extended system and

a continuation technique. With only one computation, a com-

plete branch of limit points is obtained, which provides the

stability boundary with respect to system parameters such as

nonlinearity or excitation level. Several numerical examples

demonstrate the capabilities and the performance of the pro-

posed method.

1 INTRODUCTION

Generally speaking, the rotating systems utilized in the

energy production have a small rotor-stator gap, are able

to run during long periods, and are mounted on hydrody-

namic bearings. Rotor-stator interactions in case of blade

loss, crack propagation due to fatigue, and a variable stiff-

∗Address all correspondence for other issues to this author.

ness due to the nonlinear restoring forces of the bearings can

make the rotordynamics nonlinear and the responses compli-

cated: significant amplitude and frequency shifts are intro-

duced, sub- and super-harmonics appear, and hysteresis oc-

cur. It is of great importance to understand, predict and con-

trol this complicated dynamics. For low cost, repeatability,

and operability reasons, this is commonly achieved by means

of numerical simulation. The literature comprises a lot of nu-

merical investigations for various nonlinear properties, such

as rotor-stator contact [1] [2], crack breathing [3] [4], hydro-

dynamic bearings [5] [6], on-board rotor mounted on hydro-

dynamic bearings [7], etc.

In order to compute solutions to such problems, time in-

tegration methods are commonly used. However, for steady-

state periodic solutions, specific methods such as the shoot-

ing method [8] or the frequency-domain Harmonic Balance

Method (HBM) [9] [10] are preferred owing to their higher

computational efficiency. Determining the local stability

of a periodic solution is particularly interesting in an engi-

neering context since only stable solutions are experimen-

tally encountered [11]. Moreover, a change in the stabil-

ity can lead to significant, qualitative, and possibly dramatic

changes in the system response. Bifurcations that indicate

regime changes are largely studied [12] [13]. Efforts have

been previously made by researchers for accurate detection

of bifurcation points which include fold bifurcations (limit

points) and branch point bifurcations. Since the Jacobian
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matrix becomes singular at these points, most of the pro-

posed methods use this characteristic as additional constraint

in so-called augmented systems defining bifurcation points

[14] [15] [16].

At the design stage, a particular attention must be paid

to the influence of parameters. A parametric analysis is often

performed in order to find the best parameters that meet op-

erating requirements and lead to optimal run. For instance,

choosing appropriate parameters can avoid dangerous reso-

nance phenomena by moving the resonance frequencies out

of the operating frequency range or by decreasing the res-

onance amplitudes to acceptable levels. In vibration analy-

sis, the resonance levels and frequencies are of primary in-

terest in forced response investigations. Many works aim at

finding the peak amplitudes in nonlinear dynamical systems.

Petrov [17, 18] applies the HBM to compute the worst vi-

bration cases of bladed disks with friction contact interfaces.

In [19], Liao combines the shooting method and Floquet the-

ory along with a Global Search algorithm to determine the

resonant peak of nonlinear systems.

When stability is the main design criteria, such a para-

metric analysis is commonly achieved by computing a sta-

bility chart which contains the various stability boundaries

of the system with respect to a bifurcation parameter. A very

simple way to do that consists in computing the response

curve of the system for several values of the chosen bifurca-

tion parameter, then detecting the bifurcation points on these

curves and, finally, gathering these bifurcation points to form

the stability boundaries. However, this method is very con-

suming since it requires the computation of a lot of informa-

tion among which only the limit points are of interest.

This paper presents an approach for direct parametric

analysis of limit points of nonlinear dynamical systems. In-

stead of computing responses curves for several values of a

given system parameter, the direct tracking of limit points

is performed. Similar approaches can be found in the liter-

ature for quasi-static problems [20]. They are used here in

the context of nonlinear dynamical systems and adapted for

use with the HBM. The whole numerical procedure is based

on the HBM and can be decomposed in three distinct steps.

Firstly, a response curve is calculated by HBM combined

with a continuation technique (Section 2) until a limit point is

found by Floquet theory (Section 3). Then this starting limit

point is used to initialize the direct following of the branch

of limit points when a system parameter is varied (Section

4). Several numerical examples are addressed in Section 5

to demonstrate the capabilities and the performance of the

proposed method. Finally, conclusions are drawn in the last

section.

2 EQUILIBRIUM PATH

The equation of motion in the time domain for the non-

linear forced response of a rotating structure takes the form

Mẍ(t)+C(ω)ẋ(t)+K(ω)x(t)+ fnl(x, ẋ) = p(ω, t) (1)

where x(t) is a vector of displacements for all n degrees of

freedom (DOFs), M stands for the generalized n× n mass

matrix, C(ω) includes the damping matrix and matrices re-

lated to rotation effects which depend on ω such as gyro-

scopic or Coriolis effects, etc, and K(ω) comprises the stiff-

ness matrix and centrifugal effects when it relates to a model

with 3-D finite elements, fnl stands for the nonlinear forces,

p(ω, t) is a vector of external excitation forces which, in our

case, is periodic (unbalance force for rotating machines), and

ω is the excitation frequency.

The HBM is utilized for its higher computational effi-

ciency compared to classical time domain methods. It is

based on the assumption that a periodic excitation leads to

a periodic response. The displacements, nonlinear forces

and external forces are therefore represented by Fourier se-

ries truncated at order N

x(t) = X0 +
N

∑
k=0

Xk
c cos(kωt)+Xk

s sin(kωt) (2)

fnl(t) = F0 +
N

∑
k=0

Fk
c cos(kωt)+Fk

s sin(kωt) (3)

p(t) = P0 +
N

∑
k=0

Pk
c cos(kωt)+Pk

s sin(kωt) (4)

and Fourier coefficients are gathered into vectors of size M =
n(2N + 1)

X = [X0,X1
c ,X

1
s , . . . ,X

N
c ,X

N
s ]

T

Fnl = [F0,F1
c ,F

1
s , . . . ,F

N
c ,F

N
s ]

T

P = [P0,P1
c ,P

1
s , . . . ,P

N
c ,P

N
s ]

T

(5)

By substituting Eqs. (2)-(4) into (1) then applying a Galerkin

procedure, the nonlinear differential Equation (1) is trans-

formed into a nonlinear algebraic equation system of size M

in which the time dependency has been removed

R(X,ω,λ) = Z(ω)X+Fnl(X,λF)−P(λp) = 0 (6)

where

Z = diag(K,Z1, ..Z j , ..ZN) (7)

Zk =

[

K(ω)− j2ω2M ωC(ω)
−ωC(ω) K(ω)− j2ω2M

]

(8)

λF and λp are parameters of nonlinear and excitation forces

that can be varied later for parametric analysis. Equation (6)

represents the equilibrium residual in the frequency domain.

It is solved with a Newton-Raphson’s method which consists

in correcting iteratively an initial solution X0

Xk+1 = Xk + δX (9)
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where the correction δX is given by the linearized equation

at iteration k

JkδX =−Rk (10)

where

J(X,ω,λ) =
∂R

∂X
= Z(ω)+

∂Fnl

∂X
(11)

is the Jacobian matrix, and the superscript k indicates evalua-

tion at iteration k, i.e. Rk =R(Xk) is the equilibrium residual

at iteration k.

The Fourier coefficients of the nonlinear forces Fnl and

their derivative
∂Fnl

∂X
involved in the Newton-Raphson iter-

ations are obtained by Alternating Frequency-Time (AFT)

method [21]. The AFT scheme uses fast direct and inverse

Fourier transforms to compute the nonlinear forces in the

time domain and then switch back to the frequency domain

for the reason that nonlinear forces are usually much easier

to evaluate in the time domain than in the frequency domain.

Once the Fourier coefficients X are obtained, the time solu-

tion can be computed with Eq. (2) and provides one point of

the frequency-response curve. This curve plots the maximum

amplitude of the periodic displacement x(t) with respect to

the frequency ω. It is also referred to as the equilibrium path

or solution branch in the following.

Nonlinear systems often have several possible responses

for a given excitation frequency ω. The pseudo-arc

length continuation method [22] combined with the above-

mentioned algorithm permits following the solution branch

beyond limit points in order to obtain both stable and un-

stable parts of the response curve. Firstly a prediction step

is performed in the direction tangent to the solution curve.

Then, corrections are applied iteratively in the orthogonal di-

rection until the residual Rk becomes smaller than a user-

defined accuracy. As a consequence, ω becomes a new un-

known and the corrections δX and δω are given by the M+1

linear system

[

Jk ∂Rk

∂ω
∆XT ∆ω

]

{

δX

δω

}

=

{

−Rk

0

}

(12)

where [∆X ∆ω] stands for the unitary tangent vector and the

last equation is thus a scalar constraint enforcing the orthog-

onality of the corrections. The derivative of R with respect

to ω is immediate from Eq. (6)

∂R

∂ω
=

∂Z

∂ω
X (13)

A solution (X,ω) is usually obtained in a few iterations. It

then serves as a starting point for the next continuation step.

3 STABILITY ANALYSIS AND LOCALIZATION OF

LIMIT POINTS

Floquet theory is the most widely used method for eval-

uating the stability of periodic solutions. It can be applied

either in the frequency domain through Hill’s method [10]

or in the time domain through the computation of the so-

called monodromy matrix [13]. The latter is used here and

the monodromy matrix is computed with the Newmark time

integration scheme, since it has been shown to be the best

compromise between computational time and accuracy [23].

It consists in integrating over one period of motion τ = 2π/ω
the linear differential system

Mz̈(t)+ (C+
∂fnl

∂ẋ
)ż(t)+ (K+

∂fnl

∂x
)z(t) = 0 (14)

with initial conditions z(0) = [In 0n], ż(0) = [0n In] and z̈(0)
obtained by replacing z(0) and ż(0) in Eq. (14). In and 0n

stand here for the identity and the null matrices of size n×n.

The monodromy matrix M is then given by

M=

[

z(τ)
ż(τ)

]

(15)

Using 256 or more time steps ti over the integration period

usually provides satisfactory accuracy of the results. Given

a periodic solution (X,ω) in the frequency domain, obtained

as described in previous section, the displacements are eval-

uated at these time steps with Eq. (2) along with the deriva-

tives of fnl involved in (14).

The eigenvalues Λ of the monodromy matrix, also

known as the Floquet multipliers, provide information on the

stability of the periodic solution. If all the multipliers are

inside the unit circle in the complex plane (Re(Λ), Im(Λ)),
the corresponding solution is asymptotically stable. When a

multiplier crosses the unit circle, there is a local bifurcation

on the equilibrium path with a loss of stability. Depending on

the way the multiplier crosses the unit circle permits the char-

acterization of the type of bifurcation [13]: when one multi-

plier goes out of the unit circle through the positive real axis,

there is a limit point (LP), also called fold bifurcation, or a

branch point (BP) bifurcation; if a multiplier crosses the cir-

cle through the negative real axis, there is a period-doubling

bifurcation; when a pair of complex conjugate multipliers

leave the circle, there is a Neimark-Sacker (NS), also called

generalized Hopf bifurcation, which indicates the transition

from periodic to quasi-periodic solutions.

If only limit points are of interest, an efficient alterna-

tive to the computation of the monodromy matrix consists in

monitoring the component ∆ω of the predictor tangent vec-

tor. More precisely, a limit point is indicated by a change of

sign of ∆ω between two consecutive points on the equilib-

rium path, and the point (X0,ω0) with the smallest absolute

value of ∆ω is used as a starting point for the precise local-

ization of the limit point.

To locate limit points precisely, a constraint equation

3
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characterizing the singularity of J

Jφ = 0 (16)

with φ the eigenvector associated to the null eigenvalue of J,

is added to the equilibrium equation (6) in order to restrict

the equilibrium path to singular points only [14], leading to

the so-called extended system at iteration k







Jk 0 ∂Rk

∂ω
∂(Jφ)k

∂X
Jk ∂(Jφ)k

∂ω

0T 2φkT 0













δX

δφ
δω







=−







Rk

Jkφk

‖φk‖2 − 1







(17)

The last normalization equation ensures a unique non trivial

solution. A starting value for the eigenvector φ is obtained

by performing an eigenvalue decomposition of the jacobian

J(X0,ω0) and selecting the eigenvector corresponding to the

eigenvalue with the smallest absolute magnitude. The higher

order derivatives involved in the linearization of Eq. (16) are

conveniently computed in the frequency domain by means of

finite differences [15]

∂(Jφ)

∂X
≃

1

ε
[J(X+ εφ,ω)− J(X,ω)] (18)

∂(Jφ)

∂ω
≃

1

ε
[J(X,ω+ ε)− J(X,ω)]φ (19)

Since φ is constant and does not depend on ω for a fixed con-

figuration, and since only Z(ω) depends on ω in Eq. (11), the

derivative with respect to ω can be advantageously computed

by

∂(Jφ)

∂ω
=

∂J

∂ω
φ =

∂Z

∂ω
φ (20)

The augmented system (17) is not singular, so it can be

sent to a direct linear solver. However, when using many har-

monics or for a large system with many degrees of freedom,

this method becomes prohibitive. A block elimination algo-

rithm [24] is then preferred. Doing so, J becomes the only

matrix involved in the solving process. However, this matrix

becomes singular when approaching to the limit points. It

is thus very ill-conditioned during the last iterations of the

Newton-Raphson procedure. To overcome this problem, a

penalty term is added to matrix J in order to eliminate the

singularity [25]

Ĵk = Jk + seie
T
i (21)

and the first term Rk of the r.h.s. of (17) is replaced by

Rk + sei(e
T
i X), where ei is a unit vector with i-th compo-

nent equal to 1, i is the index of the largest real component

of the eigenvector φ and s is a constant chosen equal to the

mean value of diag(J). The first equation of (17) is then de-

composed in three linear systems with the same matrix Ĵ and

an extra variable β1 is introduced

Ĵka1 =−Rk (22)

Ĵka2 =−
∂Rk

∂ω
(23)

Ĵka3 = sei (24)

β1 = eT
i δX (25)

δX is then given by

δX = a1 + a2δω+ a3β1 (26)

Replacing Eq. (26) in the second equation of (17) yields

Ĵkb1 =−
∂(Jφ)k

∂X
a1 − Jkφk (27)

Ĵkb2 =−
∂(Jφ)k

∂X
a2 −

∂(Jφ)k

∂ω
(28)

Ĵkb3 =−
∂(Jφ)k

∂X
a3 (29)

and δφ is given by

δφ = b1 +b2δω+b3β1 + a3β2 (30)

where

β2 = eT
i δφ (31)

Finally, replacing Eqs. (26) and (30) in the third equation of

(17) and in Eqs. (25) and (31) gives the 3× 3 linear system





2φkT b2 2φkT b3 2φkT a3

eT
i a2 eT

i a3 − 1 0

eT
i b2 eT

i b3 eT
i a3 − 1











δω
β1

β2







=







1−‖φk‖2 − 2φkT b1

−eT
i a1

−eT
i b1







(32)

This system provides δω, β1, β2 from which δX and δφ can

be computed with Eqs. (26) and (30).

The six linear systems (22)-(24) and (27)-(29) are solved

with a factor-solve method using the LU-decomposition of Ĵ

followed by six forward/back substitutions of size M instead

of one direct solving of size 2M + 1. This method makes

it possible to exploit the sparsity of J originating from finite

difference or finite element discretization, and reduces the ef-

fort of implementation by reusing standard Newton-Raphson

routines corresponding to Eq. (10).

4 PARAMETRIC CONTINUATION OF LIMIT

POINTS

The stability boundary of the system can be obtained

by collecting the bifurcation points when a system parame-

ter λ (either λF , or λp) is varied. To this end, the simplest
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approach consists in computing the response curve sequen-

tially for each value of the system parameter λ and to detect

the limit points with the algorithms presented in Sections 2

and 3. A much more efficient procedure consists in com-

puting the response curve for a given value of λ, to detect a

starting limit point on this curve, then to directly follow the

branch of limit points when λ is varied, without computing

the other response curves. This procedure is described below

in the case of limit points.

Once a starting limit point (X0,ω0,φ0) is precisely de-

tected along the response curve corresponding to λ = λ0, its

variation with respect to λ is directly followed with a con-

tinuation method similar to that described in Section 2. In

order to do this, λ is considered as a new unknown and an

arc-length equation is added to the augmented system (17).

The predictor step calculates an approximated solution along

the tangent unitary vector [∆X ∆ω ∆λ], then the corrector step

applies Newton-Raphson corrections in the orthogonal direc-

tion. This results in adding to system (17) one row corre-

sponding to the orthogonality condition and one column cor-

responding to the new unknown λ. The following extended

system for iteration k of Newton-Raphson corrections is thus

obtained











Jk 0 ∂Rk

∂ω
∂Rk

∂λ
∂(Jφ)k

∂X
Jk ∂(Jφ)k

∂ω
∂(Jφ)k

∂λ

0 2φkT 0 0

∆XT 0 ∆ω ∆λ

























δX

δφ
δω
δλ















=−















Rk

Jkφk

‖φk‖2 − 1

0















(33)

where the new derivatives can be calculated analytically

∂ R

∂λ
=

∂FNL

∂λ
−

∂P

∂λ

∂(Jφ)

∂λ
=

∂2FNL

∂X∂λ
φ (34)

or by finite differences as in (19), and (X0,ω0,φ0,λ0) are

used as initial conditions. The block elimination algorithm

detailed in Section 3 can be used to reduce the computational

cost. This time, it requires the LU-decomposition of Ĵ fol-

lowed by eight forward/back substitutions of size M instead

of one direct solving of the 2M + 2 system (33). In terms

of computational cost, a step of LP continuation is roughly

equivalent to the precise detection of a LP (Section 3) and,

for large systems, it is barely more costly than the simple

continuation of the response curve (Section 2) since in this

case almost all the CPU time is devoted to the decomposi-

tion of Ĵ.

5 NUMERICAL RESULTS

Numerical simulations are presented in this section in

order to demonstrate the validity and the effectiveness of the

proposed approach.

5.1 Duffing oscillator

The Duffing oscillator is a single-degree of freedom sys-

tem with a nonlinear restoring force proportional to the cube
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Fig. 1. Frequency response of the Duffing system for α = 0.02.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0  1  2  3  4  5

A
m

pl
itu

de

Excitation frequency ω / ω0

Stable
Unstable

Limit point
Branch point

 0.45

 0.475

 0.5

 0.51  0.52  0.53

Fig. 2. Frequency response of the Duffing system for α = 10.

of the displacement. The system is described by the differ-

ential equation

ẍ(t)+ 2ζẋ(t)+ω2
0x(t)+αx(t)3 = p0cos(ωt) (35)

where α is the nonlinearity coefficient, and p0 is the excita-

tion amplitude.

Using the HBM continuation with the excitation fre-

quency as the continuation parameter, the frequency re-

sponse computed with 2ζ = 0.1, ω0 = 1, p0 = 0.5, α = 0.02

and N = 3 harmonics is shown in Fig.1. A slightly hardening

resonance curve can be observed, where the solid and dot-

ted lines stand for stable and unstable solutions respectively.

The two limit points (indicated by circles) are obtained by

monitoring a change of sign of the component ∆ω of the pre-

dictor tangent vector and double-checked by examining the

evolution of the Floquet multipliers. In addition, the stable

parts of this response curve are in excellent agreement with

the results obtained by direct time integration which are not

presented here for the sake of conciseness.

For stronger nonlinear effect (α = 10), super-harmonic

resonances are clearly visible at lower frequency range, and

additional limit points accompanied by stability changes are

found as shown in the zoom frame in Fig.2. It should be
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noted that a higher number of harmonics N = 19 is neces-

sary to obtain the super-harmonic resonances. Two BP bifur-

cations where also detected by monitoring the Floquet mul-

tipliers. They indicate bifurcation branches emerging from

the fundamental response curve.

As explained in Section 4, the limit points can be di-

rectly followed when the nonlinear coefficient α is varied.

To this end, a response curve was first followed for a fixed

value α = 2 until a limit point was detected. Then, this limit

point was used as a starting point for the limit point track-

ing. The resulting branch of limit points is plotted in Fig.3.

The response curves plotted in Fig.3 for some values of α
were not used for the computations. They are presented here

to make the interpretation of the 3D-plot easier and to show

that the direct LP tracking works as expected and is accurate.

The second branch of limit points, magnified in Fig.4, corre-

sponds to the limit points of the super-harmonic loops. It was

obtained by using a starting limit point on the response curve

for α = 10.

The projection of these branches of limit point on the

α−ω plane is plotted in Fig.5. It corresponds to a direct

parametric analysis obtained without computing all the re-

sponse curves of the system. This parametric analysis can be

used to enhance the design and performances of the system
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Fig. 5. Projections of limit points tracking

and, more generally, provides useful information about the

dynamic behaviour of the system. From this projection, it

can be observed that the lower and upper limit points merge

for α ≃ 0.0106. Under this value, the behaviour of the sys-

tem is linear with only one stable solution for each frequency.

Above this value, the response curves are of hardening type

and the lower and upper LP branches define the boundary

of the so-called unstable zone in which the solution is bi-

stable. For instance, the intersection of the horizontal line

α = 10 with the lower and upper LP branches indicates two

limit points for ω/ω0 = 1.82 and 3.78. Amplitude jumps

can thus be expected at these frequencies during experimen-

tal frequency sweeps. The second branch of limit points

emerges near α ≃ 4.345. As a consequence, super-harmonic

loops will exist only for α above this value. Tracking the up-

per limit points also gives information on the frequency shift

of the resonance peak induced by the level of nonlinearity.

Similarly, using the projection on the α−Amplitude plane

provides information on the reduction of vibration amplitude

induced by the level of nonlinearity.

5.2 Nonlinear Jeffcott rotor

The second test case is a modified Jeffcott rotor which

can interact with a stator modelled by a stiffness [26] [27].

The rotor is made of a weightless shaft carrying a disk with

mass m at the middle of the span. The clearance between

the rotor and the stator is denoted by h. The stator, which

is rigidly fixed, has an elastic contact surface modelled as

a symmetrical set of radial springs with isotropic stiffness

kc. The fundamental motion of the disk is governed by the

following equations

mẍ+ cẋ+ kx+ kc(1−
h

r
)(x− µysign(vrel)) = pbω2cosωt

mÿ+ cẏ+ ky+ kc(1−
h

r
)(µxsign(vrel)+ y) = pbω2sinωt

(36)

where k is the stiffness of the shaft, r =
√

x2 + y2 is the radial

displacement of the disk, pb is the mass unbalance amplitude

and vrel = ( x
r
ẏ− y

r
ẋ)+Rdiscω is the relative velocity between
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Fig. 6. Forced response of the Jeffcott rotor for µ = 0.
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Fig. 7. Forced response of the Jeffcott rotor for µ = 0.11.
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Fig. 8. Forced response of the Jeffcott rotor for µ = 0.2.

the rotor and the stator at the contact point. When r < h,

there is no rub between the rotor and the stator, kc = 0.

All the calculations were carried out with the same set of

parameters m= 1, c= 5, k= 100, kc = 2500, h= 0.105, pb =
0.1, Rdisc = 20h, ω0 =

√

kc/m = 50, except that the friction

coefficient µ was considered as the varying parameter. Based

on comparison with results obtained by time integration, N =
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Fig. 9. Forced response of the Jeffcott rotor for µ = 0.11, compar-

ison with time integration for increasing and decreasing frequency

sweeps.
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Fig. 10. Limit points tracking of the Jeffcott rotor with varying friction

coefficient µ.

15 harmonics were used to ensure a good accuracy of the

HBM computations.

Firstly, the dimensionless response curve of the system

as a function of ω/ω0 is plotted in Fig.6 for µ = 0. Both the

change of sign of the component ∆ω of the predictor tangent

vector and the Floquet multipliers were monitored for the

stability analysis. Solid and dotted lines indicate the stable

and unstable branches respectively, while circles are used for

limit points. The rotor-stator contact occurs for r/h= 1, then

synchronous full annular rub motion takes place for higher

values of ω/ω0. For this case, one limit point was found on

the full annular rub part of the response curve. The motion

is stable before contact and remains stable during the full

annular rub until the limit point is reached for ω/ω0 ≃ 1. At

this point, an amplitude jump is expected in the experimental

response.

Other calculations were carried out for µ = 0.11 and

µ= 0.2. As observed in Fig.7 for µ= 0.11, the response does

not remain stable until the limit point is reached. Indeed, sta-

bility is lost between ω/ω0 = 0.82 and ω/ω0 = 0.95. This

loss of stability is not related to limit point but to Neimark-
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Sacker bifurcations. Indeed, a pair of complex-conjugate

Floquet multipliers was found to leave then re-enter the unit

circle at these points. For µ = 0.2 (Fig.8), the response be-

comes unstable at ω/ω0 = 0.28, where a NS bifurcation oc-

curs, and remains unstable as long as the rotor and the stator

remain in contact. Even though a limit point is found, it does

not indicate a stability change in this case because there is

still a pair of complex-conjugate Floquet multipliers, corre-

sponding to the NS bifurcation, outside the unit circle.

In order to validate the calculations by HBM and the

stability analysis, time integrations with increasing and de-

creasing frequency sweeps were carried out. In Fig.9, the

blue curve corresponds to an increasing frequency sweep for

ω/ω0 ∈ [0.1− 1.2]. For the decreasing frequency sweep,

two different sets of initial conditions were chosen in or-

der to obtain all the stable parts of the response curve. The

first decreasing frequency sweep (green curve) was initiated

at ω/ω0 = 1.2 while the second one (orange curve) was

initiated at ω/ω0 = 0.99 with an initial position of the ro-

tor (x0,y0) = (0.5h,0). Periodic stable responses predicted

by HBM and time integration are identical, and amplitude

jumps are observed in the time response when a stability

loss is predicted by HBM, either at NS bifurcations or limit

points. As predicted by the Floquet theory, a branch of quasi-

periodic motion is observed between the two NS bifurca-

tions. This stable branch corresponds to partial rub motion.

In this range of frequency, quasi-periodic partial rub motion

or motion without contact can take place depending on the

initial conditions.

Similar to the Duffing oscillator example, the continua-

tion procedure detailed in Section 4 was used to directly fol-

low the branch of limit points. Here, the friction coefficient

µ was used as additional variable parameter and the contin-

uation was started from the limit point obtained for µ = 0.

The resulting branch of limit points is plotted in Fig.10. Re-

sponse curves for several values of µ are also represented in

this 3D-plot to facilitate interpretation of the results. For an

10−6 accuracy, 32 adaptive continuation steps with an aver-

age number of 4 iterations per step were necessary to com-

pute the response curve for µ = 0 and reach the limit point.

Then, 65 adaptive steps were performed for the direct LP

tracking. For this example, the CPU time for a LP tracking

step appears to be 1.6 times higher than for a simple step on

the response curve. Thus, the CPU time for the complete LP

tracking is equivalent to the CPU time for 3 response curves

and LP detections.

A stability analysis was also conducted during the limit

point continuation in order to determine whether they cor-

respond to a change of stability in the response curve as in

Fig.6 or not as in Fig.8. These two cases are represented

by solid and dotted lines respectively. As observed on the

LP tracking, the solid line changes into a dotted line for

µ ≃ 0.1285. Under this value, the response curve is sta-

ble before reaching the limit point, potentially with a quasi-

periodic part delimited by two NS bifurcations. Above this

value, the periodic response curve is totally unstable between

the remaining NS bifurcation and the limit point and there is

a range of frequency in which the quasi-periodic partial rub
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Fig. 11. Multi-DOFs FE rotor [23]
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Fig. 12. FE rotor : Forced response at node 6 for µ = 0

is the only stable motion.

5.3 Finite element nonlinear rotor

A finite element (FE) nonlinear rotor model [28] was

also tested (see Fig.11). This rotor is composed of 13 two-

node beam elements, 3 rigid one-node disks and 2 one-node

bearings. All shaft elements have the same length, with

L1 = 0.2m, L2 = 0.3m, L3 = 0.5m, L4 = 0.3m and the shaft

diameter is 0.1m. Each node contains the four classical bend-

ing DOFs : two lateral displacements ux and uy and two

rotations θx and θy. The total number of DOFS is n = 56.

The two linear isotropic bearings, with stiffness and damping

characteristics kxx= kyy=6.107N.m−1, cxx=cyy=600N.s.m−1,

are located at both ends of the rotor. The disks are located at

nodes 3, 6 and 11. Each disk is modelled with two identical

mass and two identical mass moments of inertia for transla-

tional and rotational DOFs respectively. The disks and shaft

are made of steel. The aim is to calculate the response to a

mass unbalance excitation of magnitude 0.02kg.m located on

disk D2. Contact is possible between disk D2 and a circular,

static, rigidly fixed stator. The stator elasticity is modelled

by springs with isotropic stiffness kc ten times higher than

the bearing stiffness. The contact model is identical to that

described in section 5.2 with an initial clearance h = 1mm.

The equation of motion takes a form similar to Eq.(1) where

fnl represents the contact forces between the second disk and

the stator.

The unbalance mass response is calculated using the

FE solver Cast3M [29]. The freely available version of

Cast3M can compute the mass unbalance response of a ro-

tor by means of transient simulations. Based on these exist-

8



6 CONCLUSIONS

ing capabilities, the HBM and arc-length continuation, the

computation of the monodromy matrix, as well as the ex-

tended system and associated block elimination algorithm

for the LP tracking presented in the previous sections, have

been implemented in Cast3M using Gibiane command lan-

guage. Based on comparison with time integration, it is

found that N = 7 harmonics are sufficient to ensure the con-

vergence of the HBM algorithm. The size of the nonlinear

algebraic HBM system (6) is thus M = n(2H + 1) = 840.
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Fig. 13. FE rotor : Forced response at node 6 for µ = 0.03

 0

 0.5

 1

 1.5

 2

 2.5

 3000  4000  5000  6000  7000  8000  9000

E
cc

en
tr

ic
ity

 r
 / 

cl
ea

ra
nc

e 
h

Rotating speed (tr/min)

Stable periodic
Unstable periodic
Increasing sweep

Fig. 14. FE rotor : Forced response at node 6 for µ = 0.03, com-

parison with time integration for increasing sweep.
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Fig. 15. FE rotor : Limit points tracking with varying friction coeffi-

cient µ.

The size of the extended system (33) for LP tracking is then

2M + 2 = 1682. However, the computational cost remains

limited through the use of a block elimination algorithm as

explained in Section 3.

The non-dimensional eccentricity r/h and the rotating

speed ω are used for the response curves. For µ = 0, the

stable and unstable branches of the response are plotted in

Fig.12. The blue line stands for linear response. Since the

nonlinear forces are nil without contact, the linear and non-

linear responses coincide when r < h. The rotor-stator con-

tact occurs when R/h = 1, then synchronous full annular rub

motion takes place. For this case, one limit point was found.

The motion is stable before contact and remains stable dur-

ing the full annular rub until the limit point is reached for

ω≃ 9000tr/min. At this point, an amplitude jump is expected

in the experimental response, which can have a damaging ef-

fect on the rotor. c The response for µ = 0.03 is plotted in

Fig.13. As for the Jeffcott rotor, a NS bifurcation is detected

before the limit point. This bifurcation indicates the tran-

sition from the full annular rub motion to a quasi-periodic

partial rub motion (not represented here). Between the NS

bifurcation an the limit point, the only stable motions are the

quasi-periodic partial rub and the motion without contact on

the lower part of the response curve. This is confirmed by

a comparison with time integration presented in Fig.14. As

observed, an amplitude jump occurs during the increasing

sweep when the periodic solution calculated by HBM is no

longer stable.

The LP tracking with friction coefficient µ used as addi-

tional variable parameter is plotted in Fig.15 for µ∈ [0−0.2].
The LP continuation was initiated with the limit point ob-

tained for µ = 0. For this example, the CPU time for a LP

tracking step appears to be only 1.8 times higher than for a

simple step on the response curve.

6 CONCLUSIONS

An efficient frequency-domain method for fast paramet-

ric stability analysis of nonlinear dynamic systems has been

presented. For this purpose, the direct tracking of limit points

is performed. This limit point tracking is based on the combi-

nation of so-called extended systems and continuation tech-

nique in the framework of the Harmonic Balance Method

(HBM). With only one computation, a complete branch of

limit points is obtained, which provides the stability bound-

ary with respect to systems parameters such as nonlinearity

or excitation level. Numerical examples of increasing com-

plexity have illustrated the capabilities and the performance

of the proposed methodology.

For the examples considered here and, more generally,

in most nonlinear systems, the characteristics of the response

can be very complex due to other types of bifurcation (branch

point, Neimark-Sacker). Thus, tracking limit points only

is insufficient for a complete parametric analysis of the re-

sponse. It can be supplemented by the tracking of Neimark-

Sacker bifurcations which gives the onset boundary of quasi-

periodic motion. The extension of the proposed method to

the tracking of such bifurcations is under progress.
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