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Complexity of multi-axis, multi-functional computer numeric control machine tools and high productivity requirements
with high precision is increasing day by day. This enhances the growing importance of machine intelligence, automation
and safety. Integration of different types of manufacturing process, for example, Mill-Turn is the need of modern technology
but this integration also increases the profile of collision risks. The general context of this study is the multi-axis production
process automation and intelligence (to work and react automatically) for safe tool movements. The work done during this
research should appear in the form of machine intelligence for automatic safe and efficient collision-free tool trajectory
generation without collisions. This study focuses on development of an intelligent approach for enhancing decision
processes by providing automatic solutions to the collision problem. The main objective is to make machine vision control
effective, that is, images or video processing, so that it can see activities regarding collisions and can react or command
automatically for safe production. In the presence of obstacles, the proposed approach will provide decisions regarding
trajectory correction and improvement. The proposed vision tool is able to take into account the evolution of the scene, such
as the aspects of obstacle changes (shape, size or presence) during production. Results presented are based on automatic 2D
traversal safe trajectory generation and correction in a virtual simulated but dynamic environment. The approach presented
will be adapted to online collision problems on the shop-floor by integrating it with step-compliant data interface for
numeric controls technology in the future.

Keywords: multi-axis CNC machines; tool-paths; safe trajectory generation; collision detection and avoidance; image
processing; machine intelligence

Introduction

The demand of high speed and precise production is

increasing with the increasing effect of complexity of

production parts and processes. This ultimately increases

the demand of automatic decision process during online

(real production) and preparation (virtual simulations).

Multi-axis machines are known for rapid production

using multi-tool working on the same work-pieces simul-

taneously in order to achieve precision and time efficiency

with high customer satisfaction. It is therefore, important

to deal with many objects moving in the same machining

environment. These moving objects could be many tools

working on the same or different work-piece in the same

environment or it could be a production tool and some

moving machine parts. Complex virtual and real multi-

axis machine-tool examples are shown in Figure 1.

In order to deal with tool movements in a dynamic

scene two important aspects need to be taken into account:

(1) dynamics of the scene (for control and collision ver-

ification), for example, respective speeds (feed rates),

accelerations/deceleration and (2) objects missions in the

scene (for prioritising object trajectories)

It is important to deal with dynamic environments

where multiple tools are working because a static environ-

ment is not always the case in multi-axis machining except

in simple production processes such as 2.5D milling and

drilling operations. Conventional complex technologies in

multi-axis machines are widely explained by Moriwaki

(2008). Multi-tool working in the same environment

increases machining efficiency and minimises time to

market but, at the same time, increases machining com-

plexity and hence problems of collision.

An efficient approach is required to deal with such

collisions to generate safe trajectory especially for non-

functional trajectories where relatively high speeds are

concerned (Hascoet, Bennis, and Guerin 1993). So far, a

lot of work has been done for functional trajectories in the

context of multi-axis machine-tools (Makhanov 2007a,

2007b; Bohez et al. 2003; Tang, Bohez, and Koomsap

2007) but, despite the high speed of cutting tools during

non-functional trajectories, as compared to functional tra-

jectories, less attention has been paid to analyse such types

of trajectories. A few manual solutions exist, or else the

process of collision avoidance in non-functional trajectory
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is the operator’s responsibility, therefore, human interven-

tion is vital. Hence, conventional computer-aided manu-

facturing (CAM) software and computer numeric control

machines can detect possible collisions but leave the

avoidance decisions to the operator. In modern CAM soft-

ware such as TopSolid (Messler), a function can be acti-

vated for collision verification, which can detect collisions

but does not provide any automatic solution for their

avoidance.

Safe trajectory generation and collision avoidance is

an important topic of research for different technological

areas (Jiménez, Thomas, and Torras 2001). Lee and

Kardaras (1997) and Petiot, Chedmail, and Hascoet

(1998) worked on the concept of elastic strings with

the integration of the idea of potential fields that give

good results for trajectory generation but are mostly

useful for robotic offline trajectory generation. A gener-

alised pattern search algorithm (Ata and Myo 2006) is

presented to generate a collision-free trajectory for a

planar redundant manipulator. Wang, Li, and Zhou

(2006), Morishige, Kase, and Takeuchi (1997) and Jun,

Cha, and Lee (2003) focused on collision detection in

multi-axis machines, where visibility data using compu-

ter vision and a C-space approach were the methodolo-

gies in focus, respectively. Visibility data for collision

detection is a good approach for extracting real informa-

tion of the scene for collision detection but needs further

improvements for automatic collision avoidance. The

C-space approach in its present form for collision detec-

tion works on 2D information, and, therefore, 3D

data extraction from the scene and rapid displacement

(non-functional) trajectory generation are the primary

concerns in order to use this method for machine-tool

collision avoidance. An algorithm for interference ana-

lysis between a manually predefined tool and an arbi-

trary work-piece was also developed by Ho, Sarma, and

Adachi (2001). One of the big problems addressed by

Balasubramaniam et al. (2002) in 5-axis machines is the

tool access, which is treated as a collision avoidance

problem. A collision-free path based on D-plan algo-

rithm for part disassembly simulation has also been

treated (Zhang et al. 2008). The widely used A* method,

an extension of Edsger Dijkstra (Bennewitz and Burgard

2000), (Moravec and Elfes 1985), determines the cost

optimal path for multi-robots. First, trajectories for each

robot are calculated separately and then possible con-

flicts in trajectories of robots are checked.

Very few methods exist in the literature for collision

detection and avoidance in a multi-axis machining environ-

ment especially when a dynamic environment is concerned.

A vision-based method (Heidelberger, Teschner, and Gross

2004) was selected because of the many advantages as listed

in our previous work (Ahmad, Tichadou, and Hascoet 2012),

for example, capturing real information from the scene, low

cost equipment, etc. Vision-based tool is used for safe tra-

jectories generation in multi-tool dynamics environment. In

this paper, for each scenario, where multi-tool work in the

same environment, it is assumed that one tool trajectory is

programmed at a time and all other moving or static objects

are considered as obstacles. Therefore, each tool under con-

sideration will be moving in a dynamic environment, where

collision detection and avoidance will be treated with static

and moving obstacles, that is, another tool in motion.

Collision detection and avoidance with static obstacles

was already treated in our previous work (Ahmad,

Tichadou, and Hascoet 2010, 2012, 2013), whereas safe

tools-path generation in a dynamic virtual scene with

multi-tool in motion is the original contribution of this

paper. This has not been done previously in the literature

in the context of multi-axis machine-tool. The approach

presented takes into account machining information such

as tool mission and respective speeds in the scene for an

effective decision. The information obtained from the

vision systems is also used to update the real information

about the scenario on-hand.

This paper will therefore integrate the approach of

expert system (Castro et al. 2011), which detects the pre-

sence of risk of collisions between objects from the video

frame analysis with our previously developed vision-based

methodology (Ahmad, Tichadou, and Hascoet 2013,

2012) and enhance the system capabilities for automatic

collision avoidance in multi-axis machining scenarios in

virtual environments as an initial application towards real

manufacturing.

Figure 1. Examples of machines with multi-tool working on the same work-piece; (left) a virtual machine example (Index G300);
(right) a real machine example (Nakamura).
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Virtual manufacturing (Dugas et al. 2002) should

enhance people’s ability to predict potential problems (colli-

sions) and inefficiencies reflecting reality in product func-

tionality and manufacturability before real manufacturing

occurs. The system INtelligent and Safe Trajectory AT

Expert (INSTATE) production system presented in the

next sections uses the principle of our previous developed

methodology, that is, a Snakes and Ladders based Analogy

for Production Trajectory (Ahmad, Tichadou, and Hascoet

2012), but is adapted to the dynamic scenarios where rapid

collision detection and avoidance is required.

General structure of the INSTATE vision system for

expert production

The INSTATE system general diagram for safe tool tra-

jectories generation in a global and dynamic virtual or real

environment is shown in Figure 2. The system takes video

frames or image shots at a certain time instant t defined

from the scene that ultimately captures the real movements

and locations of objects. The system finally generates safe

and intelligent trajectories for a virtual scene, while using

manufacturing information such as velocities and inter-

preted trajectories in both real and virtual scenes.

This INSTATE system is based on machine vision,

which may take/integrate information from/between both

virtual (computer-aided design (CAD)-CAM) to/and real

(machine) scenes in order to correct and synchronise var-

ious characteristics of a machine, that is, type, dimensions,

speeds and object localisation as detailed below. The final

safe trajectory is generated only for a virtual simulation

environment as an initial step and will be implemented in

a real machining scenario in future.

(1) Type: Objects must be identified to understand

their required missions in the scene which is

important for collision avoidance process, for

example, the collision detection with a moving

tool needs more attention compared to a static

machine part.

(2) Dimensions: The real dimensions of objects in the

scene must be communicated from the real

machine to the system because the difference

between such data may cause collisions (Ahmad,

Tichadou, and Hascoet 2013).

(3) Speeds (tool feed rates): The real speeds of pro-

duction tools must be communicated back from

the machine to a virtual simulation. A collision

scenario is explained in the results section for

explaining the notion of dynamics and impact of

speed difference between virtual and real

production.

(4) Object localisation: The term localisation refers to

‘the exact object location information’ in the

scene. It is also important that object localisation

data be the same in virtual as well as real scenes

for avoiding collisions.

It is easy to use cameras and back tracking of information

in a virtual environment because of no accessory costs and

clear background; therefore, this paper initially focuses on

virtual simulations where automatic collision avoidance is

impossible today.

INSTATE production system

INSTATE production system, which is the key idea of the

paper performs:

● taking into account the context of the machine

● taking into account the information obtained from

the CAM preparation, real machine and vision tool

Vision system (video/images)

INSTATE system

Safe trajectories

(Future implementation)

Collision detection

Collision avoidance

Virtual scene

Safe trajectories

(Contribution of this paper)

Manufacturing

informations 

(Velocities, trajectories,

strategy etc)

Manufacturing

informations 

(Velocities, trajectories,

strategy etc)

Figure 2. INSTATE system general diagram (Machines: Nakamura Super NTX).
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● makes virtual production (real production→ in

future) processes expert in the sense of detecting

and avoiding collisions

● works without any human intervention (automatic)

● generates safe and intelligent trajectories in static

and dynamic environment.

Figure 3 shows the general architectural diagram of

the system where video/images are taken from machining

scenes. These video images are processed to detect and

identify objects present in the scene using Matrox

Inspector software. The machine-tool speed data along

with trajectory interpretation data with machine strategy

(e.g. straight line movements) is transferred to the system

from virtual CAD-CAM data. This data is treated by

Translator 01 for converting the required information

from machine to image frame of reference, that is, from

‘meters-per-sec’ to ‘pixels-per-sec’. All machining infor-

mation along with video images at time instant t is trans-

ferred to the INSTATE algorithm module, used for

collision detection and avoidance purposes.

The INSTATE algorithm module then detects colli-

sions and takes some corrective measures to avoid such

collisions intelligently. This trajectory correction process

is done by accelerating/decelerating a tool or shifting a

tool to a secure position and generating a safe trajectory

accordingly. The transfer of trajectory points to the

machining environment is done by the Translator 02

which re-converts the safe trajectory coordinates from

the image frame of reference to the machine frame of

reference for application in the production simulation.

The virtual simulation process should produce trajec-

tories according to norms and expectations of reality. The

proposed vision-based INSTATE system promises auto-

mated and collision-free online tool trajectories. A video

frame or fresh image at a certain time instant t is taken

from the CAD-CAM virtual environment in order to get

the actual situation and updates of the scenario for exam-

ple as shown in Figure 4. The approach presented in this

paper divides objects into two categories, that is, produc-

tion tool and obstacles. Only one production tool is priori-

tised and its trajectory is generated and all the rest of the

objects in the scene are considered as static or moving

obstacles.

This time t will depend on many factors such as those

given below:

● Security margin, (Distsafe): This safe distance can be

calculated for accumulative relative speed between

tool and obstacle which is calculated by the for-

mula: Distsafe ¼~v2
�

2� γ (Sasiadek and Duleba

2000) (1)

Figure 3. General INSTATE system architectural diagram for virtual production.
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where,~v = relative speed between tool and obstacle;

γ = acceleration.

● Production tool speed from CAM or tool tracking in

images.

● Obstacle speed known from CAM or object track-

ing in images.

The time t is decided by the extra height/width of obstacle

envelope/security margin (safe distance → Distsafe) to

avoid collision at a distances as shown in Figure 5.

Note: The trajectory of obstacle is linear, that is, ~v
obstacle = constant. The application of INSTATE system

architecture for the virtual production is shown in

Figure 6, which gives a detailed view of how this system

will work for collision detection and avoidance in virtual

online simulation process. The INSTATE system extracts

images (frames) at a time instant t from the video captured

or by taking any fresh shot of the scene at the correspond-

ing instant of time t chosen. These images or extracted

frames are pre-treated before applying the trajectory gen-

eration process.

The pre-treatment process is for differentiation of

background from object elements in the scene in order to

get the free space areas for safe tool movements. It con-

verts colour images into binary images, where white col-

our (pixel value = 1) is assigned to objects and black

colour (pixel value = 0) represents the free space or back-

ground area.

Images are treated one-by-one at their specific time

instant by the algorithm module of the decision system

presented in the next section. Each tool trajectory next

point is verified for collision by locating it in each fresh

image taken from the scene at the time instant. In the case

of collision, the presented concept takes corrective action to

avoid this collision intelligently by providing a secure posi-

tion using a Matlab programming based algorithm. Figure 6

also shows some input data from the machining environment

through Translator 01 to the algorithmmodule apart from the

video images. This data include information about trajectory

interpretation, machine strategy (straight line for simplicity),

initial trajectory point (tool start point) and final trajectory

point (production point), obstacle speed and positions at the

time instant and machine production tool speed.

The system uses closed loop, that is, by taking video

or sequence of images from a CAD/CAM scene and pre-

processing them to be used by the algorithm module that

in turn uses CAM data regarding the scene and finally

generates safe trajectory points which are transferred back

into the CAM simulation process. The video images are

taken from the scene, where production tool and obstacle

are moving with their corresponding missions and their

initial and final points known from CAM or objects detec-

tion in the scene.

Several time spans are selected to take image frames

from the video or fresh images of the scene are taken and

are processed in the pre-treatment block as shown in

Figure 6. These images are transferred into the INSTATE

algorithm module at each time instant t. The INSTATE

algorithm module also takes necessary information from

the CAM data and real machine data, which are before

converted from the machine coordinates frame of refer-

ence to image coordinate in the Translator block 01, if

necessary. The safe trajectory points generated at each

instant are transferred to the machine coordinates system

by Translator block 02. The final corrected tool trajectory

and machine-tools known velocity calculates the abscissa

curvilinear and time at each trajectory point. Finally, all

the machine coordinates data are fed-back into the CAM

simulation process in order to use the safe and intelligent

trajectory generated with corresponding tool speeds.

This process will generate a valid and intelligent solu-

tion for collision detection and avoidance in a virtual

production process for a dynamic scene with simple 2D

transversal non-functional trajectories (rapid transverse).

Figure 4. Scenario: Virtual collision scenario.

Figure 5. Calculating the time interval t: Obstacle motion is
continuous between each time interval, whereas envelope jumps
to the next position when time interval passes.
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Important components of the system:

● Translator modules: Used for 2D-to-3D and 3D-to-

2D conversion. This translator is used to convert data

from the machine frame of reference to the image

frame of reference and vice versa. The translator will

receive as input the outcomes of the knowledge

extraction system about object detection, identifica-

tion and 2D tracking from video images. The trans-

lator module is responsible for converting input

events, object information and trajectory data into

pixels frame of reference and vice versa.

● Processing Unit or Algorithm module: INSTATE

algorithm is the processing unit. This unit is further

divided to two units: expert collision detection com-

ponent (ECDC) and expert intelligent decision com-

ponent (EIDC).

Collision detection and avoidance is done by generat-

ing safe trajectory according to the machine strategy while

using manufacturing data and verifying each next trajec-

tory point.

INSTATE production algorithm module

The detailed description of the INSTATE production algo-

rithm module following the procedure is given below.

INSTATE algorithm module description

The INSTATE algorithm module presented can be divided

into many components as shown in Figure 7. In Level 1,

two major components of the INSTATE algorithm module

are shown that basically work for the two important steps

of safe trajectory generation process, that is, collision

Figure 6. INSTATE system architecture diagram for virtual production.

Figure 7. INSTATE system components level diagram.
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detection and collision avoidance. These two components

are further detailed on Level 2, which provide further in

depth information about the two components.

The two major components are Expert Collision

Detection (ECD) and Expert Intelligent Decision (EID),

which use the information regarding scene and manufac-

turing data for generating safe trajectories according to the

machine strategy. The ECDC detects the collision risks

while the EIDC provides assistance for its avoidance. The

two levels presented are just for understanding the level of

information flow. The two components shown on Level 1

and their detailed internal modules on Level 2 are

explained further below.

Expert collision detection component

The ECDC has the responsibility of detecting collisions

while verifying each trajectory point during tool motion

according to machine strategy. The ECD is a component

of the INSTATE algorithm that detects expected collisions

as shown with an example in Figure 8. In the case of

collisions, an alert call is made into the EIDC for

intelligently/automatically avoiding these collisions by

proposing an expert solution.

The ECDC is further divided into many sub-modules

as per the definition and functionalities given in Figure 9

and in the text below:

Server (S). Responsible for receiving the events from

Translator, Matrox inspector software (for example) and

storing image information using pixel data extraction. It

stores all the information about objects in the scene, for

example, their speed, status, mission and tracking records.

It also provides a new extracted pixel data matrix to the

‘Scenario Object Warehouse (SOW)’ by taking informa-

tion from fresh image frame at the corresponding time

instants for updating the scene information.

Scenario Object Warehouse (SOW). It shows the different

objects that exist in the scenario in real-time at the corre-

sponding time instant. All previous knowledge and new

knowledge generated by the overall system is stored and

integrated in the warehouse.

Figure 8. ECDC functionality for a virtual multi-axis machine scenario.

Figure 9. ECD sub-components.
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Trajectory Generation (TG). It takes all the information

regarding current scenario in the scene from data struc-

ture, that is, tool strategy, mission, speeds, etc. and finds

the next trajectory point according to the machine

strategy.

Collision Detection (CD). The CD then verifies the next

trajectory point obtained from the TG module for colli-

sion. If the pre-defined collision value occurs at the next

trajectory point it means collision is expected and the CD

calls EIDC for further decisions.

Object Eliminator (OE). Every time when a collision is

detected, the time interval passed is verified for the new

fresh image from the video or the scene. OE is called for

image change that checks the time instant t for each frame

(or image fresh shot) change for processing. The OE

changes the input image to the Server module at a certain

time instant t.

Once collision is detected at a certain point in a tra-

jectory, the EIDC is called for taking intelligent decisions

for real-time collision avoidance. The EIDC for taking

intelligent decisions according to the scenario on-hand

for collisions avoidance is discussed next.

Expert intelligent decision component

In the case of a collision, the ECDC calls the EIDC for

intelligent trajectory collision avoidance decisions. The

EIDC takes further action by looking into the scenario of

the problem. The EIDC can take a few major possible

decisions for the production tool according to a list as

prioritised by numbers.

(1) Accelerate tool speed in order to avoid falling in

the obstacle path and hence avoiding collision in

real-time,

(2) Decelerate tool speed in order to leave free space

to the obstacle,

(3) Detect a safe point (obstacle corner/space point)

and divert tool motion towards it for safe trajec-

tory generation,

(4) Stop tool motion and generate alarms so that the

operator takes some manual safety precautions/

actions to avoid the expected collision. This man-

ual action could be: changing the process plan or

the machine; the sequence/order of operations or

the process itself. This solution is not treated here

and will be treated elsewhere.

It is assumed in this paper that the obstacle motion is

constant and will not be disturbed for collision avoidance;

therefore, the implementation process will only focus on

the third solution, that is, avoiding tool collision by prop-

erly selecting a secure position. The EIDC is therefore

divided into the following three modules according to

the decisions discussed above. These modules are also

highlighted in Figure 10.

Acceleration. This sub-component has the responsibility

for checking the distance to the obstacle (Security Margin,

Equation (1)) and at each trajectory verification point and

taking a decision to accelerate the tool accordingly.

Note: The velocities of obstacle and tool can be

obtained from the CAM data and image analysis by track-

ing objects in the scene. The acceleration data is not

available in the CAM process, and therefore its value

can only be obtained from operator experience.

N
o

Y
e
s

If final point 

achieved?

N
o

Final safe and intelligent 

trajectory points (online 

trajectory)

y
e

s

Expert Intelligent Decision (EID) Component

Stop tool movement or 

decelerate its speed

Accelerate tool to attain Vmax

If Dist<=DistSafe?
Make the current observed point as 

safe trajectory point

Safe point (corner or space)

generation on the current image

SelectIon of safe point according 

to criteria

Do nothing
If uncertain?

Acceleration

Safe point selection

Deceleration

N
o

Time check 

(passed?)

t=i

Translator

01

Matrox Inspector

(software)

Translator 02

Images from

the scene

Virtual machine scene

Trajectory generation

Collision 

detected

Yes

Image change

ECD component

Figure 10. EIDC sub-components.
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Therefore, for the current module: if Actual

distance > Distsafe → accelerate tool to attain Vmax, where

Vmax = maximum machine tool speed achievable for the

specific machine. Velocity management can be done as pro-

posed by Sasiadek and Duleba (2000). According to the

authors, the vehicle compares its current velocity with a

velocity considered safe in the given environment. If the

difference is negative, it increases the current velocity, other-

wise it decreases the velocity.

Deceleration. Deceleration of tool speeds or stopping the

tool movement in the machining scene is the case where

the system is unable to find a solution because of scene

congestion or if it is not possible to pass the obstacle even

with maximum attainable velocity. This module decele-

rates the tool and leaves the trajectory way to the obstacle

and giving priority to the obstacle to pass before.

Therefore, for the deceleration module: if Actual

distance < Distsafe → stop tool movement or decelerate

its speed

Safe point selection. In the case where the acceleration and

deceleration modules are unable to avoid collision then

safe point selection module is activated for this purpose.

This module generates a safe trajectory while using the

safe points in space as shown in Figure 11.

The following major steps are used by the EIDC to

find safe points for tool diversion:
● Safe corner detection: Safe corners are detected for

the input image binary matrix as per the procedure

given in Figure 12.

● Safe space points detection: Safe space points are

necessary to avoid collision of the whole tool body

or its envelope. Since safe corners are only sufficient

for point safe trajectory, that is, tool tip point, in order

to consider the whole tool body envelope some extra

points are needed for collision avoidance. These

points are generated randomly in the free space area

at some random distances as shown in Figure 13.

Each and every image/frame at its time instant is con-

verted to a binary matrix and is updated to provide new

corners and safe points as explained in the above two steps.

● Safe trajectory generation: The safe trajectory gen-

eration step generates safe trajectories when a colli-

sion is detected as shown in the illustration example

in Figure 13. When collision is detected at the next

Figure 11. EIDC functionality for a virtual multi-axis machine scenario.

Figure 12. Safe corners detection.
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trajectory point, the safe trajectory generation step

shifts the tool to a nearest safe point (corner/space)

by satisfying certain criteria of safe point selection

as formulated below:

○ The selected safe point must give the minimum

‘addition distance’

addition distance = distance from current tool tra-
jectory point to safe point + distance from safe
point to the final destination goal point, as shown
in the schematic diagram in Figure 14.

○ There is no collision between the current point

and the selected safe point.

Results and discussions

Notion of acceleration and deceleration

A scenario has been created, as introduced in the previous

section, in order to validate the robustness of the vision

based system presented here for rapid collision detection

and avoidance in a virtual environment. An Index G300

virtual multi-axis machine model is considered as an exam-

ple for the vision system application as shown in Figure 15.

A production tool (Tool 01) with a non-functional trajectory

is moving towards its point of production with a velocity of

24 mm/s, while another tool (Tool 02, obstacle) is moving

into its trajectory plan with 10 mm/s. When both trajectories

are verified in virtual CAM software, no collision was

detected and both tools passed nearby safely. However,

one of the real machines’ characteristics (i.e. acceleration/

deceleration) is integrated into the scenario collision is

encountered as shown in Figure 16. This collision occurs

because of the integration of real characteristics, that is,

acceleration and deceleration of real machine-tool (real

scene) that are not taken into account by current CAM

software (virtual scene). The acceleration and deceleration

value is taken as γ = 5000 mm/s2 according to the machine

characteristics (operator experience). The normal time taken

by the tool to travel from initial point to the final point

without acceleration was 9.6 s for a 230.46 mm length of

Figure 13. Safe corners and space points detection.

Figure 14. Schematic-diagram of Addition distance.
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trajectory. But after acceleration and deceleration integra-

tion, the time mounts to 10.35 s. This time increase during

tool movement caused collision because meanwhile the

other obstacle tool arrives in the trajectory plan. The effect

of acceleration and deceleration for theoretical and real-time

delay in time is shown in the graphs in Figure 17.

Our approach proposes two solutions to the collision

problem discussed in the previous scenario.

● Either increase/decrease the tool speed in order to

pass the obstacle without arriving at the point of

collision at the same time.

Avoid tool collision by guiding a tool to a safe point.

Increasing the tool speed gives a safe trajectory like the

first image in Figure 16 and is therefore not shown here

but the second solution is treated in more detail.

Safe distance to the obstacle is calculated by the for-

mula given in the previous section and therefore for the

same example with tool speed of ~v ¼ 750mm=s (maxi-

mum speed) and acceleration of γ = 5000 mm/s2, the safe

distance required to the obstacle should be

Distsafe = 56.25 mm or 239.51 pixels. Similarly, for a

tool speed of ~v ¼ 333:33mm=s and acceleration of

γ = 5000 mm/s2, the safe distance required to the obstacle

should be Distsafe = 11.11 mm or 47.31 pixels, whereas,

for a tool speed of ~v ¼ 100mm=s and acceleration of

γ = 5000 mm/s2, the safe distance required to the obstacle

should be Distsafe = 1 mm or 4.25 pixels. Therefore, the

distance in-between obstacle and its envelope should be

considered according to the safe distance required which

is a function of relative speeds of tool and obstacle.

Experiment

An experiment was conducted using virtual environment

in order to validate the real-time safe trajectory generation

system presented in this paper for multi-axis dynamic

scenarios. The parameters and results of the experi-

ment are:

● Image size = 1222 × 740 pixels

● Number of frames considered and the treatment

time taken = 11 frames per 5 s for tool tip point

safe trajectory generation and 10 frames per 6 s for

tool envelope safe trajectory generation

● Tool speed considered →~v ¼ 100mm=s.

Figure 15. Test virtual machine (Index G300 Turn-Mill
machine virtual model).

Figure 16. Tool trajectory with or without acceleration/
deceleration.

Figure 17. Notion of acceleration/deceleration in virtual (theo-
retical) and real scene.
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Let us suppose that the obstacle tool will move with

constant speed for simplicity and that the production tool

changes its position to a new secure position in the case of

collisions. All data regarding the scenario is obtained from

different counterparts of the manufacturing system such as

CAD, CAM or G-code, whereas object detection and

identification along with their speed data is obtained

from the vision system.

The solution obtained for the current collision problem

scenario by applying the INSTATE algorithms based on

the INSTATE system, generated in Matlab (computing

software) is shown in Figure 18(a) and (b). The break-

down of result shown in Figure 18(a), is shown in

Figure 19. Figure 18(a) shows safe trajectory generated

for tool tip point, whereas, Figure18(b) gives tool envel-

ope trajectory. In both results shown, the obstacle envel-

ope is used for security margin, whereas the tool envelope

shown in Figure 18(b) is used for generation of actual tool

trajectory.

For the tool envelope trajectory, all four corner point’

trajectories are verified according to the same procedure

for point trajectory and in the case of collision a safe

trajectory point is achieved. The small white circle points

shown on the trajectory indicate the time of introduction

of fresh images into the system for treatment.

As shown in Figures 18(a) and (b) and 19, the obstacle

tool is in continuous movement within each time interval

(for changing images, e.g., between t = 0 and t = 1), but

the obstacle envelope is considered as static during each

image interval of time. When there is time to change an

image after each interval, the obstacle envelope jumps to

the new position where the tool will finally arrive within

the next time interval. Therefore, if the time interval is

larger, the tool envelope should be greater also. Since the

size of the envelope is decided by a security margin, it is

therefore directly related to the speed of the obstacle, the

acceleration of machine and the time interval for each

image change. The obstacle envelope makes the process

easier and faster by providing safe envelope corners in the

space outside the security margin which are used for safe

point selection when collision is detected with an obstacle

envelope.

The real contribution of this paper is an automatic

collision detection and avoidance system implemented in

a dynamic virtual simulation environment where conven-

tional systems can detect collisions but are unable to avoid

these automatically. To the authors’ knowledge, no other

such system exists in the literature which automatically

decides a safe path for virtual or real multi-axis production

machines in a dynamic machining environment. The sys-

tem not only uses information from virtual scenes but also

real machine data to get the actual information of the

machine in order to take an intelligent and automatic

decision regarding safe tool-paths in virtual environments.

Figure 18. INSTATE results – 1222 × 740 pixels each image: (a: left) with obstacle envelope and point trajectory – 11 frames in 5 s; (b:
right) with obstacle envelope and tool envelope trajectory – 10 frames in 6 s.

Figure 19. Breakdown of trajectory results shown in Figure 18(a).
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The system thus works autonomously without any human

intervention.

Perspectives to multi-tool trajectories generation

The results shown in the results section are based on

programing one tool at a time. The aspect of multi-tool

and multi-channel synchronisation and the related colli-

sion challenges will be treated in future work. For

instance, multiple robots working and synchronisation

(Warren 1990) might be a possible course to follow

where robots are actually prioritised (Buckley and May

1989) in order to avoid collisions.

This paper focuses on vision based collision detection

and avoidance in a virtual production dynamic environ-

ment. The concept presented is therefore applied to a

conventional virtual system initially. The main application

of this concept will be in the step-compliant data interface

for numeric controls (STEP-NC) (Hascoet, Rauch, and

Suh’ 2007; Rauch et al. 2012), based multi-axis machin-

ing environment because both STEP-NC and the proposed

vision based concept agree in terms of information acces-

sibility and sharing during manufacturing processes.

Hence, a significant need for technology change has

been identified where it would be easier to capture infor-

mation for scenarios and, most importantly, the two way

communication between virtual and real machining. The

perspective application of the INSTATE system into the

STEP-NC environment will also include the structuring of

information, development of rules for object movement in

the scene for expert decisions to get a collision-free envir-

onment and collision detection and avoidance on real

machines in real-time.

Modern industry is orienting towards dry manufactur-

ing and laser assisted machining processes due to high

costs of the coolant used in manufacturing. The presence

of lubricant, dust and chips also impacts the scene clarity

especially in functional trajectories. These aspects of man-

ufacturing will be treated in future.

Conclusions

The research work presented here is based on the applica-

tion of vision based concept for safe and intelligent tra-

jectory generation in dynamic machining environments.

The contribution of this paper is to take into account

multi-axis machine dynamic characteristics and con-

straints for an expert decision system to detect and avoid

collisions in 2D virtual simulation automatically using a

vision based approach where currently no solution is

available. An INSTATE production system is developed

for safe tool-path generation and correction in a multi-tool

machining environment. This vision concept uses video

images from virtual simulation, identifies collision sce-

nario, detects and identifies objects, collects information

regarding objects speed and localisation from machine and

image processing tools. The proposed approach then uses

all this information for generating safe future trajectories

by avoiding potential collision risks. Validation results

from the vision system focus on a virtual 2D dynamic

environment with non-functional, transversal trajectories

initially. Future work will focus on applying this system

concept into a real machining environment where online

collisions will be detected and avoided using sophisticated

vision based equipment for more complex scenarios and

integrated into STEP-NC based controllers.
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