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Improved Quantum-Inspired Evolutionary Algorithm for Large-
Size Lane Reservation

Ada Che, Peng Wu, Feng Chu, and MengChu Zhou

Abstract—This paper studies a lane reservation problem for
large sport events in big cities. Such events require organizers
to deliver certain people and materials from athlete villages to
geographically dispersed venues within a given travel duration.
A lane reservation strategy is usually adopted in this circum-
stance to ensure that time-critical transportation tasks can be
completed despite heavy urban traffic congestion. However, it
causes negative impact on normal traffic. The problem aims
to optimally select and reserve some lanes in a transportation
network for the exclusive use of the tasks such that the total traf-
fic impact is minimized. To solve the problem, we first develop
an improved integer linear program. Then, its properties are
analyzed and used to reduce the search space for its optimal solu-
tions. Finally, we develop a fast and effective quantum-inspired
evolutionary algorithm for large-size problems. Computational
results on instances with up to 500 nodes in the network and
50 tasks show that the proposed algorithm is efficient in yielding
high-quality solutions within a relatively short time.

Index Terms—Integer linear program (ILP), lane reservation,
large-size problem, optimization, transportation planning.

I. INTRODUCTION

W
ITH the rapid development of economies, high
urbanization has become a reality in many countries.

However, heavy traffic congestion arises due to the rapid
increases of vehicles. Traffic situations in many large cities
have been worse than ever before. Transportation planning
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and management play a critical role in the sustainable devel-
opment of economies and the improvement to human’s daily
travel environment. Many problems, such as vehicle rout-
ing [1], location routing [2], and facility location [3], have
drawn much attention over the past few decades. People are
facing more and more new and special transport needs. To
meet these needs in saturated urban transportation networks
and in an increasingly congested traffic situation, it is neces-
sary to develop novel and efficient technologies and methods
for transportation planning and management. The lane reser-
vation problem (LRP) is such a new transportation planning
problem to deal with special transport needs that have arisen
from large sport events, emergencies, and so on.

Large sport events require organizers to transport certain
people and materials from athlete villages to geographically
dispersed stadiums within given deadlines. For example, the
organizers of the Guangzhou Asian Games in 2010 were com-
mitted to deliver athletes to any stadium within 30 min [4].
However, it is not so easy to meet such transport needs due
to the host city’s congested traffic situation. A lane reserva-
tion strategy in an existing transportation network may solve
this problem in a flexible and efficient way. With this strategy,
a lane on some road segments is temporarily reserved for these
special transportation tasks such that they can be completed
within the given travel duration. In fact, the lane reserva-
tion strategy has been successfully applied to some large
sport events. For example, the strategy of reserving lanes
for buses was adopted during the Sydney Olympic Games
in 2000 [5]. Zagorianakos [6] analyzed the importance and
advantage of the lane reservation strategy for the Athens
Olympic Games in 2004. It was also successfully applied to
the Beijing Olympic Games in 2008 where Olympic exclu-
sive lanes were created and implemented for Olympic buses
to deliver athletes to stadiums in a fast, safe, and reliable
way. In addition, the lane reservation strategy was applied to
evacuating people during large-scale emergencies [7].

However, reserving lanes in an existing transportation net-
work has negative impact on normal traffic since only the
vehicles for special deliveries can use the reserved lanes while
the general-purpose vehicles are not allowed. This may further
worsen the host city’s already congested traffic. Hence, how
to reserve lanes is critical to minimizing the impact caused
by lane reservation. Such a transportation planning problem is
called as an LRP. The problem lies in how to reserve lanes in
an existing transportation network for some special tasks such
that they can be completed within their given travel duration
while the total traffic impact of reserved lanes is minimized.
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There are only limited studies on the LRP in the literature.
Wu et al. [4] first developed an integer linear program (ILP)
and solved small-size problems via a simple heuristic algo-
rithm. Their heuristic can only solve the problems with up
to 22 nodes in the network and 22 tasks. Fang et al. [8]
investigated a capacitated LRP where each lane in the net-
work was supposed to have limited residual capacity for
the special transportation tasks. If the residual capacity of
a lane is not large enough for the special transportation tasks,
then this lane should be reserved. Later, Fang et al. [9]
studied an LRP for automated truck freight transportation,
and designed entirely reserved paths for time-guaranteed and
safety-critical freight transportation. Recently, Fang et al. [10]
studied the LRP with dynamic link travel time, and divided
the whole time period into several time intervals. The link
travel times in different intervals are different. In the above
three studies, the authors proposed exact cut-and-solve-based
methods to solve their problems. In addition, Zhou et al. [11]
examined a multiobjective hazardous material transportation
problem via a lane reservation strategy and proposed an
ε-constraint and fuzzy logic-based method. Exact methods
like cut-and-solve algorithms [8]–[10] can obtain the optimal
solutions while their solution time is found to exponentially
increase with the size of problems. The results on randomly
generated instances with up to 120 nodes in the network and
30 tasks were reported. Unfortunately, they usually fail to
solve large-size problems within a reasonable time. Therefore,
efficient heuristics or metaheuristics are required to solve
large-size problems, which is the focus of this paper.

To solve various large-size transportation planning
problems, heuristics or metaheuristics are proposed,
such as Lagrangian relaxation-based algorithm [12]–[14],
genetic algorithm [15], [16], tabu search [17], [18], and
scatter search [19]. Quantum-inspired evolutionary algo-
rithm (QEA) [20] is an algorithm based on the concept
and principles of quantum computing. It was reported
that QEA outperformed genetic algorithms for knapsack
problems [20], [21]. Due to its excellent performance, it was
used to solve many NP-hard problems, such as machine
scheduling problem [22], traveling salesman problem [23],
and vehicle routing problem [24]. Its successful applications
have motivated us to apply it to the LRP.

The work in this paper is an extension and completion of
our prior work [25]. In [25], we proposed a QEA to solve
the LRP. Its main features include: 1) each arc in a network
corresponds to a gene in the encoded chromosome to rep-
resent a solution for the LRP; 2) probability amplitudes are
initialized with the same value to generate an initial quan-
tum population; 3) a simple reparation strategy is developed;
and 4) computational results on a limited number of instances
(75 instances in total) with up to 150 nodes in the network
and 30 tasks are reported. Note that crossover, mutation, and
catastrophe operators as well as a dereserving operation are
not described in detail in [25]. This paper differs from [25] as
follows.

1) It develops an improved mathematical model for the
LRP and proposes a new method to assess the traffic
impact of a reserved lane.

2) We perform property analysis for the model and derive
some analytical properties that can be used to reduce the
search space for its optimal solutions.

3) Based on the derived properties we develop an improved
QEA (IQEA). In IQEA, we only need to consider
a partial set of arcs in the network for the solution
representation according to the derived properties.

4) We propose a new method based on the lower and upper
bounds on the number of reserved lanes to initialize
quantum population.

5) Crossover, mutation, and catastrophe operators as well
as a dereserving strategy are explained in detail.

6) To repair infeasible solutions, we develop two proce-
dures. The first one is to directly repair the solutions
based on the derived lower and upper bounds on the
number of reserved lanes. The second one is similar to
that in [25], but used only after the first one fails. Their
combination may lead to a rapid and efficient reparation
of infeasible solutions.

7) Computational results on 485 randomly generated
instances show that the proposed algorithm is able to
yield high-quality solutions for large-size problems with
up to 500 nodes in the network and 50 tasks within
a relatively short time. Therefore, IQEA significantly
improves QEA in [25].

The remainder of this paper is organized as follows.
Section II describes the problem and formulates an
improved ILP. Its analytical properties are analyzed in
Section III. Section IV presents an IQEA. Section V reports its
computational and comparison results. Section VI concludes
this paper and discusses future work.

II. PROBLEM FORMULATION

Let a directed graph G = (N, A) be a connected transporta-
tion network, where N is the set of nodes and A is the set of
directed arcs that connect the nodes. Arcs and nodes can be
viewed as road segments and road intersections in the trans-
portation network, respectively. Multiple special transportation
tasks need to be performed from origins O ⊆ N to their cor-
responding destinations D ⊆ N, and each task corresponds to
an origin–destination (OD) pair.

For the investigated LRP, we need to convert some lanes into
reserved lanes for exclusive use of the special transportation
tasks, and design a time-guaranteed path for each task so as to
ensure that it can be completed within its given travel duration.
By doing so, vehicles of these tasks can travel at a relatively
high speed on the reserved lanes and their travel time on these
reserved lanes is reduced. General-purpose vehicles are not
allowed to use the reserved lanes. Thus, they use the non-
reserved lanes that may be more congested. Hence, reserved
lanes cause negative impact on normal traffic. The objective
is to minimize the traffic impact caused by reserved lanes.

To well formulate the problem, the following assumptions
are made. First, there are at least two lanes on each road seg-
ment and the lanes on the same road segment are assumed to
be identical. Second, at most one lane on any road segment
is allowed to be reserved for the special tasks, and each
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TABLE I
NOTATIONS AND VARIABLES

duration

reserved lane can be shared by all special tasks. Third, the path
of each task can be composed of reserved and nonreserved
lanes. That is to say, the task paths can be partially reserved.
Finally, the travel time on a lane can be decreased if it is
reserved. Some notations are given in Table I. Note that
the definitions of the decision variables are similar to those
in [4] and [8].

The investigated LRP is formulated as the following ILP:

P0: min
∑

a∈A

Caza (1)

s.t.
∑

a∈Bi

(xak + yak) = 1, i = ok,∀k ∈ K (2)

∑

a∈Fi

(xak + yak) = 1, i = dk,∀k ∈ K (3)

∑

a∈Fi

(xak + yak) = 0, i = ok,∀k ∈ K (4)

∑

a∈Bi

(xak + yak) = 0, i = dk,∀k ∈ K (5)

∑

a∈Fi

(xak + yak) =
∑

a∈Bi

(xak + yak)

∀i ∈ N/{ok, dk},∀k ∈ K (6)
∑

a∈Fi

(xak + yak) ≤ 1,∀i ∈ N/{ok},∀k ∈ K (7)

∑

a∈Bi

(xak + yak) ≤ 1,∀i ∈ N/{dk},∀k ∈ K (8)

∑

a∈A

(Tayak + T ′
axak) ≤ Tk,∀k ∈ K (9)

xak ≤ za,∀a ∈ A,∀k ∈ K (10)

yak ≤ 1 − za,∀a ∈ A,∀k ∈ K (11)

xak, yak, za ∈ {0, 1},∀a ∈ A,∀k ∈ K. (12)

Objective function (1) is to minimize the total negative
impact caused by reserved lanes. Constraints (2)–(8) guar-
antee that a feasible path from origin ok to destination dk,
k ∈ K, exists. To be more specific, (2) and (3) ensure that
there is one and only one arc outgoing from ok and one

arc coming into dk on the travel path of task k, respectively.
Constraints (4) and (5) guarantee that there are no arcs com-
ing into ok and no arcs outgoing from dk on the travel path of
task k, respectively. Constraint (6) ensures the flow balance.
Constraints (7) and (8) mean that each node in the network is
visited by task k, k ∈ K, at most once. Constraint (9) ensures
that the total travel time of task k, k ∈ K, does not exceed
its given travel duration Tk. Constraint (10) guarantees that
the path of task k cannot pass a reserved lane on arc a if no
lane of arc a is reserved. Constraint (11) guarantees that the
path of task k cannot pass a general-purpose lane on arc a if
this arc is reserved. Constraint (12) is binary constraint on the
decision variables.

The following theorem gives the complexity of the LRP.
Theorem 1: The LRP is an NP-hard problem.
Proof: If the given travel duration of each task is so

large that (9) can be relaxed and removed from the model,
the reduced LRP corresponds to the Steiner tree problem in
a directed graph. The latter one is known to be an NP-hard
problem [26]. Hence, the LRP is also NP-hard.

Note that, we improve the models [4], [8] after relaxing
the residual capacity constraint from the following aspects.
First, (4) and (5) are added in our model to prevent from
generating a loop that starts from and comes back to origin
ok and destination dk, respectively. Second, (7) and (8) are
added to the model to provide a tighter formulation. Third, we
denote an arc by a single-tuple a, instead of using a two-tuple
(i, j), where i and j are the head and tail nodes of the arc,
respectively. Such representation simplifies the formulation.
Computational results in Section V show that the improved
model can save 79% and 35% average computational time
compared with the models in [4] and [8] after the relaxation
of the residual capacity constraint, respectively.

In addition, we propose a new method to assess the
traffic impact of reserved lanes. As previously described,
the goal of the LRP is to minimize the traffic impact of
reserved lanes. Therefore, a reasonable assessment of the traf-
fic impact of reserved lanes is critical to selecting which
lanes to be reserved. Up to now, researchers have not come
to a consensus on how to evaluate their traffic impact.
According to [8], it is not so easy to quantitatively assess it.
Wu et al. [4] pioneered in an assessment formula, which is
followed by [8]–[11] and [25], and is shown as follows:

Ca = Ta/(Ma − 1) (13)

where Ca, Ta, and Ma are the traffic impact of a reserved lane
on arc a, the travel time on arc a if no lanes are reserved,
and the number of lanes on arc a, respectively, a ∈ A.
Equation (13) shows that the longer the travel time before
reservation of a lane on arc a, the greater the traffic impact.
The more the lanes, the less the traffic impact. Below, we give
an illustration to show the limitation of (13).

Fig. 1 describes two arcs a and b in a transportation net-
work. Their lengths are 0.1 and 0.5 km, respectively. There
are two lanes on each arc, and the travel time of vehicles on
arcs a and b before reservation of a lane are both 1 min.
Assume that one of the lanes on both arcs is reserved. Thus,
the traffic impact of the two reserved lanes is exactly the same

3



Fig. 1. Two road segments in a transportation network.

according to (13). We now demonstrate that this does not
match what happens in reality. Note that the average travel
speeds on arcs a and b before reservation of the lanes are
6 and 30 km/h, respectively. It is not difficult to find that vehi-
cles travel much slowly on arc a than on arc b before reserv-
ing a lane. The generalized exponential speed-concentration
relationship model [27] can be formulated as

V = αe−µqβ

(14)

where V denotes the average travel speed (km/h), q represents
the concentration (vehicles/km), and µ, α, and β are user-
specified parameters. By (14), we can find that the smaller
the speed, the higher the concentration, which implies that the
corresponding road segment is more congested. Therefore, a is
much more congested than b before reservation of the lane. It
is understandable that reserving a lane on a would have a much
greater traffic impact than that on b. Hence, reserving one of
the two lanes in two scenarios in Fig. 1 has the same impact is
in contradiction with the above analysis. Hence, formula (13)
is not appropriate in measuring the impact of reserved lanes
under some traffic situations.

A reserved lane on a road segment reduces the number of
available lanes for general-purpose vehicles, and consequently,
causes negative traffic impact. The traffic impact is related to
the road segment condition before reservation of lanes such
as traffic flow, type of road segment, and capacity. Note that
the average travel speed of vehicles on a road segment before
reservation of a lane is a consequence of all the above factors.
For this reason, the average travel speed of vehicles on a road
segment before reservation of a lane is used to estimate such
an impact, which is expressed by

Ca = Ra/Va (15)

where Va denotes the average travel speed on arc a before
reservation of a lane and Ra denotes the impact coefficient.
By (15), we can see the impact is in inverse proportion to Va.
The greater the travel speed on arc a before reservation of
a lane, the smaller the impact of the reserved lane. With (15),
reserving a lane on a has a greater traffic impact than that on b.

Note that in this paper, the traffic impact caused by
a reserved lane on each segment is separately estimated, as is
the case in the previous studies [4], [8]–[11]. It might not be
able to accurately reflect the actual traffic impact of a reserved
lane due to its complexity. This paper only makes an attempt
to give a relatively more reasonable one than (13), which was
the only one used in the previous studies. This issue demands
more studies in the future. Besides, the impact parameters of

reserved lanes can be viewed as input data and their sensitive
analysis is conducted in this paper.

III. ANALYSIS OF LRP PROPERTIES

In this section, we first conduct new preprocessing to reduce
the search space for optimal solutions. Then, we derive lower
and upper bounds on the number of reserved lanes for an LRP
by solving two linear programs to further reduce it.

A. Preprocessing

Define l(i, j) as the shortest travel time from node i

to j, i, j ∈ N, when all the arcs in a transportation net-
work have a reserved lane, which can be easily obtained by
the Floyd–Warshall algorithm with its complexity O(|N|3).
A set Ak is defined as follows:

Ak =
{

a

∣

∣

∣

∣

l(ok, head(a)) + T ′
a

+ l(tail(a), dk) > Tk, a ∈ A

}

,∀k ∈ K (16)

where head(a) and tail(a) denote the head and tail nodes of
arc a, respectively. According to (16), it is not difficult to see
that any reserved arc a in Ak would not be used by the vehi-
cles of task k due to the violation of its given travel duration.
Consequently, the corresponding decision variables can be set
as zero. We thus have

xak + yak = 0, a ∈ Ak, k ∈ K. (17)

We note that, Fang et al. [8] also performed a similar
preprocessing. However, they checked only the arcs outgo-
ing from origin nodes and the arcs coming into destination
nodes whereas we preprocess all the arcs. Hence, this paper
is a generalization of the work in [8].

According to (16), we have:

� =
{

a|a ∈ A1 ∩ A2 · · · ∩ A|K|
}

. (18)

According to (18), any reserved arc a in set � would not
be passed by any task, i.e., xak = 0,∀k ∈ K. Hence, it is not
required to reserve any lanes on arc a. We thus have

za = 0, a ∈ �. (19)

With (19), the arcs in set � do not need to be reserved. The
search space is thus reduced.

B. Lower Bound on the Number of Reserved Lanes

We obtain a lower bound on the number of reserved lanes
by solving a linear relaxation problem of an ILP (i.e., all the
integer variables in it are relaxed to real variables), denoted
by LP1. It is formulated as follows:

LP1 : min
∑

a∈A

za

s.t. Constraints (2)–(11), (17), (19)

and

0 ≤ xak ≤ 1,∀a ∈ A,∀k ∈ K (20)

0 ≤ yak ≤ 1,∀a ∈ A,∀k ∈ K (21)

0 ≤ za ≤ 1,∀a ∈ A. (22)
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The optimal value of LP1 provides a lower bound on the
number of reserved lanes, denoted by L∗. By definition, we
have L∗ = ⌈l∗⌉, where l∗ is the optimal value of problem LP1.
Note that x denotes the smallest integer greater than or
equal to x.

C. Upper Bound on the Number of Reserved Lanes

As previously defined, l(ok, dk) represents the shortest travel
time from origin ok to destination dk, k ∈ K, when each arc
in a transportation network has a reserved lane. The following
theorem is thus straightforward.

Theorem 2: The optimal solution of model P0 must satisfy
the following relation:

∑

a∈A

(

Tayak + T ′
axak

)

≥ l(ok, dk). (23)

We derive an upper bound on the optimal number of
reserved lanes by solving the following linear relaxation
problem (LP2).

LP2 : max
∑

a∈A

za

s.t. Constraints (2)–(11), (17), (19)–(23)

and

za ≤
∑

k∈K

(xak + yak),∀a ∈ A. (24)

Constraint (24) means that one of the lanes on arc a is
required to be reserved if at least one task’s path passes the arc.

Note that, LP2 is a linear relaxation problem. The optimal
value of LP2 provides an upper bound of its corresponding
integer program. Let U∗ denote an upper bound on the number
of reserved lanes. We obtain U∗ = ⌊u∗⌋, where u∗ is the
optimal value of problem LP2. Note that ⌊x⌋ is the largest
integer smaller than or equal to x.

IV. PROPOSED APPROACH

In this section, an IQEA is proposed to find near-optimal
solutions for large-size LRP. To improve its performance, some
techniques are developed. First, preprocessing is conducted to
reduce the search space. Second, a new quantum population
initialization method is proposed based on the lower and upper
bounds on the number of reserved lanes. Third, a dereserving
procedure and two reparation procedures, called direct and
greedy ones, are developed to repair the solutions generated
in the search process.

A. Solution Representation

A Q-bit representation is adopted in QEA instead of binary,
numeric, and symbolic representations. The smallest unit of
information stored in a two-state quantum computer is called
a Q-bit whose state is expressed as |ϕ〉 = α|0〉+β|1〉, where α

and β are complex numbers that specify the probability ampli-
tudes of their corresponding states with |α|2 + |β|2 = 1 [20].
|α|2 and |β|2 give the probabilities that the state of a Q-bit
will be found in the “0” and “1”, respectively. A Q-bit may
be in 0 and 1, or in any linear superposition of both states.

Fig. 2. Network of an LRP.

A Q-bit chromosome can be defined by a string of n Q-bits
as follows:

[

α1
β1

∣

∣

∣

∣

α2
β2

∣

∣

∣

∣

...

...

∣

∣

∣

∣

αi

βi

∣

∣

∣

∣

...

...

∣

∣

∣

∣

αn−1
βn−1

∣

∣

∣

∣

αn

βn

]

where 0 ≤ αi ≤ 1, 0 ≤ βi ≤ 1, |αi|2 + |βi|2 = 1, and
i = 1, 2, . . . , n. In this way, a Q-bit individual with n Q-bits
can represent 2n states at the same time. Q-bit representa-
tion has better population diversity than any other classical
representation, since it can represent a linear superposition of
solutions. The Q-bits in a Q-bit chromosome approach 1 or 0
once they are observed. Thus, a Q-bit chromosome collapses
to a single state (i.e., a binary string) if it is observed. Readers
can refer to [20] for more details.

Now, we show how to convert a Q-bit chromosome with n

Q-bits into a binary string. For Q-bit i, if |αi|2 > random [0, 1],
its state is observed as 0 and the gene of its corresponding
binary string takes the value of 0; otherwise, its state is 1 and
the gene of its corresponding binary string takes the value of 1.
With a binary string, we can represent if each arc is reserved or
not. To be more specific, each arc in a transportation network
corresponds to a gene of a binary string. If a gene takes the
value of 1, then there is a reserved lane on the corresponding
arc; and otherwise, none.

Our prior work [25] directly adopted such a representation.
It is obvious that the number of genes in a chromosome is
equal to the total number of arcs in a transportation net-
work (i.e., |A|). For a large-size problem with many arcs, the
chromosome can be very long. Through the preprocessing pre-
sented in Section III, we know that the arcs in set � would
not be reserved. Thus, we need consider only those arcs that
do not belong to set �. Consequently, the number of genes in
a chromosome is equal to the number of arcs in the network
that do not belong to set �, i.e., |A| − |�|. With the proposed
preprocessing, the length of chromosome can be reduced as
shown in the following example.

Example 1: Consider an LRP with only one task in a net-
work with 7 nodes and 12 arcs, as shown in Fig. 2. Each
arc is characterized by a four-tuple (Arc#, T, T ′, C), where
Arc# represents the index of the arc, T is the travel time if no
lanes are reserved on the arc, T ′ is the travel time if a lane
is reserved on the arc, and C is the traffic impact generated
by a reserved lane. For instance, (1, 5, 3, 2) represents that
the travel time before and after reserving a lane on arc 1 is
5 and 3, respectively, and the impact due to a reserved lane
on this arc is 2. Nodes 0 and 6 are the origin and destination
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Fig. 3. Decoding of a Q-bit individual for Example 1.

nodes of the transportation task to be completed, respectively.
Its given travel duration is 19.

With the coding way in [25], the chromosome length is
12 due to 12 arcs. The proposed preprocessing finds that
� = {6, 7, 12}. Thus, the chromosome length for this instance
is reduced from 12 to 9. This reduces the search space of the
proposed algorithm. Fig. 3 shows an example of decoding of
a Q-bit individual. In Fig. 3, suppose that a binary string is
[0, 1, 0, 1, 1, 0, 0, 1, 1], which is observed from a Q-bit chro-
mosome. Thus, the lane reservation solution is [2, 4, 5, 10, 11],
where the numbers represent the indices of the reserved arcs.

Given a lane reservation solution, the travel path for
task k, k ∈ K, can be obtained by calculating the shortest
travel time from its origin ok to destination dk. If the shortest
travel time of any task is less than or equal to its given travel
duration, then the solution is said to be feasible. Otherwise, it
is infeasible.

B. Quantum Population Initialization

Let L(p) denote the number of genes taking the value of 1
in an observed binary string p. The following theorem is
straightforward.

Theorem 3: If L(p) < L∗, the observed binary string p must
be an infeasible one, and if L(p) > U∗, p must not be an
optimal one.

The probability amplitudes (α, β) are usually initialized
with the same probability of 1/

√
2 [20]–[22]. Our prior

work [25] applied this way to initialize quantum popula-
tion. In this paper, we propose a new quantum population
initialization method that initializes Q(t)(t = 0) based on
L∗ and U∗. A Q-bit population Q(t) can be expressed as:
Q(t) = {qt

1, qt
2, . . . , qt

i, . . . , qt
Ps}, where Ps is the population

size and qt
i is the ith Q-bit individual at the tth generation,

i = 1, 2, . . . , Ps, represented by

qt
i =

[

αt
i1

β t
i1

∣

∣

∣

∣

αt
i2

β t
i2

∣

∣

∣

∣

...

...

∣

∣

∣

∣

αt
ij

β t
ij

∣

∣

∣

∣

...

...

∣

∣

∣

∣

αt
in

β t
in

]

.

For each Q-bit chromosome q0
i , we randomly generate an

integer number m from the interval [L∗, U∗], and then gener-
ate m Q-bits satisfying |a0

ij|2 < |β0
ij|2, and the remaining n−m

Q-bits satisfying |a0
ij|2 > |β0

ij|2. Thus, when the Q-bits of the
generated Q-bit individual are observed, the number of genes
with the value of 1 in the binary string falls in the inter-
val [L∗, U∗] with a large probability. Fig. 4 compares the
traditional and proposed ways via Example 1.

Suppose that L∗ = 1 and U∗ = 3, and m = 3, which is
randomly selected from {1, 2, 3} for a Q-bit individual by
the proposed method. Suppose that individuals q′ and q in
Fig. 4 are generated by the traditional method and the new
one, respectively. When q′ is observed, the number of genes

Fig. 4. Comparison of the two initialization methods.

TABLE II
LOOKUP TABLE OF ROTATION ANGLE [28]

whose values are 1 in its observed binary string equals to 4 or 5
with a large probability. When q is observed, the number of
genes whose values are 1 in its observed binary string falls
in {1, 2, 3} with a large probability. Suppose that p′ = [1, 1,
0, 0, 1, 0, 0, 1, 1] and p = [0, 1, 0, 0, 1, 1, 0, 0, 0], which are
observed from q′ and q, respectively. Obviously, L(p′) = 5
and L(p) = 3. According to Theorem 3, p′ must not be an
optimal one, whereas p is likely to be so.

C. Quantum Rotation Gate

In this paper, the state transformation of Q-bits is executed
by a quantum rotation gate, as done in [20]–[22] and [25].
The rotation gate is applied to update Q-bit individuals in
IQEA in order to maintain the diversity of population, which
is an important and widely used updating method.

Let G(θ) denote a quantum rotation gate. The ith Q-bit
(αi, βi) is updated as follows:

[

α
′
i

β
′
i

]

= G(θi)

[

αi

βi

]

=
[

cos(θi) − sin(θi)

sin(θi) cos(θi)

][

αi

βi

]

where θi is a rotation angle. θi = s(αi, βi)�θi, where s(αi, βi)

is its sign that determines the direction of rotation, and �θi

is its magnitude represented by a lookup table, as shown in
Table II [28].

The quantum rotation gate focuses on a wise guidance by
the current best individual in population at the current gener-
ation. In Table II, bi and pi are the ith binary bit of the best
and current individuals at the current generation, respectively.
f (.) computes the fitness value. With the lookup table, the cur-
rent individual can converge to a better solution. For example,
if pi = 0, bi = 1, and f (p) > f (b), then the current solution pi
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Fig. 5. Hybrid two-point crossover.

Fig. 6. Quantum mutation.

should have larger possibility to take the value of 0, i.e., |αi|2
should be larger. Hence, if (αi, βi) in the first or third quad-
rant (i.e., αiβi > 0), θi should rotate clockwise, and otherwise
should rotate counter-clockwise.

D. Genetic Operators

1) Crossover: To improve the search efficiency, we propose
a hybrid two-point crossover imposed on Q-bit chromo-
somes and their corresponding binary strings simultaneously.
Fig. 5 illustrates this operator. Two paternal Q-bit chromo-
somes and their corresponding binary strings are selected from
the population according to crossover probability Pc. For sim-
plicity, let Q1–Q16 denote the Q-bits. Then, two positions are
randomly generated (e.g., positions i and j). The genes of the
paternal Q-bit chromosomes and their binary strings before
position i and after position j are both reserved while the genes
of the Q-bit chromosomes and their binary strings between
position i and j are exchanged. The proposed hybrid crossover
operator improves the diversity of the Q-bit chromosomes and
their binary strings simultaneously.

2) Mutation: Mutation operator can effectively improve the
local search ability and prevent premature convergence [21].
Therefore, a quantum mutation is employed in our IQEA. Its
process can be described as follows. First, select paternal
Q-bit individuals to be mutated according to probability Pm1.
Then, for each paternal Q-bit individual, determine whether
its Q-bits are mutated according to probability Pm2. For each
Q-bit to be mutated, its probability amplitudes are exchanged.
Fig. 6 shows such a quantum mutation, where we illustrate
how Q-bit i is mutated.

3) Catastrophe: To avoid premature convergence, if the
best solution does not change in the prescribed consecutive
Sg iterations, the evolution search is considered to be trapped
in the local optima. Then, we reserve the current best solution
and the population is initialized again.

4) Selection: Selection is used to maintain the size of pop-
ulation, Ps. Roulette wheel selection is used in order to ensure
some poor individuals carrying good genes have chance to be
selected in the next generation. Besides, we also take the reten-
tion strategy of the global elite individual to prevent the best
individual from losing in the evolution procedure.

Fig. 7. Example for the dereserving strategy. (a) Before and (b) after
dereserving strategies are implemented.

E. Dereserving and Reparation Strategies

1) Dereserving Strategy: As previously described, a Q-bit
individual generated in a quantum evolution process is
decoded to a lane reservation solution, i.e., which lanes in
a network are reserved. The decision variables connected with
travel paths are fixed by calculating the shortest path for each
task. It is not difficult to see that some reserved lanes may be
not included on the path of any task. That is to say, for a lane
reservation solution generated in the above way, some of its
reserved lanes may not contribute to the transportation tasks.
These reserved but nonpassed lanes increase unnecessary traf-
fic impact and worsen the fitness value of its corresponding
binary solution. We develop a dereserving strategy to convert
these reserved but nonpassed lanes into nonreserved ones.

To achieve this purpose, we specify all the lanes that are
passed by the transportation tasks in a given binary solution.
This can be accomplished by solving a shortest path problem
for each task. Then, we determine all reserved lanes that are
not passed by any task in the binary solution and dereserve
them by converting the corresponding genes in the solution
from 1 to 0. As these reserved but nonpassed lanes are not used
by any task, such a procedure would not violate the feasibility
of a solution.

We use a simple example to illustrate the proposed strategy.
Assume that p = [1, 1, 1, 0, 1, 1, 0, 1, 0] is a binary solution of
the problem described in Example 1, whose genes correspond
to arcs 1–5 and 8–11, respectively. This means that there is
a reserved lane on arcs 1–3, 5, 8, and 10, as shown in Fig. 7(a).
It can be observed that the shortest path from nodes 0 to 6 is
0 → 2 → 4 → 3 → 6, which consists of arcs 2, 5, 9, and 8,
and the total travel time of the task is 19. This implies that this
solution is feasible. We see that the reserved arcs 1, 3, and 10
are not passed by the task. The dereserving operation is to
reconvert them into general-purpose ones. After the operation,
p∗ = [0, 1, 0, 0, 1, 1, 0, 0, 0], as shown in Fig. 7(b). Note that
p∗ is still feasible after conducting the dereserving procedure.

2) Reparation Procedures: As analyzed before, for a lane
reservation solution generated in a quantum evolution pro-
cess, if the calculated shortest travel duration for any task
in the reserved network exceed its given travel duration,
the obtained solution is infeasible due to violation of con-
straint (9). The generation of infeasible solutions may greatly
influence the search efficiency of the algorithm. Here, we
develop two methods to repair infeasible solutions generated
in the evolution process according to probability Pr. They are
called direct reparation and greedy algorithm-based reparation
(greedy reparation in short), respectively.
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Fig. 8. Flowchart of direct reparation.

Fig. 9. Flowchart of greedy reparation.

a) Direct reparation: By Theorem 3, we conduct the
direct reparation for binary solution p satisfying L(p) < L∗

or L(p) > U∗, as shown in Fig. 8.
b) Greedy reparation: Direct reparation can repair some

infeasible solutions. We propose greedy reparation to repair
the rest. Infeasible solutions are generated due to violation of
constraint (9). That is to say, there is at least one task that
cannot be completed within the given duration Tk, i.e., the
shortest travel time from origin ok to destination dk exceeds Tk.
We call such a task as an unsatisfied task in the following
discussion. The principal idea is described as follows. We first
determine all unsatisfied tasks. Then, we repair them one by
one by converting some nonreserved lanes on its shortest path
into reserved ones. We introduce a greedy algorithm to select
a nonreserved lane and convert it into reserved one.

Assume that arc a is a nonreserved arc on the shortest path
of an unsatisfied task. Let Rta = Ta −T ′

a and Rcpa = Rta/Ca

be the reduced travel time after this arc is reserved and the
reduced travel time per unit impact, respectively. We choose
the nonreserved arc with the largest Rcp and convert it into
a reserved lane. Let τ(ok, dk), k ∈ K, denote the shortest
travel duration from origin ok to destination dk. The greedy
reparation is shown in Fig. 9.

We use Example 1 to illustrate our procedure. For a binary
solution p = [0, 1, 0, 0, 1, 0, 0, 0, 0], its shortest path for the
task is 0 → 2 → 4 → 3 → 6. The shortest path for the
task consists of arcs 2, 5, 9, and 8. Its shortest travel time
is 23, which is greater than the given travel duration 19, as
shown in Fig. 10(a). Therefore, this solution is infeasible. For
this example, arcs 9 and 8 are two nonreserved arcs on its
shortest path. Their ratios of reduced travel time/impact are
1 and 4/3, respectively. Thus, arc 8 is chosen and converted

Fig. 10. Example of the greedy reparation. (a) Before and (b) after
reparations.

into a reserved one, as shown in Fig. 10(b). After this con-
version, the travel time of the task is 19. This means that the
repaired solution [0, 1, 0, 0, 1, 1, 0, 0, 0] becomes feasible.

F. Fitness Computation

Infeasible solutions may exist in the evolution process. A fit-
ness function combined with a penalty strategy for infeasible
solutions is designed. As previously mentioned, infeasible
solutions are generated due to violation of constraint (9). The
penalty strategy is based on the concept of violation degree.
We define the violation coefficient of task k, denoted by ϕk,
as follows:

ϕk =
{

0, τ (ok, dk) ≤ Tk

(τ (ok, dk) − Tk)/Tk, τ (ok, dk) > Tk

where τ (ok, dk) denotes the shortest travel duration of task k,
k ∈ K, in the reserved network for a given solution. ϕk reflects
the gap between τ (ok, dk) and the given travel duration Tk,
which measures the violation degree of task k regarding con-
straint (9). The average violation coefficient of all the tasks,
denoted by ϕ, is defined as ϕk/|K|. Note that if a solution is
feasible, ϕ = 0.

The fitness value f is computed as follows:

f = 1

/

⎛

⎝1+
∑

a∈A\�a

Caza + ϕw

⎞

⎠ (25)

where
∑

a∈A\�a
Caza represents the total traffic impact, ϕ

represents the penalty value, and w is a suitable positive
number.

G. Termination Criterion

The algorithm stops when the number of iterations reaches
the maximum iteration count (Maxg) or the number of catas-
trophes reaches the maximum value (Mct).

H. Framework of IQEA

We outline the framework of IQEA for the investigated LRP
as follows.

Step 1: Implement the preprocessing and obtain the values
of L∗ and U∗ by solving LP1 and LP2.

Step 2: Initialize the values of parameters Ps, Pc, Pm1,
Pm2, Pr, Sg, Maxg, and Mct. Set iteration count
t1 = 0 and catastrophe count t2 = 0.

Step 3: Initialize quantum population Q(t1) and observe
Q(t1) to obtain the binary population P(t1), com-
pute the fitness for each individual, and save the
best individual b.
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Step 4: If the termination criterion is met, output the best
LRP solution and stop.

Step 5: Perform crossover for both Q(t1) and P(t1) and
compute the fitness for each child individual.

Step 6: Perform dereserving and reparation operations.
Step 7: Perform mutation and selection to generate Q′(t1)

and P′(t1).
Step 8: If the catastrophe condition is met, perform catas-

trophe operation to Q′(t1) and let t2 = t2 + 1.
Step 9: Update Q′(t1) to Q(t1 + 1) by the quantum rota-

tion gate.
Step 10: Observe Q(t1 + 1) to obtain the binary representa-

tion P(t1 + 1), and compute the fitness for each
individual. Update the best solution b if current
solution is better than the old one. Let t1 = t1 + 1
and go back to Step 4.

V. COMPUTATIONAL RESULTS

In this section, the performance of the proposed algorithm
is evaluated on 15 problem sets in [25] and 82 new randomly
generated problem sets with five instances for each set, thus
leading to 485 instances in total. The algorithm is coded in
C++ with Visual Studio 2008 embedded with optimization
software CPLEX (version 12.4). We compare our algorithm
with CPLEX IP solver in default setting in terms of solution
quality and computational time (CPU seconds). All experi-
ments are performed on a PC with 2.5 GHz processor and
2.95 GB RAM under the Windows 7 system.

The instances are generated in a similar way to that
in [4] and [8]. The network is generated based on Waxman’s
method [29]. The nodes are randomly generated from
100 × 100 square. The existence probability of arc a

between two nodes is determined by a probability function
α exp(−La/βL), where 0 < α, β ≤ 1, La and L are the
Euclidean distance of arc a and the maximum Euclidean
distance between any pair of nodes in the network, respec-
tively. The OD pairs of the tasks are uniformly and randomly
generated from the nodes in the network. Ta is defined as
La/Va, where Va is the average travel speed on arc a. T ′

a is
then defined as ba*Ta. In order to make an instance feasi-
ble, Tk is randomly generated between the shortest travel time
in a network with every arc being reserved and that in an
entirely nonreserved path from origin ok to destination dk. As
previously presented, Ca is defined as Ra/Va in this paper. In
the default setting, the parameters Va, ba, and Ra are randomly
generated from the intervals [10, 80], [0.5, 0.8], and [11, 20],
respectively.

Note that, IQEA is a class of iterative heuristic algorithms.
Its parameters are set according to preliminary numerical tests.
Via these tests, a relatively small population size, Ps, is set as
50 due to the good diversity of quantum population as pre-
viously described. Parameter Pc is set as a relatively large
value of 0.7 to further improve the diversity of the population
and make our algorithm search for the global best solution
faster. Mutation is used to prevent premature convergence,
but large Pm1 or Pm2 usually leads to random mutation.
Thus, we set them both as 0.2. Larger Pr means that more

TABLE III
PERFORMANCE OF THE PROPOSED MODEL

infeasible solutions can be repaired in the evolution process,
but costs more computational efforts. For this reason, Pr is set
as 0.2. Finally, parameters Sg, Mct, and Maxg are set as 10,
100, and 500, respectively.

Let |N| and |K| denote the number of nodes in the net-
work, and the number of tasks, respectively; U and Opt
denote the average value of best upper bounds obtained by
IQEA and the optimal objective value obtained by CPLEX
IP solver if doable, respectively; and T and TC denote the
average value of CPU time spent by IQEA and CPLEX for
solving the model P0, respectively. The gap is computed
as (U − Opt) × 100/Opt, and if CPLEX cannot exactly solve
an LRP, it is computed as (U − UC) × 100/UC, where UC is
the best upper bound obtained by CPLEX within a given time.
The gap reflects the solution quality of IQEA. Note that each
value in Tables IV–X is its average value of the five instances.
For each instance, we run both IQEA and QEA for five times
and calculate their average values.

To validate the contributions of this paper, we conduct the
experiments by comparing: 1) the proposed model P0 with
previously reported ones; 2) the proposed method with the one
in [25]; and 3) the proposed method with CPLEX on large-size
instances. Sensitive analysis for input parameters is performed
as well.

A. Model Comparison

In order to evaluate the proposed model, we compare it
with the previous models in the literature by solving a small
number of instances. The proposed model, Wu-model [4],
and Fang-model [8] after relaxing residual capacity con-
straint for these instances are all directly solved by CPLEX.
Let TW and TF denote the time spent by Wu-model and Fang-
model, respectively. The comparison results are reported in
Table III. It can be seen from Table III that the compu-
tational time of model P0 is less than that by Wu-model
and Fang-model on all the sets, and the average time of
our model represents only 21% and 65% that of the two
existing models, respectively. This indicates that model P0
outperforms them.

B. Comparison With the Work [25]

Our prior work [25] proposed a QEA to find near-optimal
solutions for LRP. It can solve problems with up to 150 nodes
in the network and 30 tasks. In this paper, we improve it. In
order to evaluate IQEA, we first compare it with QEA in [25]
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TABLE IV
COMPUTATIONAL RESULTS FOR THE INSTANCES

WITH |K| = 20, 25, AND 30, |N| = 110–150

by using the instances tested in [25]. The comparison is per-
formed in terms of the gap and the computational time. Let T ′

denotes the time of QEA. In order to ensure the fairness of
comparison, all the parameters of the two algorithms are set
as the same.

Table IV reports the results for the instances with |K| = 20,
25, and 30 and |N| increasing from 110 to 150. It can
be seen from Table IV that the gap of QEA varies from
0.86% to 3.34% and the average value is 2.09%, whereas the
gap of IQEA varies from 0.62% to 2.01% and the average
value is 1.45%. This indicates that both QEA and IQEA can
obtain high-quality solutions. Besides, IQEA has a smaller gap
than QEA on all the sets. This demonstrates that IQEA is more
effective than QEA in terms of solution quality.

In terms of computational time, we can observe that T ′

varies from 139.42 s to 469.59 s, while T varies from 48.07 s
to 147.19 s. IQEA spends a much smaller amount of time
than QEA for all the sets. On average, IQEA spends only
32% time of that spent by QEA. In addition, as |N| increases
for a fixed |K|, T ′ increases more quickly than T, especially
for |K| = 30. Moreover, for the same |N|, T and T ′ both
slightly increase with |K|, but T increases more slowly. This
indicates IQEA is more efficient than QEA in terms of com-
putional time. Especially, for the largest-size problem set 20,
QEA finds its best solution with the gap of 1.85% within
469.12 s, whereas IQEA find its best solution with the gap
of 1.46% within 147.19 s, which represents 31% of the time
spent by QEA.

In summary, IQEA can obtain the solutions of higher-quality
in smaller CPU time than QEA in [25].

C. Large-Size Instances

To further evaluate the performance of IQEA in terms of
the solution quality and computational efficiency, we com-
pare it with the well-known solver CPLEX using 46 new

Fig. 11. Computational time for the instances with 100 fixed nodes.

TABLE V
COMPUTATIONAL RESULTS FOR THE

INSTANCES WITH |N| = 100

randomly generated problem sets under different scenarios.
Choosing the commercial software CPLEX as a reference is
because it is a well-known and strong IP solver for integer pro-
gramming problems [30]. Note that the computational time of
IQEA and CPLEX for each instance is limited to 18 000 s.
The computational results are reported in Tables V–VII and
Figs. 11–13.

First, we randomly generate and test instances with a fixed
number of nodes |N| = 100, while the number of tasks
|K| increases from 10 to 60. The results are summarized
in Table V. We can observe that the gap varies from
0.9% to 2.66%, with the average gap being 2.14%. This
indicates that IQEA provides high-quality feasible solutions
that are very near to the optimal ones. The computational
time of IQEA varies from 21.72 s to 117.31 s with its aver-
age value being 76.38 s, whereas the time spent by CPLEX
varies from 7.58 s to 3438.43 s with its average value being
848.3 s. By comparing T with TC, we can observe that
IQEA significantly outperforms CPLEX in terms of computa-
tional time. On average, our algorithm spends only 9% time
of CPLEX for all the sets with the average gap of 2.14%.
From Table V and Fig. 11, we can see that the time of CPLEX
rapidly increases with the number of tasks |K|, whereas that of
IQEA gradually increases. Moreover, the ratio T/TC decreases
with the number of tasks |K|. This shows the advantage of
IQEA in terms of computational time compared with CPLEX
for a fixed |N| and varying |K|. Take set 28 as an example. It
takes only 117.31 s for IQEA to find a near-optimal solution
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TABLE VI
COMPUTATIONAL RESULTS FOR THE INSTANCES

WITH |K| = 20, 30, AND 40, |N| = 160–200

with an acceptable average gap of 2.49%, whereas it takes
more than 3400 s for CPLEX to find the optimal one.

Table VI presents the computational results for the instances
with |K| and |N| varying from 20 to 40 and from 160 to 200,
respectively. We can see from Table VI that the gap varies
between 2.43% and 7.81% with the average gap being 5.4%.
This indicates that our algorithm can find high-quality solu-
tions. In addition, it can be seen that the gap slightly
increase with |N| and |K|. In general, the gap varies from
2.43% to 7.81%. This shows that the solution quality of the
proposed algorithm is relatively stable.

On the other hand, we can observe from Table VI that for
all the sets, TC varies from 334.88 s to 14401.2 s with the
average value being 5129.3 s, whereas T varies from 87.38 s
to 254.4 s. T is less than TC on all the sets, and on average T

represents only 2.99% of that spent by CPLEX. Moreover,
TC sharply increases with |N| for a fixed |K|, whereas T

slightly increases. Fig. 12 illustrates the computational time
of CPLEX and IQEA for the instances with |K| = 20. We can
see from Fig. 12 that T increases much more slowly than TC.
For a fixed |N|, TC also rapidly increases with |K|, whereas
T increases quite slowly. Moreover, the ratio T/TC decreases
with increasing |N| and |K|. This implies that our algorithm
is more efficient for large-size problems than small-size ones.
The results demonstrate that IQEA significantly outperforms
CPLEX in terms of computational time. It is worthwhile to
point out that it takes 14401.2 s for CPLEX to find the opti-
mal solution for set 43, whereas our algorithm spends only
254.4 s, i.e., 1.77% the time of CPLEX in finding high-quality
solutions with the average gap of 7.81%.

In Table VII, we report the results for the larger-size
instances with |N| increasing from 250 to 500 and |K| increas-
ing from 30 to 50. From Table VII, we can see that CPLEX
cannot exactly solve all the instances within 18 000 s. Even
for the smallest set with |N| = 250 and |K| = 30, one of the
five instances cannot be exactly solved. It can be seen that
the average gap over sets 44–47 between the solution found
by our algorithm and the best upper bound found by CPLEX
is 7.34%. Since four of the five instances of set 44 are exactly

Fig. 12. Computational time for the instances with 20 fixed tasks.

TABLE VII
COMPUTATIONAL RESULTS FOR THE INSTANCES

WITH |N| = 250–500 AND |K| = 30–50

Fig. 13. Computational time for the instances with |N| = 250–500 and
|K| = 30–50.

solved, set 44 has the smallest gap 5.52%. This implies that
our algorithm provides high-quality solutions. The gap slightly
decreases from set 45 to set 47. This may be because the qual-
ity of the upper bound provided by CPLEX declines with the
increase of the problem size. As a result, the gap decreases
from 8.76% to 7.2%.

It takes 722.53 s (4.36% that of CPLEX) on average for
IQEA to obtain the solutions with the average gap of 7.34%
from the optimal or best upper bound found by CPLEX. It can
be found from Fig. 13 that T is far less than TC. Especially,
CPLEX runs out of memory for set 48 and no feasible solu-
tions are obtained, whereas our algorithm finds them within
1443.88 s. This indicates that it is necessary to propose a meta-
heuristic method to obtain near-optimal solutions for large-size
problems since exact methods fail to find even a feasible
solution due to the NP-hard nature of LRP.
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TABLE VIII
COMPUTATIONAL RESULTS FOR INSTANCES WITH DIFFERENT

PARAMETERS OF TRAFFIC IMPACT Ca = Ra/Va

D. Sensitive Analysis

As previously analyzed, the traffic impact parameters of
reserved lanes in a transportation network are critical to lane
reservation decision. Therefore, in order to show that the per-
formance of our algorithm is stable with regard to different
traffic impact parameters, we test three scenarios for the traf-
fic impact parameters. The traffic impact is defined as Ra/Va.
Parameter Ra is generated from the interval [11, 20], which
is regarded as the baseline. In the other two cases, Ra is gen-
erated from intervals [1, 10] (smaller than the baseline) and
[21, 30] (greater than the baseline), respectively, and the other
parameters remains unchanged. The results are summarized in
Table VIII.

In Table VIII, we can see that the gap varies from
0.06% to 2.26% with the average gap being 1.06%. This indi-
cates that our algorithm can find very good solution, which
is near the optimal solution. Moreover, the gap varies from
0.06% to 2.13% for the case of Ra = [1, 10], from 0.21%
to 2.04% for the case of Ra = [11, 20], and from 0.52% to
2.26% for the case of Ra = [21, 30], respectively. On the other
hand, T is less than TC for all the instances except sets 49,
55, and 61, which are the smallest size set in each scenario.
The average time of our algorithm is 51% of that spent by
CPLEX. Besides, the time of our algorithm ranges between
7.16 and 30.89 s, 6.8 and 30.22 s, and 6.76 and 33.46 s,
respectively. In general, for all the scenarios, it remains
almost the same. Similar results can also be found for T/TC.
This shows that the performance of IQEA is insensitive to
changes in traffic impact parameters.

In addition, we also conduct sensitive analysis experiments
for the parameters Va and ba, which are related with the travel
time parameters on each road segment. We also test three sce-
narios for each of them. The computational results are reported
in Tables IX and X, from which we can find similar results
to those in Table VIII. This indicates that the performance of
IQEA is also insensitive to changes of parameters Ta and T ′

a.

TABLE IX
COMPUTATIONAL RESULTS FOR INSTANCES WITH DIFFERENT

PARAMETERS OF TRAVEL TIME Ta = La/Va

TABLE X
COMPUTATIONAL RESULTS FOR INSTANCES WITH DIFFERENT

TRAVEL TIME PARAMETERS T ′
a = baTa

VI. CONCLUSION

This paper has investigated an NP-hard transportation
planning problem called LRP. It makes four contributions:
1) an improved ILP formulation is developed for the
LRP. Computational results on randomly generated instances
have shown that the improved model runs faster than two
previous models in the literature; 2) a new approach is pro-
posed that can better assess the traffic impact of reserved
lanes; 3) some analytical properties are obtained to reduce the
search space for optimal solutions; and 4) a fast and efficient
QEA is developed for large-size LRPs. Computational results
on 485 randomly generated instances demonstrate that the pro-
posed algorithm can yield high-quality solutions for large-size
problems with up to 500 nodes in the network and 50 tasks
within a relatively short time. The algorithm is promising for
practical applications of lane reservation in real life.
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Although IQEA proposed in this paper has achieved good
performance for large-size LRPs, it still has some limitations.
First, it is not difficult for IQEA to obtain a feasible solution
for the LRP because usually its solution space is relatively big.
Moreover, infeasible solutions in the evolution process can
be repaired. However, when the solution space of an LRP is
extremely small, the proposed algorithm may spend much time
to find feasible solutions or even cannot find a feasible solution
when it terminates. Consequently, construction methods based
on the characteristic of LRP can be designed to generate initial
feasible solutions for IQEA to avoid this issue in the future.
Second, it can be seen from the computational results that
both gap and computational time generally increase with the
problem size. Based on our observation, we have found that the
larger the problem size, the greater possibility for IQEA to trap
into local optimum. Hence, effective local search techniques,
such as tabu search [17], [18], [31], [32], can be introduced
into IQEA to reduce the gap of the obtained solutions for
larger-size instances within a shorter time. Third, IQEA is able
to find feasible solutions for the instances with very large size
(e.g., set 48), but its solutions cannot be evaluated because
CPLEX is not able to find the optimal solution due to the
NP-hardness of LRP. Therefore, effective relaxation method
might be used to obtain good lower bounds to evaluate the
obtained solutions.

In addition, in practical situations it is a quite challeng-
ing task to evaluate the traffic impact due to lane reservation
because it is related with many factors, such as dynamic
traffic flow, reserved time of a day and reservation status
of other road segments. Although the assessment of traffic
impact caused by a reserved lane has been improved com-
pared with [4] and [8]–[11], its estimation deserves further
studies and integrating the interaction among road segments
into the traffic impact assessment is an important direction in
the future. Other future directions include extending the prob-
lem addressed in this paper to other kinds of LRPs such as
bus-LRP and introducing efficient search techniques [33]–[46]
to solve them.
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