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LIGHTENINGS OF ASSUMPTIONS FOR PONTRYAGIN
PRINCIPLES IN INFINITE HORIZON AND DISCRETE TIME

JOEL BLOT AND THOI NHAN NGO

ABSTRACT. In the infinite-horizon and discrete-time framework we establish
maximum principles of Pontryagin under assumptions which weaker than these
ones of existing results. We avoid several assumptions of continuity and of
Fréchet-differentiability and of linear independence.

MSC 2010: 49J21, 65K05, 39A99.
Key words: infinite-horizon optimal control, discrete time

1. INTRODUCTION

The aim of this paper is to establish maximum principles of Pontryagin under
assumptions which are weaker than those of existing results. Now we state the
considered problems.

For all ¢t € N let X; be a nonempty open subset of R, U; be a nonempty subset
of R%, and f; : Xy x Uy — X;;1 be a mapping. We introduce the two following
dynamical systems.

(Di) 2411 < filzg,ug), t € N.

(De) xi11 = fi(wy,ug), t € N.

The order in (Di) is the usual order of R": when z = (z!,...,2") and y = (y*, ..., y")
belong to R™, z < y means ¢ < y* for all i € {1,....,n}. We fix 0 € Xp, and
when k € {i,e}, we define Adm;, as the set of the (z,u) = ((v¢)ren, (ut)ien) €
[Tien Xt X [l;en Ut such that (z,u) satisfies (Dk) for all £ € N and such that
Trog = 0.

For all t € N, we consider the function ¢; : X; x Uy — R. When k € {i, e}, we
define Domy, as the set of the (z,u) € Admy, such that the series Z:;OS (e, ur)
is convergent in R. We define the functional J : Domj — R by setting J(z,u) :=
ZLOS ¢t(517t, Ut)-

When k € {i,e}, we consider the following list of problems.

(P}) Maximize J(z,u) when (z,u) € Domy.

(P?) Find (&,4) € Admy, such that, for all (z,u) € Admy,

lim suphﬁJroo(E?:O De (T, Ty) — E?:o Ge(wg,up)) > 0.

(P?) Find (&, 4) € Admy, such that, for all (z,u) € Admy,

W infy, oo (1o 06 (Bt i) — S Gt (4, ur)) > 0.
Now we describe the contents of the paper.

In Section 2 we specify notions of differentiability and their notation, and we
recall the method of reduction to finite horizon (Theorem 2.T]).

Date: January 22, 2016.
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In Section 3 we establish weak maximum principles where the values of the opti-
mal control belong to the interior of the sets of controls for system which governed
by difference inequations (Theorem Bl and Theorem B.2]). These results are new
and only use the Gateaux differentiability of the criterion, of the vector field and of
the inequality constraints. Neither continuity nor Fréchet differentiability is neces-
sary. These principles use recent results on multipliers rules in static optimization
which are established in [4]

In Section 4, we establish a weak maximum principle when the sets of controls
are defined by inequalities (Theorem FL.3]) when the system is governed by difference
inequations. This result also only uses the Gateaux differentiability of the criterion,
of the vector field and of the inequality constraints and a condition of separation
of the origine and of the convex hull of the Gateaux differentials of the inequelities
constraints in the spirit of a Mangarasian-Fromowitz condition. Secondly we estab-
lish a weak maximum principle when the sets of controls are define by equalities and
inequalities (Theorem [A.7]) when the system is governed by a difference inequation.
Such a case is treated in [3] (Theorem 3.1 and Theorem 3.2). In comparison with
the result of [3], the improvements are the following ones: we avoid a condition
of continuity for the saturated inequality constraints and for the vector field, we
avoid a condition of linear independence of all the differentials of the constraints.
A similar result is Theorem [4.8] for which the system is governed by a difference
equation.

2. NOTATION AND RECALL

When F and F' are finite-dimensional real normed vector spaces, when A C FE,
when ¢ : A — F is a mapping, and a € A, ¢ is said Gateaux differentiable
at a when, for all v € E, D®(a,v) := lim,_,o 1(@(a + sv) — ®(a)) exists for all
v € I/ and when v — ﬁfb(a, v) is linear, then its Gateaux differential of ® at a is
Da®(a) € L(E, F) defined by Dg®(a)v := D®(a,v). When it exists, the Fréchet
differential of ¢ at a is denoted by D¢(a). When E = E; x Es is a product of
normed vector spaces, a = (a1,a2), Dg1®(a1,az2) (respectively D¢ 2®(a1,a2)) is
the Géteaux differential of ®(-,as) at ay (respectively ®(aq,-) at az) and when ®
is Fréchet differentiable at (a1, az2), D1®(a1,as) (respectively Daogd(az,as) denotes
the Fréchet differential of ®(-, as) at a1 (respectively Da®(aq,-) at az).

The method of reduction to finite horizon, which comes from [5], is contained in
the following result.

Theorem 2.1. The two assertions hold.

(a) Let (z,4) be a solution of (P!) when j € {1,2,3}. Then, for all h € N,,
(Zo, ey Tht1, Ug, -, Up) 18 a solution of the following finite-horizon problem

Maximize Z?:o Pe(xe,ur)

(FM) when (O, woey Tha1s UQy ory Up) € H?iol X X H?:o U,
! ziy1 < fi(my,uy) whent € {0,...,h}

T = O, Tht1 = Tht1-
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(b) Let (&,4) be a solution of (P?) when j € {1,2,3}. Then, for all h € N,,

(Zo, ey Tht1, Ugy -, Up) 18 @ solution of the following finite-horizon problem

Maximize E?:o de(e, up)
(FM when (TQy vy Thi1s UQy ory UR) € H?iol X x H?:o Uy
Ti41 = ft(xt,ut) when t € {0, veey h}
To = 0, Tpy1 = Tpy1.

The proof of this theorem is given in [5] and in [6]. Note that this result does
not require any special assumption.

3. WEAK PONTRYAGIN PRINCIPLES WITH INTERIOR OPTIMAL CONTROLS

In this section we consider the case where values of the optimal control sequence
belong to the topological interior of the set U; of the considered controls at each
time ¢, and where the system is governed by the difference inequation (Di).

Theorem 3.1. Let (&,4) be a solution of (P?) when j € {1,2,3}. We assume that
the following assumptions are fulfilled.

(i) For allt € N, 4y € intUs;.

(ii) For allt € N, ¢¢ and f; are Gateaux differentiable at (T, Gr).

(ili) For allt € N, for all o € {1,...,n}, ff* is lower semicontinuous at (&, ty)

when (&, 0) > T

(iv) For allt € N, Dg 1 fe(Z¢,0) is invertible.
Then there exist A\g € R and (p¢)ien, € (R™)N= which satisfy the following proper-
ties.

(NN) (Ao, p1) # (0,0).

N)

(Si) Ao >0 and, for allt € N,, p; > 0.

(S€) For allt € N, for all « € {1,...,n}, p?, 1 - (f7 (2, 0) — 27 1) = 0.
(AE)
(WM)

Proof. Using Theorem 2 Ilwe can assert that, for all h € Ny, (£o, ..., Eh41, U0, -, Un)
is a solution of (F").

We introduce the function 1 : Hf;l X X H?:o Us — R by setting

For allt € Ny, py = pey1 0 Da 1 fu(@e, @) + MoDa,1¢e (T, Uy ).
For allt € N, pyy1 0 Dgaft(Zt,0s) + MoDa o (&4, 4r) = 0.

h
w(‘rlu <oy Th, UQ, ...,Uh) = ¢0(07 UO) + Z¢t(xt7ut)-

t=1

We introduce the mapping vy : Hle X x H?:o Uy — R™ by setting
V(X1 eeey Thy Uy ey up) = fo(o,up) — 1. For all t € {1,...,h — 1} we introduce the
mapping v H?:l X; x H?:o U; — R™ by setting

Ve (T1, ooy Thy W05 ooy Un) 7= fi(Te, W) — Ty
We introduce the mapping vy, : Hle X; x H?:o U; — R™ by setting

Vu(T1, ooy Thy U0y -y Un) = fu(Th, un) — Thyt-
Then we can formulate (F*) in the following form.

Maximize (X1, ..., Tp, Ug, -, Up)
when Vit € {1, ceey h},l’t € X, up € U (31)
vt €{0,....h},Vae{l,..,n} & (a1, ..., Th, U, .., up) >0
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where the ¢ are the coordinates of .

Our assumptions (i, ii, iii) imply that the assumptions of Theorem 3.1 in [4] are
fulfilled and so we know that, for all h € N, there exists ()\g,p’f, ...,pZH) € R x
(R™*)h+1 which satisfies the following conditions.

G PYs P 1) # (0,0, ...,0). (3.2)
A>0,and Vt € {1,...,h + 1},p} > 0. (3.3)
vt € {0,...,h}, Vo € {1, ....,n}, Py o - (F (0, ) — 2241) = 0. (3.4)
Vt € {1, ..., h},p = pl'y 0 Daoi fi(de, ) + N D1 (3, i) (3.5)
Vt € {1, ..., h},pl 1 © Do fi(e, @) + Ny Da age (24, ) = 0. (3.6)
Using assumption (iv) we can formulate (85 as follows.
Vt € {1, ., h}, Pl = (0 — Ny D104 (d4, 1t)) © Dt fe(e, ) (3.7)

From this last equation we easily see that (A2, p?) = (0,0) = (A}, p?, ...,pZH) =
(0,0,...,0) and then from (B:2) we can assert that

(Ag, p1) # (0,0). (3.8)

Since the set of the lists of multipliers of Problem (B]) is a cone, we can normalize
the multipliers by setting

G|+ [lph = 1. (3.9)

Since the values of the sequence (AL, p#)nen, belong to the unit sphere of R x R"™*
which is compact, using the Bolzano-Weierstrass theorem we can say that there exist
an increasing function ¢ : N, — N, and (Ao, p1) € RxR™ such that |\o|+||p1]| = 1,

(h)

. . h
limp, 400 MG = Ao and limp_ 4 oo p‘f( ) — p1.

Note that pf"™ = (pf" — XM D 1y (81, 11)) 0 Dg o fi(#1,41) " for all h >
t — 1, which implies that
pri= lim p§" = (py — AoDaa¢n(#1,11)) 0 D fi(d,in) "

h—+oco

Proceeding recursively we define, for all t € Ny, pyyq1 := limp 4 oo pﬁ}f) =

Ty oo (0" = A7 D164 (i, 1)) 0 Daat foldn, @) ™1 = (b= Mo D1 i ) o
Dgafi(+,4:)~1. And so we have built A9 € R and a sequence (pt)ien, € (R™*)N-
which satisfies (AE).

We have yet seen that (NN) is satisfied. From (B.3) we obtain (Si). From (34)
we obtain (S¢). From (3.6) we obtain (WM). O

Theorem 3.2. Let (&,1) be a solution of (P?) with j € {1,2,3}. We assume that
the assumption (i,ii,iii) of Theorem[31l are fulfilled. Moreover we assume that the
following assumption is fulfilled.
(v) For all t € Ny, for all o, € {1,...,n}, W > 0 and for all a €
{1,.n}, HELut) g,
Then the conclusions of Theorem [31] hold.



PONTRYAGIN PRINCIPLES 5

Proof. Proceeding as in the proof of Theorem B] we obtain that, for all h € N,
(Zo, ey Tht1, Uo, -, Up) is a solution of problem (B.I) and conditions (3.2 - B.7) are
fulfilled.

For all t € N, we define v; := minj<q<p Off (&e,te)

o € (0,+00).
Under assumption (v), when v € R™, for all « € {1,...,n}, we have

" O (dy, G Of& (&4,
(Deia i) 0" =3 Ko 2 et =
which implies D¢ 1 fi(Z¢,7) - v > yv. Then using Lemma 2.3 in [6] (p. 37) we
can assert that, for all 7 € (R™) 1, m o Dg 1 ft(&,Gt) > vem. Then we have, for all
te{l,..,h},
Pl = pf+1 o D fi(@e, i) + Ny Da e (24, 1) > ’Ytp?+1 + A Db (3, i)

which implies 0 < p,; < %(pf — MtDg 164(34, 11y) which implies

1 o
Ip¥all < E(Ilpffll + 201 D164 (e, a0 [)

which implies, since from ([B3) and () we have A} = |[A}| < 1, the following
relation holds for all ¢ € N,, and for all h >t — 1.

1 L
Ip¥all < %(HP?H + [ Da 19 (e, e )|])- (3.10)

Now we want to prove the following assertion.
vt € Ny, 3¢ € (0, +00),Vh >t — 1, ||pl| < ¢. (3.11)

We proceed by induction. When ¢ = 1, from [3.9) we know that ||p}| < 1, and so
it suffices to take ¢; := 1. We assume that (BII)) holds for ¢, then for ¢ + 1, from

BI0) we obtain
1 A
Ipfa |l < %(Ct + |1 Da 10 (T4, ) ||) =: Cer1

and so (BI1)) is proven.

Using ([B.I1) and the diagonal process of Cantor as it is formulated in [6] (Theo-
rem A.1, p. 94), we can assert that there exists an increasing function p : N, — N,
and a sequence (pt)ien, € (RT)N* such that, for all ¢ € N, limy,_, | pf(h) = py.

Now we conclude as in the proof of Theorem [3.1} O

4. WEAK PONTRYAGIN PRINCIPLES WITH CONSTRAINED CONTROLS

In this section we first consider the case where the sets of controls are defined
by inequalities for each ¢t € N.

Uy = m {ueR?: gF(u) >0} (4.1)
1<k<m
where gF : R? — R.
Lemma 4.1. Let E be a finite-dimensional real normed vector space and I be

a nonempty finite set. Let (¢;)icr € (E*)!. The three following assertions are
equivalent.

(i) 0 ¢ co{p; :i€1T}.
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(i) For all (\)ier € R), Yic Xipi =0= X\ =0 for all i € I.
(iii) There exists w € E such that, (p;,w) >0 for alli € I.

Proof. First we prove that non(ii) implies non(i). From non(ii) we deduce that
there exists (\;)'€ € (Ry)! such that ()\;)*<! # 0 and Zzel(—)% = 0 which

implies non(i). Secondly we prove that non(i) implies non(ii). From non(i) there
exists (cv)ier € Ry such that ), ;a; = 1 and 0 = ), ; i, and since (o )icr
is non zero, non(ii) is fulfilled. And so we have proven that non(i) and non(ii) are
equivalent.

To prove that (i) implies (iii), note that 0 ¢ co{y; : i € I} =: K, and K is a
nonempty convex compact set. Using the theorem of separation of Hahn-Banach,
we can assert that there exist £ € R™* and a € (0,+00) such that (£, ) > a for
all ¢ € K, and (£,0) = 0 < a. Since R" is reflexive, there exists w € R™ such
(&, ) = {p,w) for all ¢ € R™. Therefore for all i € I, we have (p;,w) > a > 0
that is (iii).

To prove that (iii) implies (i) we set v := min;er(p;, w) > 0. When ¢ € co{y; :
i € I}, there exists (a;)ier € Ry such that ), ;o =1 and ¢ = >, ; a;p;. Then
we have (@, w) =, ; ai(pi, w) >, iy = v > 0 which implies ¢ # 0, and so
(i) is satisfied. O

Lemma 4.2. Let E be a finite-dimensional real normed vector space and I be a
nonempty finite set. Let (p;)icr € (E*)! such that 0 ¢ co{p; :i € I}. Foralli €I,
let (1) pen, € R *. We assume that the sequence (Yn)nen, = (D _c; o) hen, s
bounded in E*.

Then there exists an increasing function p : N, — N, such that, for all i € I, the
p(h)

sequence (r{*" )pen, is convergent in Ry.

Proof. First we prove that liminfy_, ;o Zze T h < +00. We proceed by contradic-
tion: we assume that liminf,_, o Zlel i+ = 400. Therefore we have

h
limp, 00 D ey = +oo0. We set s! := Z” o € Ry. We have Zlel =1
er
and therefore Y, ; sto; € co{y; : i € I}. Note that | Y ier steil = ST [leon |
.7

converges to 0 When h — 400 since (Yp)pen, is bounded. Therefore we have
limp 4 oo Elel 2@; = 0 which implies that 0 € co{y; : i € I} that is a contradic-
tion with one assumption. And so we have proven that s := liminfy, 1> ,; rh <
+00.

Now we can assert that there exists an increasing function 7 : N, — N, such

that limy,_ 40 EZEI :(h) = s. Therefore there exists M € Ry such that 0 <

Dier” :(h) < M forall h € N,. Since for all¢ € I, we have 0 < r, T < djer” ;(h) <

M, i.e. the sequence (r] (h))heN* is bounded in R, . Using several times the Bolzano-
Weierstrass theorem we can assert that there exist an increasing function 7, : N, —
N, and r} € Ry for all 4 € I, such that limj_, 4 rTOTl(h) r7. It suffices to take
p:=ToOT]. O

Theorem 4.3. Let (&,1) be a solution of (P/) where j € {1,2,3} and where the

sets Uy are defined by ([{-1). We assume that the following assumptions are fulfilled.

(i) For allt € N, ¢y and f; are Giteaux differentiable at (&, Gy ).
(ii) For allt €N, for all k € {1,...,m}, gF is Gdteaux differentiable at .
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(iii) For allt € N, for all a € {1,...,n}, f& is lower semicontinuous at (&, ly)
when f{ (&g, 0) > Tf .

(iv) For allt €N, for allk € {1,...,m}, gF is lower semicontinuous at i; when
g¢ () > 0.

(v) For allt € N, 0 ¢ co{DggF(i) : k € I}} where I} := {k € {1,....,m} :
gt () = 0}.

(vi) For allt € Ny, Dg 1 fi(Z,0) is invertible.

(vii) For all t € N, for all a,8 € {1,...,n}, W > 0 and for all o €
{1, n}, 2t 5 )
Then, under (i-vi) or under (i-v) and (vii), there exist \g € R, (p¢)ien, € (R™*)Nx,
(u)en € RY, .. and (u)ien € RY which satisfy the following conditions.
(NN) (Ao, p1) # (0,0).
(Si) \g >0, , pt >0 for all t € N, and pu¥ > 0 for all t € N and for all
ke{l,..,m}.
(S€) For allt € N, for all o € {1,...,n}, pffyq - (f (&4, 0) — 23 ,) = 0, and for
all k€ {1,....,m}, uF - gF(a;) = 0.
(AE) For all t € Ny, py = pr41 © Do fe(@e,0e) + MoDa o (2, Ge).
(WM) Forallt €N,

pi+1 0 Daoft(Ze,0t) + oD ot (Be, ) + > opey uf Dagl () = 0.

Proof. From Theorem [2.1] (a) we know that, for all h € Ny, (Zq, ..., Tht1, G0, -, Uh)
is a solution of the following finite-horizon problem.

Maximize J(Zq, .., Thi1, U0, -, Up) = Z?:o Oe(xe, up)
when Vit € {O, ceey I’L}, ft(ilft, Ut) — Tt41 Z 0
vVt € {O, ...,h},(Et € Xy
T = 0, Tpt1 = Tht1
vt € {0,....,h},Vk € {1,...,m}, gF(u;) >0

From Theorem 3.1 in [4] we can assert that there exists
(\b ph, ...,pZH,u}’h, ...,,u;ln’h) € R x (R™)" x R™ which satisfies the following
assertions.

OIS T AT ) (4.2)
MNe>0,vte {1,..,h+1},pP >0,
kit (4.3)
and Vt € {0,...,h},Vk € {1,...,m},u." > 0.
vt € {17 7h’+ 1},VO& € {17 '-'7n}ap?+1 : (fta(j?taﬁt) - ‘i?Jrl) = 07
koh kg (4.4)
and Vt € {0,...,h},Vk € {1,....,m}, ;" - g¢ (4y) = 0.
Vvt e {1,....,h}, } (4.5)
P = ply1 0 Daafe(de, @) + Ay Daade (e, ). '
vt €{0,...,h}, } (46)
Py 0 Daafi(@e, @) + N Daade (B0, @) + > pe g 11" Dagf (i) = 0. '

Using ([&H) under (vi) or (vii) and working as in the proof of Theorem Bl or
Theorem [3.2] we obtain

(/\g,p’f) =(0,0) = ()\g,p}f, ...,pZ_H) = (0,0,...,0).

Proceeding by contradiction, assuming that (A}, p?) = (0,0), from the previous
implication and ([6) we obtain Y ;- , 1" Dagk(iy) = 0, and then using Lemma
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1 we obtain that the p" = 0. Therefore we obtain a contradiction with (@Z).
And so we have proven that (A}, p}) # (0,0). Under (vi) proceeding as in the
proof of Theorem Bl and under (vii) proceeding as in the proof of Theorem we
obtain the existence of an increasing function p : N, — N, and of A\g € Ry and of
(pt)ten. € (R*)N such that Ao = limp_ 400 AS(’”, Py = limp 400 Pf(h)7 (Ao, p1) #
(0,0), and p¢* - (f2 (&, 7)) — &3, 1) = 0 for all t € N, and for all o € {1,...,n}.

We fix t € N and we consider, for all h € Ny,

on = Spers " Dagh i) = Sty w " Dagh (i)
= —(pr(rhl) o Da o fi(&e,0r) + Aﬁ(h)DG,z@(it, Ut)).
Therefore we have limy,—, 4 o0 o, = — (P41 © D 2 fi (2, Ut) + NoDa 20t (&4, Ur)), and
consequently the sequence (¢p)nen, is bounded in R™*. Using Lemma we can
assert that exist an increasing function p; : N, — N, and puf, ..., u* € R, such
that limp_ 4o i "™ = 4k € Ry. And then the assertions (NN), (Si), (S¢),
(AE) and (WM) are satisfied. O

Now we consider the case where the sets of controls are defined by equalities and
inequalities for each ¢t € N,

Uy = m {ueR:: gF(u) >0} N ( m {u e R : ek (u) = 0}) (4.7

1<k<m; 1<k<me
where ef : R? — R.

Lemma 4.4. Let E be a real finite-dimensional normed vector space; let J and
K be two nonempty finite sets, and let (7);jc; and (¢*)rex be two families of
elements of the dual E*. Then the two following assertions are equivalent.
(i) span{y? :j € JyNco{pk ke K} = 0.
(ii) There exists w € E such that ()7, w) =0 for all j € J and (¢*,w) >0 for
allk e K.

Proof. We set S := span{y? : j € J} and C := co{p* : k € K}.

[i = 4i] Under (i) using the theorem of separation of Hahn-Banach, there exist
&€ E* and a € (0,+00) such that (€,¢) < a for all ¢ € S, and (£, ) > a for all
¢ € C. When ¢ € S is non zero, we have |(£,9)| < a since —¢ € S, and therefore,
for all A € R, we have |A] - [(£,%)| < a which is impossible if [(¢,4)] # 0, therefore
we have (£,9) = 0 for all ¢» € S. Since E** is isomorphic to F there exists w € E
such (€, x) = (x,w) for all x € E*, and then we obtain (ii).

[it = i] Under (ii) we define a := mingex (p¥,w) > 0. When ¢ € C there exists
(Or)kex € RE such that Y, 0 = 1 and >, Ok = ¢. Then (p,w) =
Sper Ol w) = 3, i Ok -a > 0. When ¢ € S there exists ((j)jes € R’ such
that >, ; ¢j7 = 1. Therefore we have (1, w) = djed ¢ (I, w)y = 0. We have
proven that (¢, w) = 0 for all ¥ € S and (p,w) > 0 for all p € C, which implies
(i). O

Lemma 4.5. In the framework of Lemmal[].4] under condition (i) of Lemma []-7)
when (Aj)jes € R and (ux)rex € Rf, we have

DAY Y et = 0= (Vk € K, pp =0).
jeJ keK
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Proof. We proceed by contraposition, we assume that there exists k € K such that
ur 7 0. Thenﬁ:: Dokex Mk > 0 and so Yo, . & #ga € co{¢* : k € K} and
D oker 2 =t = = ies %wj € span{y? : j € J} which provides a contradiction
with condition (i). O

Lemma 4.6. Let E be a real finite-dimensional normed vector space; let J and
K be two nonempty finite sets, and let (7)jc; and (¢*)rex be two families of
elements of the dual E*. We assume that the following assumptions are fulfilled.
(a) The family (¢7);e is linearly independent.
(b) span{y? :j € J}Neco{¢* : k€ K} =0.
Let (\")je; € R’ and (/Lk)keK € RYX for all h € N, such that the sequence
(Xh)heN* = (e J1/) + Y pex Hre")nen, is bounded in E*. Then there ex-

ists an increasing function p : N, — N, such that the sequences ()\g(h))heN* are

convergent in R for all j € J and the sequences and (uz(h))

Ry for allk € K.

heN, are convergent in

Proof. We set S := span{y : j € J} and C := co{p* : k € K}. First we prove
that liminfy, 400 D pex /J,Z < +00. We proceed by contradiction, we assume that
liminfr, 400 D pex /J,Z = 400. Therefore we have s := limp, 100 D e i MZ = +o00.

h
We set 7} 1= #;“Z/ €Ry. Wehave Y, 7" = 1, and therefore Y, ;- mpo" €
C'. Note that
1
1Y =¥+ Y mé*| = =—— X" =0
ey Ek’eK Hr ke K e His

when h — +00, therefore

jeJ Zk/EK luk/ keK

Since C'is compact there exists an increasing function 7 : N, — N, and ¢, € C such
) A7

. h .
that imp s yoo Y e o, ©* = p,. Consequently limy,_, ;o ZJGJ S P =
k;/

4. Since a finite-dimensional normed vector space is complete, S is closed in B*,
and consequently we have ¢, € S, and then ¢, € S N C which is a contradic-
tion with assumption (b). And so we have proven that liminf o ) ek UZ <
400. Therefore there there exists an increasing function r : N, — N, such that
limp o0 D pe Mk( =
> kex uk( ))heN*)heN* is bounded in R;. Since 0 < ,uz(h) <Y kek ,uz(h), we ob-
tain that (,uz(h))heN* is bounded in R, for allk € K. Therefore (3, . uz(h)gak)heN*
is bounded in E*. Therefore (3, ; A} M piVpen, = (" — Y okek uz(h)gpk)heN* is
bounded as a difference of two bounded sequences. Under assumption (a) we can use
Lemma 5.5 in [3] and assert that there exists an increasing function r; : N, — N,

= liminfy, | Zke K /LZ. Therefore the sequence

such (A7° (), cn. is convergent in R for all j € J. Using cardK times the Bolzano-
Welerstrass theorem, there exists an increasing function ry : N, — N, such that
(uZOTlOTZ(h))hGN* is convergent in R,. Taking p := r o7 o ry we have proven the

lemma. O



10 BLOT AND NGO

Theorem 4.7. Let (&,1) be a solution of (P)) where j € {1,2,3} and where the
sets U, are defined in ([{.7). We assume that the following assumptions are fulfilled
for allt € N.

(i) ¢+ is Fréchet differentiable at (I, ).
(ii) For all @ € {1,...,n}, ff* is Fréchet differentiable at (&,7;) when
JE (@, ) =
(iii) Foralla € {1,...,n}, f& is lower semicontinuous and Gateauz differentiable
at (T, ) when f(Te, Ue) > .
(iv) For all k € {1,...,m;}, gF is Fréchet differentiable at ii; when g¥ (i) = 0.
(v) For all k € {1,....,m;}, gF is lower semicontinuous and Gateauz differen-
tiable at @, when gF (i) > 0.
(vi) Forallj € {1,...,m.}, el is continuous on a neighborhood of i, and Fréchet
differentiable at .
(vii) span{De] (i) :j € {1,...,me}} Nco{Dggk (i) : k € I}} =0, where
I ={ke{l,..,m;}: gf(i,) = 0}.
(viii) De}(i), ..., De™ (i) are linearly independent.
(ix) For allt € N, D¢ 1 fi(Z4,0s) is invertible.
(x) For all t € N, for all o, € {1,...,n}, % > 0 and for all a €

{1, .,n}, HiEeid 5,
Then under (i-iz) or under (i-viii) and (z) there exist Ao € R, (pt)ten, € (R™* )N+,
(Mi)en € RY, L (Ao i)ien € RY, (1 e)ien € RY, o (g 1)ten € RN which
satisfy the following conditions.

(NN) (Ao, p1) # (0,0).
(Si) dg > 0, pr > 0 for all t € Ny, pgz > 0 for all t € N and for all k €
{1,,m1}
(S€) For allt € N, for all v € {1,...,n}, iy - (f(Ze,0) — 2 y) = 0, and for
all k € {1,...,m;}, pry - gF () = 0.
(AE) For all t € Ny, pr = Pt+1 © Dgﬁlft(j?t, ﬁt) + AODlgbt(jta'&t)-
(WM) Forallt €N,

pe+10DG 2 fe(Ze, ) + Ao Do (3, ﬁtH’Z AjiDe? (ﬂt)—i-z put Dagy (i) =
=1 k=1
0.

Proof. From Theorem [Z1] (a) we know that, for all h € Ny, (Zq, ..., Zrt1, G0, -, Uh)
is a solution of the following finite-horizon problem.

Maximize Z?:o Oe (e, up)
when Vit € {0,....,h}, fe(as,u) — 441 >0
Vi e{0,...,h+1},2: € X3
To = 0,Tpt1 = Tpi1 4
Vt €{0,....,h}, Vi e {1, ....me}, el (ur) =
vt € {0,...,h},Vk € {1,...,m;}, gF(us) >
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We introduce the following elements

ey TRy UQy ey UR)

T(z) := el (uy),0 <t < h,1<j<me
GF(z) = gf(ut),O <t<h1<k<m,.
Then the previous optimization problem can be written as follows.
Maximize ®(z)
when V¢t € {0,...,h},Va € {1,..,n}, F*(z) > 0
vVt €{0,....,h},Vj € {1,....me}, El(z) =
vt € {0,....,h},Vk € {1,....,m;},GF(z) > 0
We see that our assumptions (i-vi) imply that the assumptions of Theorem 3.2 in
[ are fulfilled and consequently we obtam the existence of real numbers Af, p',,

(4.8)

(for t € {1,...,h+1} and a € {1,...,n}), A}; (for t € {0,...,h} and j € {1,...,m.}),
,uﬁk (for t € {0,...,h} and k € {1,...,m;}) which satisfy the following conditions:
()\]Olap;ila . aph+1 n’ >\1 05 aAfne,ha :U’;iOv "'7:uilni,h) # O (49)
MNe>0,(vte{l,...,h+1},Va e {1,...,n}, ptaZO) (4.10)
(vt € {0,...,h},Vk € {1, .. ml} pi; > 0) '
vt € {0,...,h},Va € {1, ...,n},ptﬂﬂ -F(z)=0 (4.11)
vt € {0,...,h},Vk € {1,...,m}, p), - GE(2) =0 (4.12)
)\th)(A)—’—ZZ 1pt QDGFQ(Z) } (4 13)
+ AL JDE](2) + Y71yl DaGE(2) = 0. '
Note that (@I is translated by
vt € {0,...,h}, Vo€ {1, ....,n}, Py o - (Ff (&0, ) — 2241) = 0. (4.14)
The condition (12 is translated by
vt € {0,...,h},Vk € {1,...,mi}, )y, - g1 (@) = 0. (4.15)

From (£I3), using the partial differentiations with respect to z; we obtain, for all
5$t S Rn

N Dy ¢y (¢, )0y + Zpt+1 oD fE (&, U)dxy — Zptﬂ 0 0zt +04+0=0

a=1 a=1

which implies, denoting by p}' the elements of R™ whose the coordinates are the
p,’})a, we obtain the following relation.

Ao D1y (24, 01) + piy © Da o fo(de, i) = p)- (4.16)

From (@I3) using the partial differentiations with respect tou; we obtain the fol-
lowing relation.

/\0D2¢t(i’t, i) +piyy © Do fel(e, ) } (4.17)

+ 3 N Def (i) + Sy pf Dagh (i) = 0.
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Using (ix) and working as in the proof in the proof of Theorem Bl or using (x)
and working as in the proof of Theorem [3.2] from ([@I6) we obtain the following
condition.

(AG.pY) = (0,0) = (A}, pl, .. pliy) = (0,0,...,0). (4.18)
If (AR, ph) = (0,0), using (@IS), (@IT7) implies

ZA De (@ "‘Z/LtkDth(ut) 0,

k=1

and using (LTH) we obtain that uf', = 0 if k ¢ I7, and so we obtain the following
relation 77" AL De{ (@) + > kers 11y Dagf (i) = 0. Then using (vii) and Lemma
we obtain that uf} , = 0 for all £ € I, and consequently we have uf}) i = 0 for
all k € {1,..,m;}. Therefore we have Y7, A} De](i;) = 0. Using (viii) we
obtain A}'; = 0 for all j € {1,...,mc}. And so we have proven that (A},p}) =
(0,0) implies ()\g,pfl, "'7p2+1,n’)\}1l,07 ...,)\fne)h,ufo, ...,uzh_)h) = (0, ...,0) which is
a contradiction with (£9]). And so we have proven the following condition.

(A6, p) # (0,0). (4.19)

From (£I9) under (ix) proceeding as in the proof of Theorem [B1] or, under (x)
proceeding as in the proof of Theorem [3.2] we obtain the existence of an increasing
function r : N, — Ny, of A\g € R and of (p;)sen, € (R™)N+ such that

lim A" = A, (V¢ € N,, hli)rfoop:(h) =), (Mo, p1) # (0,0). (4.20)

h—+oco

From (Z20) we sce that the sequences (Ap")en. and (py™)sen. are bounded and
then, using ([@IT), we deduce that the sequence

me 7(h j
(ijl )‘t,(h)D ( t) + Zk 1 Mt k )Dth (
(2221 A:,( )Det () + Ekel Hy (]{; )Dggf
is bounded for all ¢ € N. Using (vii), (viii) and Lemma we can assert that

there exist an increasing function 7 : Ny — N,, A, ; € R (for all t € N and for all
je{l,....me}), pir; € R (for all t € N and for all k € {1,...,m;}) such that

(0 ))heN* =
(ti¢))nen.,

hEToo )‘ﬂ;ﬁ( )= )‘tju hm Mmh( ) = It k- (4.21)

Finally (20) implies (NN), (£20), (£Z21) and @I0) imply (Si), @20), E21),
#I4) and [(EIL) imply (S¢), (20) and (EI6) imply (AE), and (£20), (£21) and
(@1D) imply (WM). O

Theorem 4.8. Let (2,4) be a solution of (PJ) where j € {1,2,3} and where the
sets Uy are defined in [({.7). We assume that the following assumptions are fulfilled
for allt € N.
(i) ¢+ is Fréchet differentiable at (I, 1y).
(i) f: is continuous on a neighborhood of (Z+,1:) and Fréchet differentiable at
(T, Tt).
(iii) For all k € {1,...,m;}, gF is Fréchet differentiable at @i, when g¥ (i) = 0.
(iv) For all k € {1,...,m;}, gF is lower semicontinuous and Gateaus differen-
tiable at @y when gF (i) > 0.
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(v) Forallje{1,...,me}, e is continuous on a neighborhood of i, and Fréchet
differentiable at .
(vi) span{De}(t;) : j € {1,...,me}} N co{Dggr(iz) : k € I} = 0, where
I={ke{l,...,m}: gka,) = 0}.
(vii) Dej (i), ..., Dey* (@) are linearly independent.
(viii) For allt € Ny, Dgafi(Ze,0y) is invertible.
Then under (i-viii) there exist Ao € R, (pt)ien, € (R™)N+, (M1)ten € RY,...,
(Ayme)ten € RY, (ue1)ien € RY, L, (p,m )ten € RY which satisfy the following
conditions.
(NN) ()‘Oapl) 7é (070)
(Si) Ao >0, prt >0 for allt € N and for all k € {1,...,m;}.
(S¢) For allt €N, for all k € {1,....m;}, prs - gF () = 0.
(AE) For allt € N, py = piy1 0 D fi(Ee, Ue) + AoD1de (T, Uy).
(WM) Forallt €N,

per10DG 2 fr(2e, )+ Ao Dagpe (2, ﬂt)—FZ At,jDej('&t)‘Fz pixDagp (i) =
=1 k=1
0.

The proof of this theorem is similar to the this one of Theorem .7l The difference
is the replacement of inequality constraints by equality constraints in the problem
issued from the reduction to finite horizon, the consequence of this difference is the
lost of the sign of the adjoint variable p;.
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