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Abstract—This paper analyzes the impact on the stability of
the TCP-Reno congestion control mechanism when a network
coding (NC) layer is inserted in the TCP/IP stack. A model of
the dynamics of the TCP-NC protocol combined with random
early detection (RED) as active queue management mechanism
is considered to study the network equilibrium and stability
properties. The existence and uniqueness of an equilibrium
point is demonstrated and characterized in terms of average
throughput, loss rate, and queue length. Global stability is proved
in absence of forward delay, and the effects of the NC redundancy
factor and of the delay on the local stability of TCP-NC-RED are
studied around the equilibrium. The fairness of TCP-NC with
respect to TCP-Reno-like protocols is also studied. A version
of TCP-NC with adaptive redundancy factor (TCP-NCAR) is
also introduced. Results provided by the proposed model are
compared with those obtained by simulation for N sources
sharing a single link. TCP-NC-RED becomes unstable when delay
or capacity increases, as TCP-Reno does, but also when the
redundancy factor increases. Its stability region is characterized
as a function of the redundancy factor. If TCP-NC and TCP-
Reno share the same links, TCP-NC is fair with TCP-Reno-like
protocols when no redundancy is added. Simulations show that
TCP-NCAR is able to compensate losses on the wireless parts of
the network.
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Index Terms- congestion control, network coding, queueing
analysis, stability analysis.

I. INTRODUCTION

In [24], a TCP-fair protocol was proposed that interfaces
network coding (NC) [1], [7], [13] with TCP by introducing
a new coding layer between TCP and IP. The idea is to
benefit from NC to improve TCP throughput. In this layer,
TCP segments are network coded at the sender and network
decoded at the receiver. In [23], several practical aspects
are described such as the TCP-compatible sliding window
within which packets are network coded or new rules for
acknowledging bytes at the TCP layer.

In TCP-NC [24], a fixed amount of redundant network-
coded packets may be transmitted by the sender to mask part of
the losses occurring, e.g., on the wireless parts of the network.
An improvement in TCP throughput for a constant value of
the NC redundancy factor ρ is shown experimentally in [23],
[24]. The role of ρ is to match the rate at which data are
obtained at the receiver to the sending rate of TCP. When ρ
is too small, some losses are not masked from TCP and the

1This work was partly supported by DIM-LSC SWAN and by ICODE. M.
Kieffer is partly supported by the Institut Universitaire de France. Some parts
of this work were presented at IEEE NETCOD 2012 and 2013.

NC decoding probability decreases. When ρ is too large, the
congestion may increase, reducing the throughput.

Moreover, the possible side effects of a fixed redundancy
introduced at the NC layer on the TCP congestion control
mechanism have been overlooked, particularly stability issues
and TCP fairness. The stability region of plain TCP congestion
control mechanisms (Vegas or Reno) is affected by the value
of RED parameters, bottleneck link capacities, and round
trip times [17], [18]. In TCP-NC, the value of ρ has also
a significant impact, as illustrated by Figures 4 and 5 in
Section VI. A protocol originally stable characterized by small
oscillations in the TCP congestion window and in the queue
length for ρ = 1 may become unstable when ρ = 1.2.

This paper analyzes the effect of the NC layer on the
stability of TCP and its fairness with TCP. Losses due to
wireless links in the network are taken into account. To the
best of our knowledge, no characterization of the average
throughput of TCP-NC (with TCP-Reno), of its fairness, or of
its stability has been done previously. This paper characterizes
the effect of NC on the equilibrium and local stability of TCP-
Reno. For that purpose, tools from control and optimization
theory used to characterize TCP [9], [14], [18], [26] are
considered to study TCP-NC as a distributed primal-dual
algorithm that maximizes some aggregate utility function. A
consequence of this study is that ρ should be properly adjusted.
A variant of TCP-NC with adaptive redundancy (TCP-NCAR)
is thus introduced, improving preliminary results in [21]. The
adaptation of ρ is based on an estimation of packets dropped
and packets backlogged as in TCP-Vegas [4].

Tools from control and optimization theory are considered
in [5] to study the problem of congestion control when NC
is employed to multicast flows. Using these tools the authors
propose two sets of decentralized congestion controllers that
can be implemented in a distributed manner. They work at the
transport layer to adjust the source rate of each user and at
the network layer to carry out NC. The interface between TCP
and NC layers [24] is not considered in [5].

Among the previous works, [11] analyzes the improvement
in average throughput provided by TCP-NC compared to
plain TCP. A framework is proposed to predict the average
throughput when TCP-Vegas [4] is used as TCP congestion
control. In [23], [24] the average queue size is studied when
TCP-NC is used. The analysis assumes nodes with infinite
capacity buffers, but does not consider congestion control
mechanism and propagation delay. In the same work, the
fairness is only studied based on simulations.
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TCP-NC is briefly described in Section II. The network
model and the properties of TCP-NC are presented in Sec-
tions III and IV, respectively. TCP-NCAR is introduced in
Section V. The considered models are applied to study several
sources sharing a single bottleneck link in Section VI. Conclu-
sions and future research directions are drawn in Section VII.
Notations are presented in Table I.

TABLE I
SYMBOLS USED IN THIS PAPER

α` exponential weighting factor for RED at link `
b` queue length at link `

b`, b`, p`, γ` RED parameters at link `
|B| cardinality of set B
c` capacity of link `
di round trip propagation delay of source i
Fi TCP dynamic of source i
G` link dynamic at link `
L total number of links
L set of links

LNC close-loop gain of NC
LTCP close-loop gain of TCP
N total number of sources
pc
` congestion measure at link `
pe
` packet loss probability at link `
ψi decreasing rate per NACKs of source i in TCP-Reno-

like protocols
qi aggregate congestion measure of user i
R routing matrix

RACKs rate at which ACKs are received with TCP-NC
RNACKs rate at which NACKs are estimated with TCP-NC
ρi redundancy factor for source i
S set of sources
τi RTT for user i
τ b
`i backward delay from link ` to source i
τ f
`i forward delay from source i to link `
Ui utility function of source i
wi TCP congestion window size of source i
wm size of the NC coding window
xi rate for source i
ξi increasing rate per ACKs of source i in TCP-Reno-

like protocols
y` aggregate input rate at link `
(·)∗ equilibrium value of (·)

II. TCP-NC PROTOCOL

TCP-NC introduces a NC layer between the TCP and IP
layers of the TCP/IP protocol stack [24]. The sender stores
packets generated by TCP in a coding buffer. For each arrival
from TCP, it transmits ρ random linear combinations of the
wm most recently arrived packets in the coding buffer. An
NC header is added to the each network-coded packet, which
contains information about the coefficients used to mix the
TCP packets, the first and last byte sequence number (SEQ)
of each packet involved in the mix, and the first byte that has
not been acknowledged [23]. The original packets remain in
the coding buffer until an appropriate TCP ACK arrives from
the receiver side.

On the receiver side, upon reception of a packet containing a
linear combination of TCP packets, the decoder places it in the
decoding buffer, appends the corresponding coefficients to the
decoding matrix (which contains the coefficients used to mix
already received packets), and performs Gaussian elimination
on this matrix. This process helps determining whether the

received packet contains new information. Then, the receiver
sends a TCP cumulative ACK to the sender requesting the first
unseen packet in order, like in plain TCP. Gaussian elimination
may result in a new packet being decoded, in which case, the
decoder delivers this packet to the TCP receiver. Any ACK
generated by the TCP receiver is suppressed without being
sent to the sender. These ACKs may be used for managing
the decoding buffer. For more details, see [23].

III. DYNAMIC MODEL

A model of TCP-NC/RED is proposed here to study the
equilibrium and dynamic properties of the TCP-NC protocol.
A first non-linear model is used to determine its equilibrium
properties in absence of forward delay using tools from opti-
mization theory [9], [15], [26]. The model is then linearized
around its equilibrium to study the effect of delay and of the
NC redundancy factor on the stability of the system.

A. Network Model

Using the model introduced in [15], the network is repre-
sented by a set L of L links, indexed by ` = 1, . . . , L, with
finite capacities c`. They are shared by a set S of S sources
indexed by i = 1, . . . , S. Each source i uses a subset Li ⊆ L
of links to convey information through the network to some
receivers. The sets Li define an L×S routing matrix R, with
R`i = 1 if ` ∈ Li and R`i = 0 otherwise, see Figure 1.

Source i has an associated TCP congestion window size
wi(t) and an NC redundancy factor ρi. As in [15], we assume
that source i has access to the aggregate price or loss qi(t) of
all the links in its route. Here, qi (t) represents losses due
to transmission errors on the channels and to congestion2.
Let pe

` (t) and pc
` (t) be the probabilities of packet losses due

respectively to channel transmission errors and to congestion
on link `. The value of pe

` (t) may vary in time and may be
relatively large for wireless links, whereas it is negligible for
wired links. The evolution of the congestion measure pc

` (t) is
described by adaptive queue management (AQM) algorithms.
Assuming that pe

` (t) and pc
` (t) are small, the price (or loss

probability) of the link ` is given by

p` (t) = pe
` (t) + pc

` (t) . (1)

The average round-trip time (RTT) τi(t) for source i is
evaluated as

τi (t) = di +
∑
`

R`i
b` (t)

c`
, (2)

where di is the round-trip propagation delay assumed to be
constant and b`(t) is the queue length at link `. As in [15], a
common time t for all the queues is considered. This avoids
considering the fact that queuing delays at link ` depend
themselves on previous queuing delays in the path. The price
to be paid is an impossibility to consider transients at a time-
scale smaller than the RTT. Queuing delays in the backward

2Losses due to packets which are linear combinations of already received
packets may be represented by an additional channel loss on the last link to
the receiver. This probability decreases with the size of field size in which
NC operations are performed [19], [23].
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path from the destination to source i are neglected in (2):
congestion is assumed to occur only in the forward path from
source i to the destination.

Then, the average rate in the time interval [t− τi (t) , t] (at
the output of the TCP layer) for the i-th source is

xi(t) =
wi(t)

τi(t)
. (3)

The aggregate rate at link ` is the sum of the delayed source
rates. It has to account for ρi and is expressed as

y`(t) =
∑
i

R`iρixi
(
t− τ f

`i (t)
)
, (4)

where τ f
`i is the forward delay from source i to link `. In (4),

the fact that the arrival rate from source i at link ` may be
smaller due to packets lost on earlier links in the time interval[
t− τ f

`i, t
)

is not taken into account, as done in [5], [15], [17],
[25], [26] for losses due to congestion. Thus, y` (t) represents
an upper bound of the rate that may have to be carried by
link `. The upper bound is reached in absence of losses on
previous links.

The price

qi(t) = qe
i (t) + qc

i (t) , (5)

where qe
i (t) =

∑
`R`ip

e
`

(
t− τ b

`i (t)
)

and qc
i (t) =∑

`R`ip
c
`

(
t− τ b

`i (t)
)

represent the sum of delayed aggregate
losses due to channel transmission errors and to congestion,
respectively. To get (5), one assumes that qe

i (t) and qc
i (t)

are small.3 These prices are delayed by τ b
`i (t), which is the

backward delay from link ` to source i. Link ` observes the
aggregate flow rate y`(t) and is assumed to know the price
pc
`(t), which is controlled by its AQM algorithm.
TCP algorithms adjust the i-th source rate using some

function Fi of xi(t), qi(t), and ρi (to account for the presence
of the NC layer) as follows

ẋi(t) = Fi (xi(t), qi(t), ρi) . (6)

AQM algorithms adjust the `-th link price using some function
G` of pc

`(t) and y`(t) as follows

ṗc
`(t) = G` (pc

`(t), y`(t)) . (7)

AQM algorithms are usually unaware of pe
` (t). This is why

G` depends only on pc
` (t) and y` (t). Fi depends on the

considered TCP algorithm (Reno, Vegas, etc.) and Gi depends
on the AQM mechanism (FIFO, REM, RED, etc.) [15], [18].
The interaction between the control at sources and the control
at links results in a feedback system, described in Figure 1.

This network model is used in Section III-B to derive the
dynamics of TCP-NC combined with RED-AQM.

3This assumption may be difficult to satisfy for networks with wireless
links with large pe

`. Nevertheless, considering mixed wired-wireless networks
with one or two wireless links on each source-destination path (typically,
for mobile video streaming), even when qe

i(t) = 0.5 and qc
i(t) = 0.1, (5)

provides a conservative estimation of qi(t) = 0.6 whereas in reality it is
qi(t) = 1− (1− 0.5)(1− 0.1) = 0.55, resulting in an error less than 10%.
This remains acceptable from a control perspective.

Π Rf(s)

Source

F1 . . . 0
...

. . .
...

0 . . . FS

Network

G1 . . . 0
...

. . .
...

0 . . . GL

AQM

Rb(s)

x Πx y

pq

Fig. 1. Interactions between the TCP and the AQM mechanisms

B. TCP-NC/RED-AQM Model

We focus on the congestion avoidance phase of TCP-Reno.
At time t, packets are sent by the NC layer of source i to
the receiver at a rate ρixi(t). A fraction of these packets is
acknowledged at an average rate E[RACKs] and each ACK
increments the size wi(t) of the TCP congestion window
by 1/wi(t). Lost packets or packets containing dependent
linear combinations are detected by the reception of duplicate
ACKs (DUPACKS) [6], [8]. These DUPACKs allow to deduce
negative acknowledgments (NACKs) for some packets, even
if NACKs are not explicitly transmitted. NACKs, occurring at
an average rate of E[RNACKs], lead to a reduction of wi(t) by
βwi(t). The constant β is the rate at which wi (t) is decreased
each time there are losses (in TCP-Reno, β = 1/2). As a
result, the dynamics of the congestion window, during the
congestion avoidance phase of TCP-Reno with NC, may be
described as

ẇi(t) =
1

wi(t)
E [RACKs]− βwi(t)E [RNACKs] . (8)

Accounting for the effects of the NC layer, one has

E [RNACKs] =

ρix
d
i(t)∑

k=(ρi−1)xd
i(t)+1

[
k − (ρi − 1)xd

i (t)
]

×
(
ρix

d
i (t)
k

)
(qi (t))

k
(1− qi (t))

ρix
d
i(t)−k , (9)

where xd
i (t) = xi(t− τi (t)), see Appendix A. In the conges-

tion avoidance phase, (9) can be approximated as

E [RNACKs] ≈ max
{

0, qi (t)xd
i (t)

− (ρi − 1) (1− qi (t))xd
i (t)
}
, (10)

see Appendix B. The term xd
i (t)qi (t) in (10) is com-

mon to TCP-Reno and represents the rate at which pack-
ets are lost when there is no redundancy. The term
(ρi − 1) (1− qi (t))xd

i (t) is the rate at which NC compensates
losses by sending redundant packets.

Out-of-order delivery effects occurring in TCP-Reno are
difficult to capture with a fluid model approximation. In TCP-
NC, these effects do not appear, since independent linear com-
binations are acknowledged. The evolution of the congestion
window of TCP-NC may thus be more precisely described
with the fluid model approximation than that of TCP-Reno.

The rate at which ACKs are received is

E[RACKs] = xd
i (t)− E[RNACKs]. (11)
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Combining (8), (10), and (11), the evolution of the conges-
tion window controlled by TCP-NC (6) becomes

ẇi (t) =
xd
i (t)

wi (t)
−
(

1

wi (t)
+ βwi (t)

)
max {0,

qi (t)xd
i (t)− (ρi − 1) (1− qi (t))xd

i (t)
}
. (12)

To study the evolution of the queue length in each link `,
we consider RED as AQM mechanism. With RED-AQM, b`(t)
evolves as ḃ` (t) = (y` (t)− c`)+b`(t), where (a)

+
z = a if z > 0,

and (a)
+
z = max(0, a) if z = 0, see [15]. RED averages the

instantaneous queue length b` (t) by an exponentially weighted
average r` (t), given by

ṙ` (t) = −α`c` (r` (t)− b` (t)) (13)

for some constant 0 < α` < 1. Given r` (t), the local
congestion measure pc

` (t) at link ` is given by

pc
` (t) = m` (r` (t))

=


0, r` (t) ≤ b`,
γ` (r` (t)− b`) , b` < r` (t) < b`,

η`r` (t)− (1− 2p`) , b` < r` (t) < 2b`,

1, rt (t) ≥ 2b`,

(14)

where b`, b`, p`, are the parameters of the RED algorithm.
Moreover, γ` = p`/

(
b` − b`

)
and η` = (1− p`) /b`.

IV. PROPERTIES OF TCP-NC, CONSTANT ρi

This section analyzes the equilibrium and some dynamic
properties of TCP-NC. To study the equilibrium of a network
characteristic (average throughput, loss rate, delay, etc.) under
the TCP-NC-AQM control, we will use the fact that the equi-
librium of (6) and (7) is easier to characterize by considering
the underlying optimization problem associated to TCP-NC-
AQM. The aggregate utility of the users is maximized subject
to link capacity constraints [9]. To prove the global stability
of the algorithm, we assume the absence of forward delay,
τ f
`i = 0. The local stability is studied by linearizing the

system around the equilibrium as a function of the RTT and of
the constant redundancy factor. To study the equilibrium and
dynamic properties of TCP-NC, we assume in what follows
that pe∗ is constant with components equal to pe∗

` .

A. Equilibrium and utility maximization framework
We consider the utility maximization framework introduced

in [14], [18]. We show that, even in presence of channel losses,
the equilibrium source rate vector x∗ and the equilibrium price
vector pc∗ of (6) and (7) are the primal and dual optimal
solutions to an equivalent utility maximization problem.

1) Utility maximization in presence of redundancy and
channel losses: The equilibrium points (x∗i , w

∗
i , q
∗
i , τ
∗
i ) and

(pc∗
` , y

∗
` ) of user i and link ` satisfy{

Fi (x∗i , q
∗
i , ρi) = 0,

G` (pc∗
` , y

∗
` ) = 0.

(15)

A solution of Fi (x∗i , q
∗
i , ρi) = 0 in (6) defines a relation

between q∗i and x∗i parametrized in ρi, expressed as

x∗i = fi(ρi, q
∗
i ), (16)

where, for most TCP protocols, fi is a positive, strictly
monotone decreasing function with respect to q∗i [15]. In
Section IV-A2, we show that this remains valid for TCP-NC.
The rate x∗i may also be interpreted as the solution of a utility
maximization problem

x∗i = arg max
xi

Ui(xi, ρi)− ρixiqi (17)

= arg max
xi

Ui(xi, ρi)− qe
iρixi − qc

iρixi, (18)

where the utility is defined as
∂Ui
∂xi

(xi, ρi) = ρif
−1
i (ρi, xi) . (19)

The properties of fi guarantee that Ui has a positive decreas-
ing derivative with respect to xi and is therefore monotone
increasing and strictly concave in xi.

In (18), the loss probabilities qe
i are uncontrolled. The role

of qc
i is to coordinate the individual sources, so that the xis

maximize the aggregate utility under link rate constraints

x∗ = arg max
x>0

∑
i∈S

(Ui (xi, ρi)− qe
iρixi) subject to RΠx 6 c,

(20)
where x is the source rate vector, Π is an S × S redundancy
factor matrix, with Πii = ρi and Πij = 0 for i 6= j. The main
difference with [9] is that each term of the aggregate utility in
(20) incorporates the price due to random losses on the links.
The constraint in (20) formalizes the fact that for each link `,
the (upper bound of the) aggregate rate y` should not exceed
the capacity c`. These constraints may be quite conservative
when the loss probability is high.

An optimal rate vector x∗ exists since the objective func-
tion Ui is continuous. The feasible solution set defined by
RΠx 6 c remains compact in presence of redundancy factors.
The optimal rate vector x∗ is unique since Ui is strictly
concave. As in [18], x and pc are interpreted as primal and
dual variables, and (F,G) = (Fi, G`)i∈S,`∈L as distributed
primal-dual algorithms to solve the primal problem (20) and
its Lagrangian

L (pc) = max
xi>0

∑
i∈S

Ui (xi, ρi)− qe
iρixi −

∑
`∈L

pc
`

[∑
i

R`iρixi − c`

]
,

=
∑
i∈S

max
xi>0

[Ui (xi, ρi)− qiρixi] +
∑
`∈L

pc
`c`. (21)

We can use the projected gradient method [2], [3] to solve
the dual problem

pc∗ = arg min
pc>0

L(pc). (22)

In this case, the components of the gradient of (21) are

∂L (pc)

∂pc
`

=
∂

∂pc
`

∑
i∈S

max
xi>0

[Ui (xi, ρi)− qiρixi] +
∂

∂pc
`

∑
`

pc
`c`,

=
∑
i∈S

max
xi>0

[
∂Ui (xi, ρi)

∂xi
− qiρi

]
∂xi
∂pc

`

−
∑
i

∂qi
∂pc

`

ρixi

+
∂

∂pc
`

∑
`

pc
`c`,

= c` −
∑
i

R`iρixi = c` − y`. (23)
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where we use the fact that the unique maximizer of (21)
satisfies ∂Ui(xi,ρi)

∂xi
= ρiqi and that ∂qi

∂pc
`

= R`i, see (5). The
solution of (22) is thus such that for all `, one has either
pc∗
` > 0, leading to y∗` = c`, or pc∗

` = 0, leading to y∗` < c`.
Then, any AQM algorithm with a dynamics leading to the
satisfaction of these constraints can solve (21), see [16], [22].
For example, RED is an AQM algorithm satisfying this target.

When ρi = 1, the solution of (20) becomes that of the
aggregate utility maximization problem with random losses
studied in [12] using a penalty function approach. Addition-
ally, if qe

i ≈ 0, the solution is that of the standard network
utility maximization problem described in [9], [15], [16], [22].

2) Global stability in absence of forward delay, τ f
`i = 0:

Neglecting the forward delay, from the equilibrium of (12)
obtained for ẋi = 0, one deduces the aggregate price at
equilibrium seen by user i

q∗i =
1 + (ρi − 1)

(
1 + β (x∗i τ

∗
i )

2
)

ρi

(
1 + β (x∗i τ

∗
i )

2
) , (24)

see Appendix C. Using (24), the utility function of TCP-NC
is obtained by integration of (19) with respect to x∗i

Ui(xi) =
1√
βτi

tan−1
(√

βτixi

)
+ (ρi − 1)xi. (25)

This utility function differs from that found for TCP-Reno
in [9] by the addition of the linear term, which increases
with the redundancy of the NC layer for the i-th source.
Nevertheless, Ui(xi) in (25) is still concave and yields a
unique equilibrium point. The average throughput is found
by considering again the equilibrium of (12) and by solving
ẋi(t) = 0 for x∗i

x∗i =
1

τ∗i

√
(1− q∗i ) ρi

β (1− (1− q∗i ) ρi)
. (26)

To study the global stability of TCP-NC, we consider the
following function introduced in [22]:

V (p) =
∑
`

(c` − y∗` ) p` +
∑
i

ˆ qi

q∗i

(
x∗i − (U ′i)

−1
(ρiσ)

)
dσ.

(27)
For TCP with RED-AQM, (27) is a Lyapunov function if
the corresponding TCP utility function of each user i is
strictly concave, see [22]. When considering TCP-NC, Ui
given by (25) is strictly concave. Thus (27) is still a Lyapunov
function for our case, i.e., V (p) > 0, V̇ (p) 6 0,∀p > 0. By
the Lyapunov theorem one deduces that the system is globally
stable in the absence of forward delay [10].

3) Interaction of TCP-Reno-like flows and TCP-NC flows:
Additive-increase multiplicative-decrease (AIMD) algorithms
increase the rate xi(t) by ξi (xi(t)) on each positive ac-
knowledgment, decrease it by ψi (xi(t)) on each loss, and
react to the loss congestion measure pc

`(t). Thus, the source
dynamic (6) of TCP-Reno like algorithms may be written as

ẋi(t) = (1− qi(t))xd
i (t)ξi (xi(t))− qi(t)xd

i (t)ψi (xi(t)) .
(28)

With standard TCP-Reno

ξi (xi(t)) =
1

xi(t)τ2i (t)
, (29)

and
ψi (xi(t)) = xi(t)/2. (30)

A source rate control is said to be TCP-fair if its equilibrium
rate coincides with that obtained by TCP-Reno. The equilib-
rium of such algorithms is found by setting ẋi(t) = 0 in (28).
Thus, an algorithm with parameters (ξi, ψi) [14] is TCP fair
if and only if

ξi (x∗i )

ξi (x∗i ) + ψi (x∗i )
= q∗i . (31)

In order to analyze the fairness of TCP-NC with TCP-Reno,
the corresponding parameters (ξi, ψi) for TCP-Reno (29), (30),
and the equilibrium of TCP-NC (24) are substituted in (31)
leading to

2

2 + (x∗i τ
∗
i )

2 =
2 + (ρi − 1)

(
2 + (x∗i τ

∗
i )2
)

ρi (2 + (x∗i τ
∗
i )2)

, (32)

which is true only for ρi = 1. This analysis shows that TCP-
NC is TCP-Reno fair in absence of redundancy introduced
by the NC layer, which reduces the decoding probability in
presence of network congestion or channel losses. A similar
analysis can be done to verify that TCP-NC is not fair with
different values of (ξi, ψi) corresponding to different TCP-
Reno-like flavors.

B. Dynamics of TCP-NC-RED: linearized model

So far we studied the equilibrium of the TCP-NC model. In
this section, the TCP-NC-RED dynamic model is linearized
in order to study the effect of the delay and of the redundancy
factor around the equilibrium. Considering that q∗i > 0 at
equilibrium (see Appendix C), (8) can be expressed as

ẇi (t) =
xd
i (t)

wi (t)
−
(

1

wi (t)
+ βwi (t)

)
×
(
xd
i (t)qi (t)− (ρi − 1) (1− qi (t))xd

i (t)
)
. (33)

After some manipulations, (33) becomes

ẇi (t) = ρixi (t− τi (t)) (1− qi (t))
1

wi (t)

− βxi (t− τi (t)) (1− (1− qi (t)) ρi)wi (t) . (34)

From Section IV-A, assuming that R has full rank, there is a
unique equilibrium (w∗i , q

∗
i , τ
∗
i ). Expressing (34) as a function

of the congestion window with (3), one obtains

ẇi(t) =
ρiwi (t− τ∗i ) (1− qi (t))

τi (t− τ∗i )

1

wi (t)

− βwi (t− τ∗i ) (1− (1− qi (t)) ρi)wi (t)

τi (t− τ∗i )
, (35)

where τ∗i = di +
∑
`R`i

b∗`
c`

is the equilibrium RTT, and b∗`
denotes the equilibrium queue length. Let δwi (t) = wi (t) −
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w∗i . By linearizing (35) around the equilibrium (26), we obtain
the linearized window dynamics

δẇi(t) = −2β (1− (1− q∗i ) ρi)w
∗
i

τ∗i
δwi (t)

− ρi
τ∗i

(
1 + β (w∗i )

2
)
δqi (t) , (36)

Inserting (26) in (36), one gets

δẇi(t) = −2β (1− (1− q∗i ) ρi)w
∗
i

τ∗i
δwi (t)

− ρi
τ∗i

(
1 +

(1− q∗i ) ρi
(1− (1− q∗i ) ρi)

)
δqi (t)

δẇi(t) = −2β (1− (1− q∗i ) ρi)w
∗
i

τ∗i
δwi (t)

− ρi
(1− (1− q∗i ) ρi) τ∗i

δqi (t) . (37)

Considering that δp` (t) = p` (t) − p∗` , δpc
` (t) = pc

` (t) −
pc∗
` , δb` (t) = b` (t) − b∗` , and by linearizing (14) around the

equilibrium and assuming that b` < r` (t) < b`, one obtains
the linearized price dynamics

δṗc
` (t) = −α`c`δpc

` (t) + α`c`γ`δb` (t) . (38)

To linearize the link dynamics when considering RED, the
effects of non-bottleneck links are ignored. Adapting the
AQM model of [15] to the NC context, the dynamics of the
queue length b` (t) is given by

ḃ` (t) =
∑
i

R`i
ρiwi

(
t− τ f∗

`i

)
di +

∑
k Rkibk

(
t− τ f∗

`i

)
/ck
− c`, (39)

where τ f∗
`i is the forward equilibrium delay from source i

to link `. The linearized queue length dynamics around the
equilibrium RTT is

δḃ` (t) =
∑
i

R`i
ρiδwi

(
t− τ f∗

`i

)
τ∗i

−
∑
i

∑
k

R`iRki
ρiw
∗
i

(τ∗i )
2
ck
δbk
(
t− τ f∗

`i

)
. (40)

In the Laplace domain, (37), (38), and (40) become

δw (s) = − (sI + D1)
−1

D2R
T
b (s) δp (s) , (41)

δpc (s) = (sI + D3)
−1

D4δb (s) (42)
δp (s) = δpc (s) (43)

δb (s) = (sI + Rf (s) D5R
TD6)−1Rf (s) D7δw (s) , (44)

where δw (s) = (δw1 (s) , . . . , δwS (s)) T , δp (s) =
(δp1 (s) , . . . , δpL (s)) T , δb (s) = (δb1 (s) , . . . , δbL (s)) T ,
and Dk, k = 1, . . . , 7, are diagonal matrices defined as

D1 = diag
(

2β (1− (1− q∗i ) ρi)w
∗
i

τ∗i

)
,

D2 = diag
(

ρi
(1− (1− q∗i ) ρi) τ∗i

)
D3 = diag (α`c`) ,D4 = diag (α`c`γ`)

D5 = diag

(
ρiw
∗
i

(τ∗i )
2

)
,D6 = diag

(
1

c`

)
,D7 = diag

(
ρi
τ∗i

)
.

In (41)-(44), Rf(s) and Rb(s) are the forward and backward
equilibrium delay matrices, given by (Rf (s))`i = e−τ

f∗
`is if

` ∈ Li and (Rf (s))`i = 0 otherwise, (Rb (s))`i = e−τ
b∗
`i s if

` ∈ Li and (Rb (s))`i = 0 otherwise. Using (41)-(44) and a
procedure similar to that used in [15], the loop gain LNC (s)
defined by δp (s) = LNC (s) δy (s) is given by

LNC (s) = Rf (s) D7 (sI + D1)
−1

D2R
T
b (s) (sI + D3)

−1

×D4

(
sI + Rf (s) D5R

TD6

)−1
. (45)

where δy (s) = Rf (s) D7δw (s). LNC (s) may be used to
characterize the stability.

V. ADAPTING THE REDUNDANCY FACTOR ρi

Ideally, the redundant packets added by the NC layer should
mask to the TCP layer only wireless channel losses. In the
proposed algorithm, ρi is increased if the wireless links are
dropping packets and is decreased when congestion appears,
allowing TCP to detect it and to reduce its rate.

The TCP Vegas loss predictor [20] is used to estimate the
congestion state, in conjunction with the number of DUPACKs
generated by the receiver to estimate the network load.

1) Vegas loss predictor: TCP Vegas uses a loss predictor
to decide whether the network is congested. It is based on rate
estimators [4],which help estimating the amount of backlogged
packets in the buffer of the bottleneck link. We propose to use
the Vegas loss predictor at the NC layer to determine when
the network experiences congestion.

As in [4], let BaseRTT to be the RTT of a TCP seg-
ment when the connection is not congested (in practice the
minimum of all measured RTTs, which is reset after a time-
out). BaseRTT serves as a reference to derive the expected
throughput the network can accommodate. To estimate the
cause of the packet losses, the number of queued packets Qv

is calculated as

Qv =
(
ρ

w

BaseRTT
− ρ w

RTT

)
BaseRTT, (46)

where w is the size of the congestion window, and ρ accounts
for the redundancy added by the NC layer. To estimate the
network load, (46) is compared with two thresholds, ς1 and ς2.
If Qv ≥ ς2, the network is considered congested. If Qv ≤ ς1,
few packets are backlogged and the network is considered not
congested. Finally if ς1 < Qv < ς2, the predictor assumes that
the network state is the same as in the previous estimation.
Typical values used in Unix implementations are ς1 = 1 and
ς2 = 3. See [20] for more details.

2) Adaptive algorithm for ρ: Each time an ACK is received,
Qv is evaluated using (46). If Qv < ς1, and some DUPACKs
have been received, packets have been dropped mainly due to
channel transmission errors and not to buffer overflows in the
router queues. In this situation, ρi is increased to mask the
losses. If Qv ≥ ς2, ρi is decreased. Initially ρ is set to a value
ρ0 that takes into account the loss in throughput due to the
finiteness of the field in which NC operations are performed.
These operations are summarized in Algorithm 1.
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Algorithm 1 NC redundancy factor adaptation
1: ς1 = 1, ς2 = 3, DUPACKs = 0, Qv = 0, ρ = ρo,
M = 3, update BaseRTT , RTT {Initialization}

2: while TCP connection is not closed do
3: while wi ≥ slow-start-threshold do
4: for every ACK do
5: if ACK is a duplicate then
6: DUPACKs = DUPACKs+ 1
7: else
8: DUPACKs = 0
9: end if

10: if ACK of packet has been marked to update Qv

then
11: update Qv using (46)
12: end if
13: if Qv ≥ ς2 then
14: ρ← max (ρo, ρ− a2/wi) {congested network}
15: else if Qv ≥ ς1 then
16: if DUPACKs ≥M then
17: ρ← ρ+ a2/wi {non congested network}
18: end if
19: end if
20: if DUPACKs ≥M then
21: ρ← ρ+ a1 {if there are losses, increase ρ}
22: end if
23: end for
24: end while
25: update BaseRTT , RTT , ρ← ρo
26: end while

In Algorithm 1, we take a2 > a1 to reduce ρ faster in
presence of losses due to congestion, independently of the
magnitude of losses due to channel transmission errors.

The implementation of Algorithm 1 in the NC layer re-
quires some minor changes to the TCP-NC protocol described
in [23]. They are described in [21].

VI. MODEL VERIFICATION AND STABILITY REGION

In this section we evaluate the properties of the linearized
model (45) and the effect of the delay, of the channel losses,
and of the redundancy factor on the stability region of TCP-
NC. In all simulations, the size of the coding window is taken
as wm = 2 and NC is performed in GF

(
28
)
.

A. Identical sources sharing a common bottleneck link

Consider N identical sources sharing a single link |L| = 1
with capacity c, packet loss probability pe∗, RED as AQM,
equal round-trip propagation delay di = d, and equal redun-
dancy factors ρi = ρ. The routing matrix is R = [1, . . . , 1],
with N columns. From (41), the transfer function between the
i-th congestion window and the aggregate price is

δwi (s) =
ρ

p∗z (ρ)

e−τ
b∗s

τ∗s+ 2βz (ρ) p∗w∗
δp (s) , (47)

where z (ρ) = 1−(1−p∗)ρ
p∗ , and p∗ = pe∗+pc∗. The equilibrium

RTT, forward delay, and backward delay are τ∗, τ f∗, and τ b∗

respectively. The equilibrium congestion window is given by
w∗ = τ∗c

ρN . The equilibrium price

p∗ =
1 + (ρ− 1)

(
1 + β (w∗)

2
)

ρ
(

1 + β (w∗)
2
) , (48)

is obtained from (24). Using (41)-(43), the transfer function
between the aggregate price and the congestion window is

δp (s) =
αcγ

s+ αc

Nρe−τ
f∗s

τ∗s+ e−τ f∗s
δwi (s) (49)

Using (44), (47), and (49), the loop transfer function of the
system is

LNC (s) =
αcγ

s+ αc

1

τ∗s+ e−τ f∗s

Nρ2e−τ
∗s

z (ρ) p∗ (τ∗s+ 2βz (ρ) p∗w∗)
.

(50)
The first factor of (50) is due to the queue length aver-
aging (13), the second one describes the relation between
the congestion window and the buffer size, and the third
one illustrates the effect of TCP-NC. Considering a similar
scenario without NC, the transfer function for the standard
TCP-Reno is obtained from (50) by taking ρ = 1

LTCP (s) =
αcγ

s+ αc

1

τ∗s+ e−τ f∗s

Ne−τ
∗s

p∗ (τ∗s+ 2βp∗w∗)
. (51)

The close-loop system is stable if and only if the loop func-
tion (50) does not encircle the point (−1, 0) as s crosses the
closed D contour in the complex plane. The pure delay term
in (50) adds significant phase at frequencies of the order of
1/τ∗ and higher, and the loop gain at the crossover frequency
will determine stability.

To characterize the stability region, we examine the Nyquist
plot of LNC(jω) considering various packet loss probabil-
ities pe∗, N = 20, 30, . . . , 60 sources, link capacities c =
8, 9, . . . , 15 packets/ms, and equal propagation delays d =
50, 55, 60, . . . , 100 ms. A constant packet size κ = 1000 bytes
is assumed. For each (N, c) pair, we determine the delay
dM (N, c) at which the Nyquist plot intersects the real axis
closest to −1. This is the delay at which the system with
parameters (N, c) transits from stability to instability. For this
delay the critical frequency fM (N, c) at which the phase of
LNC(jω) equals −π is also computed. Note that the computa-
tion of LNC(jω) requires the equilibrium RTT τ∗, equal to the
sum of the propagation delay d and the equilibrium queuing
delay. For all evaluations, the RED parameters considered in
[15] are b1 = 540 packets, b1 = 40 packets, α1 = 10−4,
p1 = 0.1, leading to γ1 = 20× 10−6.

The previous simulation scenario is implemented in OPNET
using FTP persistent sessions, see Figure 2. TCP-Reno-NC and
RED with explicit congestion notification (ECN) marking are
used. The topology consists of a network with N = 20 or
N = 30 FTP clients, sharing a single bottleneck link with
capacity c = 9 packets/ms, with a fixed packet size κ. In
Figure 2, the cloud is used to represent channel losses on some
wireless links. Ethernet is used at the MAC layer. The start
time of all the FTP-NC sessions follows a uniform distribution
between 0 and 10 s, and the pseudo-random seed used for all
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Fig. 2. Topology used in the simulations

the random timer values for message retransmission calcula-
tions in the TCP/IP stack and in Ethernet is changed between
realizations. For each (N, c) pair, the round trip propagation
delay d is taken in {50, 55, 60, . . . , 100} ms. The trajectories
of the queue length and of the TCP congestion window are
examined to determine the critical delay dS(N, c) at which the
system transits from stability to instability. The fundamental
frequency of oscillation fS(N, c) is obtained from the FFT of
the queue length trajectory.

1) Stability region without losses due to transmission er-
rors: Figure 3 shows the results of our model predictions and
of the simulation results obtained from OPNET when losses
due to transmission errors are not considered. Figure 3(a)
shows the critical delay dM (N, c) computed using (50), and
the critical delay dS(N, c) obtained from OPNET simulations.
Each data point corresponds to a simulation realization for a
particular value of (N, c). Simulation points on a given dotted
line have been obtained for the same value of N , but for
different random start times of the TCP-NC session. The solid
line is the geometric locus where all points should be if the
critical frequency predicted from the model would perfectly
agree with the simulation results. Figure 3(b) represents the
corresponding fS(N, c) and fM (N, c). It can be observed
from Figure 3 that our predictions are acceptable, since the
resolution for the delay is 5 ms.
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Fig. 3. Model vs OPNET simulation for N = 20 and N = 30 sources
sharing a single bottleneck link, with RED as AQM, and bottleneck link
capacity c = 9 packets/ms

In Figures 4 and 5, only losses due to congestion are con-
sidered. Figures 4(a), 4(b), 4(c), and 4(d), show the trajectories
of the size of the congestion window and of the queue length.
These results are obtained when N = 20 sources share a

link of capacity c = 9 packets/ms, each one with a round-
trip propagation delay d = 60 ms. In Figure 4, ρi = 1.
Figure 4(a) shows the size of an individual window and the
average window size over 100 realizations for the 20 sources,
both as a function of time. In this case, small oscillations may
be seen in Figure 4(b) for the average window size and in
the queue length: the protocol is in a stable regime. This can
be predicted from (50) by plotting the Nyquist diagram, see
Figure 5(a).
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Fig. 4. Scenario without channel transmission errors. Congestion window
trajectory and queue trajectory for N = 20, c = 9 packets/ms, pe∗

1 = 0,
d = 60 ms, and ρi = 1 (top) or ρi = 1.2 (bottom)

When ρi = 1.2, Figure 4(c) shows oscillations on the size
of an individual window and the average window size both
as a function of time. Oscillation with larger amplitude are
observed in Figure 4(d) compared to those in Figure 4(b),
which indicates that the protocol is in an unstable regime.
The corresponding Nyquist diagram in Figure 5(b) encircles
the point (−1, 0), leading indeed to an unstable closed-loop
system. Figures 4 and 5 illustrates the fact that increasing ρ
may transit a protocol from an stable to an unstable regime.
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Fig. 5. Scenario without channel transmission errors. Nyquist diagrams for
N = 20, c = 9 packets/ms, pe∗

1 = 0, and d = 60 ms

Figure 6 shows the stability region for ρi = ρ = 1.2
obtained from (50). For each value of N , the critical delay
dM (N, c) is plotted versus the capacity c of the common link.
Each curve separates the stable region, below the curve, from
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the unstable one, above it. TCP-Reno (solid) and TCP-NC
(dotted) become unstable when the delay or capacity becomes
large. The size of the stability region increases with the number
of users sharing the link, as with standard TCP-Reno without
NC [15]. The reduction in the stability region of TCP-NC
compared to that of the standard TCP-Reno is a result of the
redundancy factor.
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Fig. 7. Critical stability region of TCP-NC with N = 60 and different values
of ρi and pe∗

1

2) Stability region with losses due to both transmission
errors and to congestion : Figure 7 shows the stability region
for TCP-Reno and TCP-NC obtained from (50) with N = 60,
and different homogenous redundancy factors ρi. Figure 7(a)
is for losses only due to congestion, pe∗

1 = 0.0. Figure 7(b) is
for pe∗

1 = 0.1. In both cases, one can observe a reduction of
the size of the stability region for TCP-NC as ρi increases.

Now, one would expect, when wireless losses are exactly
compensated by the added redundancy, to have a stability
region close to that without losses and without added re-
dundancy. Nevertheless, to combat losses, more packets are
injected in the network, potentially increasing the congestion,
especially when wireless losses occur far from the sources.
The model (4) cannot take into account the thinning of the
source rates due to losses and provides therefore an upper
bound of the rate on the various links. This overestimation
is reflected in the decrease of the stability region when the
redundancy increases, independently of the presence of losses
on the wireless part of the network.

Figure 8 shows the Nyquist diagram of LNC(jω) for vari-
ous pe∗. These simulations use N = 60, c = 12 packets/ms,

d = 65 ms, and ρ = 1.1. TCP-NC transits from stability to
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Fig. 8. Nyquist diagram for N = 60, c = 12 packets/ms, ρi = 1.1,
d = 65ms, and different values of pe∗

1 when losses are due to both channel
transmission errors and to congestion

instability when pe∗ increases. In this case, a system originally
stable with pe∗ = 0 or pe∗ = 0.06, becomes unstable for
pe∗ > 0.12. Similarly, Figure 9 shows the stability region of
TCP-NC for N = 60, ρ = 1.1, and different values of pe∗

1 .
The size of the stability region of TCP-NC also decreases for
increasing values of pe∗

1 .
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values of pe∗

1

The reduction on the local stability region of TCP and TCP-
NC due to channel transmission errors pe

1 around the equilib-
rium point may be explained as follows. For a fixed value of
ρ, the equilibrium queue length b∗1 decreases as pe

1 increases.
Then, because of (14), pc∗

1 decreases for increasing values of
pe∗
1 , leading to decreasing values of q∗. Due to the fact that
f in (16) is a monotonic decreasing function, x∗ = f (ρ, q∗),
disturbances around a smaller value of q∗ causes TCP-NC
to produce larger variations around an increased x∗. These
oscillations, amplified by ρ, explain why the system reaches
faster the instability regime. Thus, the size of the local stability
region decreases for increasing values of pe

1 and ρ, as shown
in Figures 6 to 9.

B. Interaction between TCP-Reno and TCP-NC flows

Consider N identical sources per protocol sharing a single
bottleneck link with capacity c. Each source uploads a 10 MB
file to a server using FTP. In the simulation we consider N = 1
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to N = 5 sources per protocol, c = 10 Mbits/s, and di =
40 ms. TCP-Reno sources transfer the file to a common FTP
server and TCP-NC sources to a FTP-NC server. Again RED
with ECN marking is used as AQM with the parameters used
in Section VI-A.

In a first simulation, ρ = 1.2 is used for all TCP-NC sources
and pe∗

1 = 0. Ethernet is used at the MAC layer, and the start
time of all FTP-NC sessions follows a uniform distribution
between 0 and 5 s. Results are averaged over 100 realizations.
Figures 10(a) and 10(b) represent the average trajectory of the
rate per protocol with N = 1 and N = 5 sources/protocol,
respectively.

Most of the time, the TCP-NC flows consumes more
bandwidth than TCP-Reno flows, showing the lack of fairness
of TCP-NC. The NC layer masks part of the RED losses
before reaching congestion, which improves the throughput
compared to plain TCP Reno. Increasing the number of
users N in the network increases the stability of the closed-
loop system, as shown in the throughput trajectories in Fig-
ures 10(a) and 10(b), and in the stability region represented in
Figure 7(a).
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Fig. 10. Scenario without channel transmission errors; Average rate allocation
per protocol , ρ = 1.2, pe∗

1 = 0, d = 40 ms, and c = 10 Mbps

Table II provides the average TCP throughput (time and
ensemble average) for different values of N . TCP-NC flows
always consume more bandwidth than TCP-Reno flows, a
consequence of the use of redundancy to mask losses, as
previously explained.

TABLE II
INTERFAIRNESS BETWEEN TCP AND TCP-NC

Flows/protocol Average TCP Throughput
N TCP (Mbps) TCP-NC (Mbps) Total (Mbps)
1 1.83 2.11 3.94
2 1.38 3.31 4.69
3 1.37 3.37 4.74
4 1.33 3.42 4.75
5 1.29 3.45 4.74

In a second set of simulations, losses due to both transmis-
sion errors and to congestion are considered. N = 5 flows per
protocol are considered and ρ = 1.1. The other parameters are
the same as before. Several situations are considered, namely
transmission errors on the flows sent by TCP-NC sources
and TCP-Reno sources. We consider the cases of transmission
errors on the flows (i) before or (ii) after the bottleneck link.
This distinction is difficult to analyze theoretically using the
tools of Section IV, since the thinning of the rate due to losses

is not fully taken into account. For all scenarios, losses due
to the finiteness of the field size are also considered. Since
NC operations are in GF

(
28
)
, dependent linear combinations

among wm = 2 packets are obtained with a probability
1/28 ' 4.10−3. The additional loss probability is added to
the aggregate loss probability of the link reaching each sink.

TABLE III
INTERFAIRNESS BETWEEN TCP AND TCP-NC.

Flows/protocol Average TCP Throughput
N = 5 TCP (Mbps) TCP-NC (Mbps) Total (Mbps)

Channel losses for both flows
0.28 4.12 4.40

Channel losses for flows generated by TCP-NC sources only
before bottleneck 2.69 2.67 5.36
after bottleneck 2.57 2.93 5.50

Figure 11 shows the bandwidth allocation when transmis-
sion errors affect both TCP-Reno and TCP-NC flows (pe∗

1 =
0.05). As in Figure 10, TCP-NC sources get more bandwidth
than TCP-Reno sources because of the use of redundancy
which masks transmission errors, see also Table III.
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Fig. 11. Losses due to both channel transmission errors and to congestion for
TCP and TCP-NC sources. Average rate allocation per protocol for N = 5
source per protocol, ρi = 1.1, pe∗

1 = 0.05, d = 40 ms, and c = 10 Mbps

Figure 12 shows the results when transmission errors affect
only flows generated by TCP-NC sources before or after
the bottleneck link (pe∗ = 0.05 in both cases). After some
transients, TCP-NC sources use more bandwidth than plain
TCP sources. The fairness is improved when losses are en-
countered before the bottleneck link (Figure 12(a)) compared
to a situation where they are after (Figure 12(b)), see also
Table III. When the channel losses are before the bottleneck
link, the redundancy introduced by TCP-NC sources compen-
sates more or less the losses due to transmission errors, but is
not sufficient to mask losses due to RED. In this case, TCP-
NC is almost fair. When the losses are after the bottleneck
link, the flows of TCP-NC sources are not yet thinned. Losses
introduced by RED have thus more impact on TCP-Reno flows
than on TCP-NC flows, which may compensate part of them,
resulting in a slightly degraded fairness.

C. Redundancy adaptation of TCP-NCAR

Consider now N = 20 sources running an upload FTP
persistent session to a server using TCP-NCAR. The topol-
ogy is represented in Figure 2. The sources share a single
bottleneck link with capacity c = 8 packets/ms and round-trip
propagation delay of d = 1 ms. The packet size is κ = 1000
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Fig. 12. Losses due to both channel transmission errors and to congestion;
channel losses for TCP-NC sources. Average rate allocation per protocol for
N = 5 sources per protocol, ρi = 1.1, pe∗

1 = 0.05, d = 40 ms, and
c = 10 Mbps

bytes, and all the routers in the topology use the same RED
parameters already mentioned. The parameters of TCP-NCAR
are a1 = a2/2 s/packets and a2 = 5.10−3 s.

Figure 13 shows the evolution of ρi for different values of
pe∗
1 . Figure 13(a), for which pe∗

1 = 0, shows a single realization
of ρi, the expected equilibrium value ρ∗, and an ensemble
averages over 40 realizations for ρi. One observes that ρi
remains close to the expected equilibrium values ρ∗ = 1.0. In
Figure 13(b), pe∗

1 = 0.1. The ensemble average ρi eventually
approaches the expected equilibrium value ρ∗ = 1.1.

These results confirms that TCP-NCAR is able to distin-
guish the cause of losses and to adjust ρ appropriately.
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Fig. 13. Evolution of TCP-NCAR redundancy factor with N = 20, a2 =
5.10−3 s, a1 = a2/2 s/packets, c = 8 packets/ms and d = 1 ms

VII. CONCLUSIONS AND FUTURE WORK

In this paper we have used tools from control theory to
describe the dynamics of the TCP-NC protocol. We showed
that TCP-NC solves a concave utility maximization problem,
which yields a unique equilibrium point. We proposed a multi-
link multi-source model that can be used to study the stability
of a network involving TCP-NC-RED. The theoretical model
and simulation results have shown that TCP-NC becomes
unstable when the network scales up in delay and capacity,
as standard TCP-Reno does, but additionally that the local
stability region of TCP-NC reduces, compared to standard
TCP-Reno, when the redundancy factor or channel losses
increase. We developed a sufficient stability condition for
the case of a single link with heterogeneous sources as a
function of the delay and the redundancy factor per source,
and the shape of the stability region of TCP-NC-RED was also
presented. We proved that if TCP-NC and TCP-Reno share the

same links, TCP-NC is TCP fair only when no redundancy
is added by the source, and this fact was illustrated through
simulations. Fairness is observed experimentally when both
types of flows share only part of the links of a network and
when the redundancy factor of TCP-NC is perfectly tuned to
compensate losses due to channel transmission errors.

Refining the model (4) to better take into account the
thinning of the rate due to losses would clearly be useful in
this work. This goes beyond classical control-oriented network
models, see [5], [15], [17], [25], [26]. This difficult study will
be considered for future work.

We will also study the equilibrium and stability properties
of TCP-NCAR extending results from [21].
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APPENDIX

A. Derivation of (9)
From here on, we neglect the probability of receiving

dependent linear combinations due to the finiteness of the field
in which NC operations are done.

To evaluate E[RNACKs] we use the following approach. At
time t, source i sends packets at the output of the NC layer
at a rate ρixi(t) packets/s. We assume that source i observes
ACKs with a delay τi(t).Only xi(t) packets/s are needed to
perform NC decoding and (ρi−1)xi(t) packets/s are redundant
packets added to combat losses. Let (Zk)k≥0 be a Bernoulli
process to indicate whether the k-th packet sent by user i has
been dropped. The k-th packet is dropped with probability
qi = Pr(Zk = 1), and successfully received with probability
1 − qi = Pr(Zk = 0). Let M be the aggregate number of
losses per second, M =

∑ρix
d
i(t)

k=1 Zk. Source i receives v > 0
NACKs when M = (ρi−1)xd

i (t)+v. Using these assumptions,
the rate of NACKs is

RNACKs =

{
0, if M 6 (ρi − 1)xd

i (t)

M − (ρi − 1)xd
i (t), else.

(52)

Taking the expectation of (52), one gets

E [RNACKs] =

ρix
d
i(t)∑

k=(ρi−1)xd
i(t)+1

[
k − (ρi − 1)xd

i (t)
]

Pr (M = k) , (53)

where M , the sum of Bernoulli variables, follows a binomial
distribution

Pr(M = k) =

(
ρxd

i (t)
k

)
(qi(t))

k
(1− qi(t))ρix

d
i(t)−k , (54)

with

E[M ] =

ρix
d
i(t)∑

k=0

k Pr(M = k) = ρix
d
i (t)qi(t). (55)

Then (9) is obtained by combining (53) and (54).

B. Approximation of (9)

Two approximations for E [RNACKs] will be evaluated to be
used in (8). A first for small values of qi, and a second for large
values of qi. To lighten notations, the subscript i indicating
the source is omitted, as well as the dependency in t of qi(t),
xd
i (t), and of τi(t).
For q small, the term with exponent k = (ρ − 1)xd + 1

dominates in the sum of (9) and one obtains the following
approximation

E [RNACKs] ≈
(

ρxd

(ρ− 1)xd + 1

)
q(ρ−1)x

d+1. (56)

For q large, i.e., close to 1, one may rewrite (53) as

E [RNACKs] =

ρxd∑
k=0

k Pr(M = k)− (ρ− 1)xd×1−
(ρ−1)xd∑
k=0

Pr(M = k)

− (ρ−1)xd∑
k=0

k Pr(M = k). (57)

Substituting (55) in (57), one gets

E [RNACKs] = xdq − (ρ− 1)xd (1− q)

−
(ρ−1)xd∑
k=0

(
k − (ρ− 1)xd) Pr(M = k). (58)

Using (54), (57) becomes

E [RNACKs] = xdq − (ρ− 1)(1− q)xd

−
(ρ−1)xd∑
k=0

[
k − (ρ− 1)xd]( ρxd

k

)
qk (1− q)ρx

d−k
. (59)

Consider q = 1− δ, with δ small. In this regime, in the sum
of (59), the term k = (ρ− 1)xd − 1 dominates and one gets

E [RNACKS] ≈ xd (1− δ)− (ρ− 1) δxd

+

(
ρxd

(ρ− 1)xd − 1

)
δx

d+1. (60)

Since δ is small, the last term in (60) is neglected to obtain

E [RNACKS] ≈ xdq − (ρ− 1) (1− q)xd. (61)

To study the dynamic of the source rate (8), the approxima-
tion (56) is quite difficult to manipulate. When q is small, it is
very likely that E [RNACKS] ≈ 0, and the term 1

wi(t)
E [RACKs]

dominates in (8). The approximation E [RNACKS] = 0 is thus
reasonable for small q. When q is close to 0, (61) becomes
negative. Thus, using (61), the approximation (10) of (9) is
obtained.

C. Equilibrium of (8)

To compute the equilibrium of (8), assume that at equilib-
rium, q∗i is large enough to have

E [RNACKs] = x∗i q
∗
i − (ρi − 1)(1 − q∗i )x∗i > 0 (62)
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in (10). Then, at equilibrium, (12) becomes

x∗i
w∗i
−
(

1

w∗i
+ βw∗i

)
(x∗i q

∗
i − (ρi − 1) (1− q∗i )x∗i ) = 0.

(63)
Using the fact that at equilibrium, x∗i = w∗i /τ

∗
i , one gets (24).

Now, to check whether (62) is satisfied, one has to prove that
ρiq
∗
i > (ρi − 1). Substituting q∗i with (24), one obtains

1 + (ρi − 1)
(

1 + β (x∗i τ
∗
i )

2
)

1 + β (x∗i τ
∗
i )

2 > 1, (64)

which is true provided that ρi > 1.
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