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Complete Quadratic Lyapunov functionals for distributed
delay systems

Alexandre Seuret1,2, Frédéric Gouaisbaut1,3, Yassine Ariba4,1

Abstract

This paper is concerned with the stability analysis of distributed delay systems using complete-Lyapunov functionals. Numerous
articles aim at approximating their parameters thanks to a discretization method or polynomial modeling. The interest of
such approximations is the design of tractable sufficient stability conditions. In the present article, we provide an alternative
method based on polynomial approximation which takes advantages of the Legendre polynomials and their properties. The
resulting stability conditions are scalable with respect to the maximum degree of the polynomials and are expressed in terms
of tractable linear matrix inequalities. Several examples of delayed systems are tested to show the effectiveness of the method.

1 Introduction

The stability analysis of time-delay systems has at-
tracted many researchers during the last decades (see
for instance the survey article [23]). In particular, some
of them focused on the class of distributed time delay
systems, for which the delay operator, via an integral
action, has a cumulative effect over the past values of
the dynamics. For specific integral kernels, including
constant, rationals or γ distribution function, stability
of such systems can be tackled by a direct method based
on pole location [2,13,16,22]. For kernels which can be
interpreted as impulse responses of a linear system, the
system can be modeled as a linear pointwise delay sys-
tem and hence classical techniques on pole location can
be used (see [16]). Nevertheless, these techniques are
often restricted to the case of nominal systems without
uncertainties [23] and for a constant delay.
Another widely used technique for stability analysis re-
lies on Lyapunov Theory. The construction of Lyapunov
Krasovskii functionals is modified in order to take into
account the distributed nature of the delay. It results
some Lyapunov structure which depends on double and
triple integral terms [3,5,10–12,25]. Different bounding
techniques are then employed to derive numerically
efficient stability tests. In general, the kernel is then re-
stricted to be a constant function over the delay interval.
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In order to avoid this strong constraint, another possi-
bility, described by Gu et al [8], is to use a very general
class of Lyapunov Krasovskii functional (see for instance
[18]) and a discretization scheme to obtain numerically
tractable stability conditions. This technique designed
for piecewise constant delay kernel leads to a reduction
of conservatism at the expense of the numerical burden.
The case of general kernels has been studied success-
fully by [24] where the use of new integral inequalities is
proposed. These new bounding techniques which were
especially designed for distributed delay systems led
to new Lyapunov-Krasovskii functional structures and
efficient results on simulations. Another widely used ap-
proach in the literature stems from the robust analysis
using the same driving forces namely the comparison
systems and integral inequalities [15]. In [14], a com-
bined full block S-Procedure and Lyapunov analysis is
performed to prove the stability of a distributed de-
lay system with a rational kernel. More recently, using
quadratic separation approach, [7] has provided some
Linear Matrix inequality (LMI) for polynomial kernels.
In this paper, we aim at presenting a new method for
the stability analysis of distributed delay systems using
a Lyapunov-Krasovskii approach. The problem consists
in selecting a particular structure for the Lyapunov-
Krasovskii functional, which is composed of the sum
of several classical terms [9], including a quadratic
function of the instantaneous state and an integral of
quadratic functional of the entire delay state. In gen-
eral, all these functionals are particular cases of the
well-known complete Lyapunov-Krasovskii functionals.
Indeed Theorem 5.9 from [9] ensures that, if the solu-
tions of a time delay system is asymptotically stable,
this functional is a Lyapunov-Krasovskii functional,
provided that its parameters satisfy some partial differ-
ential equations, which is not easy to verify, especially
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for high dimensional delay systems. In practice, numer-
ically checking the existence of such functionals often
requires an approximation of these matrix functions in
an appropriate manner using the discretization method
from [9] or polynomial approximation [17].
In the present article, we propose an alternative method
also based on a polynomial approximation but using the
particular setup of the Legendre polynomials. Thanks
to these polynomials, we are able to provide a new
integral inequality whose conservatism can be made ar-
bitrarily small. This is the core tool for developing a set
of new sufficient conditions indexed by N , equal to the
degree of the polynomials modeling the parameters of
the complete Lyapunov-Krasovskii functional. It is also
proven that this set forms a hierarchy with respect to
the pair (h,N) in the sense that increasing N improves
the result. Finally, several examples will show the effec-
tiveness of the method.
Notations: Throughout the paper N and Rn denote,
the set of positive integer and the n-dimensional Eu-
clidean space with vector norm | · |, Rn×m is the set of all
n×m real matrices. The notation P � 0, for P ∈ Rn×n,
means that P is symmetric and positive definite. The
set S+

n represents the set of symmetric positive definite
matrices of Rn×n. The set of continuous functions from
an interval I ⊂ R to Rn which are square integrable is
denoted as space L2(I → Rn). The symmetric matrix
[A B
∗ C ] stands for

[
A B
BT C

]
and diag(A,B) stands for the

diagonal matrix [A 0
0 B ]. Moreover, for any square matrix

A ∈ Rn×n, we define He(A) = A + AT . The matrix I
represents the identity matrix of appropriate dimension.
The notation 0n,m stands for the matrix in Rn×m whose
entries are zero and, when no confusion is possible, the
subscript will be omitted. The notation ( k

l ) refers to
the binomial coefficients given by k!

(k−l)!l! .

2 Problem formulation

2.1 Definition of the system

Consider a linear time-delay system of the form:{
ẋ(t) = Ax(t) +Ad

∫ 0
−h f(θ)x(t+ θ)dθ, ∀t ≥ 0,

x(t) = φ(t), ∀t ∈ [−h, 0],
(1)

where x(t) ∈ Rn is the state vector, φ is a continuous
function, representing the initial conditions, A and Ad
are constant matrices and f denotes a known continuous
function of L2([−h, 0] → R) and represents the kernel
of the distributed delay. The delay h is assumed to be
constant. The goal of this paper is to provide a generic
analysis which is able to assess stability of system (1) for
any continuous scalar kernel f and to derive sufficient
stability conditions. This paper exploits the properties
of the Legendre polynomials to provide new stability
conditions for systems with distributed delay. Let us first

recall the definition of the Legendre polynomials and
their basic properties.

2.2 Legendre polynomials and kernel approximation

Let us define the Legendre polynomials considered over
the interval [−h, 0]

∀k ∈ N, Lk(u) = (−1)k
k∑
l=0

pkl

(
u+ h

h

)l
, (2)

with pkl = (−1)l
(
k
l

) (
k+l
l

)
. The main idea for employing

these polynomials comes from their nice properties that
are summarized below.

Property 1 The Legendre polynomials described in (2)
represent an orthogonal sequence with respect to the inner
product

∫ 0
−h φ(s)ψ(s)ds, for any φ, ψ in L2([−h, 0]→ R)

and verify for all (k, l) in N2

∫ 0

−h
Lk(u)Ll(u)du =

{
0, k 6= l,

h
2k+1 , k = l.

(3)

The proof can be found in [6]. In light of this property,
we will consider the polynomial approximation of the
kernel f in L2([−h, 0]→ R). For a given integer N , f is
rewritten as

∀θ ∈ [−h, 0], f(θ) =
∑N
k=0

2k+1
h fkLk(θ) + rN (f, θ),

(4)
where

fk =
∫ 0
−h f(u)Lk(u)du, ∀k = 1, . . . , N,

rN (f, θ) = f(θ)−
∑N
k=0

2k+1
h fkLk(θ).

(5)

Since Legendre polynomials are orthogonal with respect
to the inner product under consideration, this manip-
ulation can be interpreted as the Graam-Schmidt nor-
malization of the function f with respect to the N first
Legendre polynomials. Indeed, it can be easily verified
that the resulting function rN is orthogonal to the N
first Legendre polynomials and represents the remainder
of the approximation.

Remark 1 If the kernel f is a polynomial function of
degree N∗, then rN∗+1 is the null function.

Define ρN as the square of norm of rN associated with
the inner product, i.e.

ρN (f) =
∫ 0

−h
r2
N (f, θ)dθ. (6)

The next lemma provides some properties of ρN (f).
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Lemma 1 The following inequalities hold for any f in
L2([−h, 0]→ R) and for any integer N ≥ 0

ρN (f) =
∫ 0

−h
f2(θ)dθ − 1

h

N∑
k=0

(2k + 1)f2
k ≥ 0, (7)

ρN+1(f)− ρN (f) = −2N + 3
h

f2
N+1 ≤ 0. (8)

Proof : The positivity of ρN results from its definition.
Equation (7) is obtained from the properties of the Leg-
endre polynomials. The proof of (8) is a direct extension
of (7). ♦

2.3 Modelling of distributed delay systems

Exploiting the polynomial approximation of the kernel
f , the time-delay system (1) can be rewritten as

ẋ(t) = Ax(t) +Ad
∑N
k=0(2k + 1)fkΩk(xt)

+ρN (f)AdΘN (f, xt),
(9)

where

Ωk(xt) = 1
h

∫ 0
−h Lk(θ)xt(θ)dθ,

ΘN (f, xt) =


0, if ρN (f) = 0,

1
ρN (f)

∫ 0
−h rN (f, θ)xt(θ)dθ,
if ρN (f) > 0.

(10)

The objective is to provide a stability analysis able to
take into account these additional signals.

3 Bessel-Legendre inequality

Before stating the main result of the paper, we provide
some additional properties of the Legendre polynomials
that will be helpful in the remainder of the paper.

Property 2 The Legendre polynomials described in (2)
satisfy the following boundary conditions

∀k ∈ N, Lk(0) = 1, Lk(−h) = (−1)k.

Property 3 The Legendre polynomials described in
Definition 2 satisfy the following differentiation rule:

d
duLk(u) =


0, if k = 0,∑k−1
i=0

(2i+1)
h (1− (−1)k+i)Li(u),

if k ≥ 1.

Proofs of these properties can be found in [6] and are
thus omitted. Based on the Legendre polynomials and
an application of Bessel’s inequality [6], we obtain the
following lemma.

Lemma 2 Let x ∈ L2([−h, 0]→ Rn), f be a continuous
function in L2([−h, 0] → R) and R ∈ S+

n . The integral
inequality

∫ 0
−h x

T (u)Rx(u)du ≥ h
∑N
k=0(2k + 1)ΩTk (x)RΩk(x)

+σ(ρN (f))ΘT
N (f, x)RΘN (f, x)

(11)
holds, for all N ∈ N, where ρN , Ωk and ΘN have been
defined in (6) and (10) respectively, and where

σ(ρN (f)) =
{
ρN (f) if ρN (f) > 0,
1 if ρN (f) = 0.

(12)

Proof : Consider a function x in L2([−h, 0] → Rn), f
in L2([−h, 0] → R) and a matrix R in S+

n . Define the
function zN as follows

zN (u) = x(u)−
N∑
k=0

(2k+1)Lk(u)Ωk(x)−rN (f, u)ΘN (f, x).

From its definition, zN is in L2([−h, 0] → Rn) and the
integral

∫ 0
−h z

T
N (u)RzN (u)du exists. For the sake of sim-

plicity the arguments of ρN , Ωk and ΘN will be omit-
ted in the following developments. From the orthogonal
property of the Legendre polynomials, one has

∫ 0
−h z

T
N (u)RzN (u)du =

∫ 0
−h x

T (u)Rx(u)du

−2
∑N
k=0(2k + 1)

(∫ 0
−h Lk(u)x(u)du

)T
RΩk

+
∑N
k=0 (2k + 1)2

(∫ 0
−h L

2
k(u)du

)
ΩTkRΩk

+
(∫ 0
−h r

2
N (f, u)du

)
ΘT
NRΘN

−2
(∫ 0
−h rN (f, u)x(u)du

)T
RΘN

+2
∑N
k=0(2k + 1)

(∫ 0
−h rN (f, u)Lk(u)du

)
ΩTkRΘN .

On the one hand, assume first that ρN , and consequently
rN , are not zero. From the definition of Ωk and ΘN and
noting that (2k + 1)2 ∫ 0

−h L
2
k(u)du = (2k+ 1)h, it yields

∫ 0
−h z

T
N (u)RzN (u)du =

∫ 0
−h x

T (u)Rx(u)du
−
∑N
k=0(2k + 1)hΩTkRΩk − ρNΘT

NRΘN

+2
∑N
k=0

2k+1
h

(∫ 0
−h rN (f, u)Lk(u)du

)
ΩTkRΘN .

(13)
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Moreover, for any k = 0, . . . , N , one has

∫ 0
−h rN (f, u)Lk(u)du =

∫ 0
−h f(u)Lk(u)du

−
∑N
i=0

2i+1
h fi

∫ 0
−h Li(u)Lk(u)du.

From the Property 1, and the definition of rN , we show
that

∫ 0
−h rN (f, u)Lk(u)du = 0. It thus follows that

∫ 0
−h z

T
N (u)RzN (u)du =

∫ 0
−h x

T (u)Rx(u)du
−
∑N
k=0(2k + 1)hΩTkRΩk − ρNΘT

NRΘN ,

which concludes the proof for the case ρn 6= 0. On the
other hand, if ρN = 0 (and rN = 0), the following equa-
tion holds

∫ 0
−h z

T
N (u)RzN (u)du =

∫ 0
−h x

T (u)Rx(u)du
−
∑N
k=0(2k + 1)hΩTkRΩk −ΘT

NRΘN

because ΘN (f, xt) = 0. The result is finally obtained by
combining the two previous equations and noting that
the left hand side of the previous equations is positive
definite. ♦

In the remainder of the paper, the following corollary
of the previous lemma will be used. Note that it also
corresponds to an inequality already presented in [20,21].

Corollary 3 Let x ∈ L2([−h, 0] → Rn) and R ∈ S+
n .

The integral inequality

∫ 0
−h x

T (u)Rx(u)du ≥ h
∑N
k=0(2k + 1)ΩTkRΩk (14)

holds, for all N ∈ N, where Ωk, k = 0, 1 . . . , N have been
defined in Lemma 2.

Proof : The proof is obtained by removing the term
ρN (f)ΘT

N (x)RΘN (x) from (11). ♦

Remark 2 The previous inequality encompasses the
Jensen inequality [9] and the recent Wirtinger-based
integral inequality [19] as particular cases for N = 0
and N = 1, respectively. Thus, the set of inequalities
provided in Corollary 3 represents a more general for-
mulation than these two inequalities. Additionally, the
Parseval identity proves that inequality (14) becomes
asymptotically non conservative as N goes to infinity.

4 Application to stability analysis

4.1 Selection of Lyapunov-Krasovskii functionals

Consider the functional given by

V (xt) = xT (t)Px(t) + 2xT (t)
∫ 0
−hQ(θ)xt(θ)dθ

+
∫ 0
−h x

T
t (θ)S(θ)xt(θ)dθ

+
∫ 0
−h
∫ 0
−h xt(θ1)T (θ1, θ2)xt(θ2)dθ1dθ2,

(15)
where xt(θ) = x(t+ θ) represents the state of the time-
delay system and h > 0 the delay and where the ma-
trix P is symmetric positive definite and the functions
Q, S and T are differentiable (see Section 7.4 in [9] for
more details). Theorem 7.3 from [9] ensures that if a
time-delay system is asymptotically stable, then V is a
Lyapunov-Krasovskii functional, provided that Q and
T satisfy some specific partial differential equations. In
practice, numerically checking the existence of such func-
tionals often requires an approximation of Q, S and T .
In [9] a discretization method was proposed where the
functions Q, T and S were chosen piecewise linear and
the conditions are presented through the LMI setup. In
[17], these matrices were chosen as polynomial functions
and the numerical test was performed using the SOS-
TOOLS. Here, we aim at choosing the structure of the
Lyapunov Krasovskii functional based on the use of Leg-
endre polynomials. Considering the functional (15), we
propose to model the different matrices P , Q(θ), T (θ, s)
and S(θ) as polynomials with respect to the variables
θ and s. Contrary to a Sum of Squares (SOS) formula-
tion [17], these polynomials are expressed in terms of the
Legendre basis as follows:

Q(θ) =
N∑
i=0

QiLi(θ), T (θ1, θ2) =
N∑
i=0

N∑
j=0

Li(θ1)Lj(θ2)Tij ,

where the matricesQi, Tij = TTji , for i, j = 0, . . . , N have
to be optimized. The polynomial matrix S(θ) is chosen as
a linear function with respect to θ and is therefore simply
expressed with the canonical basis S(θ) = S+ (h+ θ)R.
This selection is consistent with the complete Lyapunov-
Krasovskii functional defined in [9] (see section 5.6.3, p.
181). Hence, we can define the functional VN (the sub-
script N denoting the order of the polynomial approxi-
mation) as follows :

VN (xt) = ζTN (xt)PNζN (xt) +
∫ 0
−h x

T
t (θ)Sxt(θ)dθ

+
∫ 0
−h(h+ θ)xTt (θ)Rxt(θ)dθ,

(16)
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where PN =


P Q0 ... QN

QT
0
...
QT

N

T00 ... T0N

...
...

TN0 ... TNN

 and

ζN (xt) =


xt(0)∫ 0

−h
L0(θ)xt(θ)dθ

...∫ 0
−h

LN (θ)xt(θ)dθ

 =


xt(0)

hΩ0(xt)
...

hΩN (xt)

 , N ≥ 0

collects the current state and the projections of the state
function xt onto the N first Legendre polynomials.

4.2 Stability analysis

We provide here a first stability result for distributed
delay systems, which is based on the proposed Lyapunov
Krasovskii functional (16) and the use of the inequality
provided in Lemma 2.

Theorem 4 Consider system (1) with a continuous
scalar kernel f in L2([−h, 0] → R) and with a given
h > 0. If, for a given integer N ≥ 0, there exist a matrix
PN ∈ S+

(N+2)n, and two matrices S,R ∈ S+
n such that

the following LMIs

Φ+
N (h) := PN + 1

h
SN � 0 (17)

Φ−N (h, ρN (f)) =
[

ΦN0(h)− hRN ρN (f)ΦN1(h)
ρN (f)ΦTN1(h) −σ(ρN (f))R

]
≺ 0

(18)
are satisfied where the function σ is defined in Lemma 2
and where

ΦN0(h) = He
(
GTN (h)PNHN (h)

)
+ ΣN (h),

ΦN1(h) = GTN (h)PNJNAd,
ΣN (h) = diag(S + hR,−S, 0(N+1)n),
SN = diag(0, S, 3S, . . . , (2N + 1)S),
RN = diag(0, 0, R, 3R, . . . , (2N + 1)R),

GN (h) =
[

I 0n 0n,n(N+1)

0n(N+1),n 0n(N+1),n hIn(N+1)

]
,

HN =
[
FTN ΓTN (0) ΓTN (1) . . . ΓTN (N)

]T
,

FN =
[
A 0 f0Ad 3f1Ad . . . (2N + 1)fNAd

]
,

JN =
[
I 0n,n(N+1)

]T
,

ΓN (k) =
[
I (−1)k+1I γ0

NkI . . . γ
N
NkI

]
,

γiNk =
{
−(2i+ 1)(1− (−1)k+i), if i ≤ k,
0, if i ≥ k + 1,

then, the distributed delay system (1) is asymptotically
stable for the constant delay h.

Proof : Consider the Lyapunov Krasovskii functional
(16). Following the procedure provided in [9], Corollary
3 can be applied to the second term of VN since S � 0
to obtain a lower bound of VN . In order to be consistent
with the definition of ζN , Corollary 3 is considered with
the order N . It thus yields

∫ 0
−h x

T
t (s)Sxt(s)ds ≥ h

∑N
k=0(2k + 1)ΩTk (xt)SΩk(xt)

= 1
hζ

T
N (xt)SNζN (xt).

Hence, it holds

VN (xt) ≥ ζTN (xt)Φ+
N (h)ζN (xt)

+
∫ 0
−h(h+ s)xTt (s)Rxt(s)ds.

Consequently, if the matrices R and Φ+
N (h) are posi-

tive definite, there exists a positive scalar ε1 > 0 such
that VN (xt) ≥ ε1|xt(0)|2. Furthermore, there always ex-
ists a sufficiently large scalar λ > 0 such that PN �
λdiag(I, I, 3I, . . . , (2N + 1)I), yielding

VN (xt) ≤ λ|xt(0)|2 + λ
∑N−1
i=0 (2i+ 1)ΩTi (xt)Ωi(xt)

+
∫ 0
−h x

T
t (s)(S + hR)xt(s)ds.

Applying Corollary 3 to the second term of the right-
hand side ensures that

VN (xt) ≤ λ|xt(0)|2 +
∫ 0
−h x

T
t (s)(λhI + S + hR)xt(s)ds

which guarantees that there exists a scalar ε2 > 0, such
that VN (xt) ≤ ε2|xt|2h, where the notation |xt|h stands
for supθ∈[−h 0] |xt(θ)|. Then it holds

ε1 |xt(0)|2 ≤ VN (xt) ≤ ε2 |xt|2h . (19)

The computation of V̇N leads to

V̇N (xt) = 2ζTN (xt)PN ζ̇N (xt) + xTt (0)(S + hR)xt(0)
−xTt (−h)Sxt(−h)−

∫ 0
−h x

T
t (s)Rxt(s)ds.

(20)
We aim at finding an upper bound of the functional V̇N
using the vector ΘN (f, xt) and the augmented vector ξN
given, for any integer N , by

ξN (xt) =
[
xTt (0) xTt (−h) ΩT0 (xt) ΩT1 (xt) . . . ΩTN (xt)

]T
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Consider the first term of the right hand side of (20). It
is easy to see that

ζ̇N (xt) =


ẋt(0)

hΩ̇0(xt)
...

hΩ̇N (xt)

 =


ẋt(0)

hΩ0(ẋt)
...

hΩN (ẋt)

 .

The definition of FN and the equation (9) yield

ẋt(0) = FNξN (xt) + ρN (f)AdΘN (f, xt). (21)

Then, an integration by parts ensures that

∀k ≤ N, hΩk(ẋt) = Lk(0)xt(0)− Lk(−h)xt(−h)
−
∫ 0
−h L̇k(u)xt(u)du.

Thanks to Properties 2 and 3 of the Legendre polyno-
mials, the following expression is derived

hΩk(ẋt) = xt(0)− (−1)kxt(−h)−
∑k−1
i=0 γ

i
NkΩi(xt)

= ΓN (k)ξN (xt).

Gathering all the components of ζ̇N (t), we obtain

ζ̇N (xt) = HNξN (xt) + ρN (f)JNAdΘN (f, xt),

where the matrices HN and JN are given in the state-
ment of the theorem. Since ζN (xt) = GN (h)ξN (xt) and
xTt (0)(S + hR)xt(0)− xTt (−h)Sxt(−h) = ξTN (xt)ΣN (h)
ξN (xt), we have

V̇N (xt, ẋt) = ξ̄TN

[
ΦN0(h) ρN (f)ΦN1(h)

ρN (f)ΦTN1(h) 0

]
ξ̄N (xt)

−
∫ 0
−h x

T
t (s)Rxt(s)ds.

(22)

where ξ̄N (xt) =
[
ξTN (xt) ΘT

N (f, xt)
]T

. Applying
Lemma 2 to the order N , we obtain

V̇N (xt) ≤ ξ̄TN (xt)Φ−N (h, ρN (f))ξ̄N (xt).

Therefore, if the matrix Φ−N (h, ρN (f)) is negative defi-
nite, there exists a positive scalar ε3 such that

V̇N (xt) ≤ −ε3 |xt(0)|2 . (23)

To conclude, if the LMI conditions (17) and (18) are
satisfied, the functional meets the requirements of the
Lyapunov-Krasovskii theorem, (19) and (23), and the
distributed delay system (1) is asymptotically stable for
the constant delay h. ♦

Remark 3 A notable aspect of this theorem is the pos-
sibility to extend it to robust stability where the matrices
A and Ad are uncertain but belong to a given polytope
since the Ψ−(h) is affine with respect to these matrices.

Remark 4 In the stability conditions derived in Theo-
rem 4, the integer N appears as a tuning parameter of
the LMIs. As we will show in Section 5, increasing N
may lead to a reduction of the conservatism, of course at
the price of increasing of the computational cost. Indeed
the number of decision variables and the size of the LMIs
also increase with N .

4.3 Distributed delay systems with two kernels

Theorem 7 only addresses the case of scalar kernels f .
Extensions to matrix kernels corresponding to the fol-
lowing system{

ẋ(t) = Ax(t) +
∫ 0
−hAd(θ)x(t+ θ)dθ, ∀t ≥ 0,

x(t) = φ(t), ∀t ∈ [−h, 0],

is not direct since the methodology developed in Theo-
rem 7 relies on the use of the term

∫ 0
−h f(θ)xt(θ)dθ. This

limitation can be easily undertaken by splitting the ma-
trix kernelAd(θ) into several pieces which can be treated
following the first theorem. In this subsection, we present
the simplest extension which consists of the following
distributed delay systems with two distributed terms:

ẋ(t) = Ax(t) +
∫ 0
−h[f(θ)Adf + g(θ)Adg]x(t+ θ)dθ,
∀t ≥ 0,

x(t) = φ(t), ∀t ∈ [−h, 0],
(24)

where x(t) ∈ Rn is the state vector, φ is a continuous
initial condition function, A, Adf and Adg are constant
matrices and f , g are two known continuous functions
over the interval [−h, 0]. The delay h is assumed to be
constant. Following the procedure as in the simple kernel
case, system (24) is rewritten as
ẋ(t) = Ax(t) +

∑N
k=0(2k + 1)AkdΩk(xt)

+[ρN (f)Adf ρN (g)Adg]Θ̄N (xt), ∀t ≥ 0,
x(t) = φ(t), ∀t ∈ [−h, 0],

(25)
where Akd = fkAdf + gkAdg and

gk =
∫ 0

−h
g(θ)Lk(θ)dθ, Θ̄N (xt) =

[
ΘN (f, θ)
ΘN (g, θ)

]
.

The following lemma and theorem are adapted from Sec-
tion 4.2.

6



Lemma 5 Let x ∈ L2([−h, 0] → Rn), f and g be two
continuous functions in [−h, 0]→ Rn and R ∈ S+

n . The
integral inequality∫ 0
−h x(u)Rx(u)du ≥ h

∑N
k=0(2k + 1)ΩTk (x)RΩk(x)

+Θ̄T
N (x)

[
σ(ρN (f))R βN (f, g)R
βN (f, g)R σ(ρN (g))R

]
Θ̄N (x),

(26)
holds, for all N ∈ N, where

βN (f, g) = ρN (f)ρN (g)
∫ 0

−h
rN (f, θ)rN (g, θ)dθ

and where Ωk, Θ̄N , ρN and the function σ have been
defined earlier.

Theorem 6 For a given integer N ≥ 0 and a constant
delay h, assume that there exist a matrix PN ∈ S+

(N+2)n,
and two matrices S,R ∈ S+

n such that Φ+
N (h) � 0 and

Φ+
N (h) := PN + 1

h
SN � 0, (27)

where

Φ−N (h, ρN ) =
Φ̄N0(h)− hRN ρN (f)ΦN1(h) ρN (g)ΦN2(h)
ρNΦTN1(h) −σ(ρN (f))R −βN (f, g)R
γNΦTN2(h) −βN (f, g)R −σ(ρN (g))R

 ≺ 0,

(28)
Φ̄N0(h) = He

(
GTN (h)PN H̄N

)
+ ΣN (h),

ΦN1(h) = GTN (h)PNJNAdf ,
ΦN2(h) = GTN (h)PNJNAdg,

H̄N =
[
F̄TN ΓTN (0) ΓTN (1) . . . ΓTN (N)

]T
,

F̄N =
[
A 0 A1

d 3A2
d . . . (2N + 1)ANd

]
,

with ΣN (h), SN , RN , JN , ΓN (k) and GN (h) defined in
Theorem 4.Then system (24) is asymptotically stable for
the constant delay h.

4.4 Comments on systems with a single discrete delay.

By a slight modification, the stability conditions from
Theorem 4 can be extended to the case of linear systems
with a pointwise delay, defined by{

ẋ(t) = Ax(t) +Adx(t− h), ∀t ≥ 0,
x(t) = φ(t), ∀t ∈ [−h, 0],

(29)

where A, Ad, h and φ satisfy the same assumptions of
Theorem 4. Following the same procedure as previously,
the next theorem is stated.

Theorem 7 For a given integer N ≥ 0 and a constant
delay h, assume that there exist a matrix PN ∈ S+

(N+2)n,
and two matrices S,R ∈ S+

n such that Φ+
N (h) � 0 and

Ψ−N (h) = ΨN0(h)− hRN ≺ 0, (30)

are satisfied where

ΨN0(h) = He
(
GTN (h)PH̃N

)
+ ΣN (h),

H̃N =
[
F̃TN ΓTN (0) ΓTN (1) . . . ΓTN (N)

]T
,

F̃N =
[
A Ad 0 0 . . . 0 0

]
,

with Φ+
N (h),RN ,GN (h), ΣN (h) and ΓN (i), i = 0, . . . , N

defined in Theorem 4. Then system (29) is asymptotically
stable for the constant delay h.

Proof : The proof strictly follows the one of Theo-
rem 4 except for equation (21), which is replaced by
ẋ(t) = F̃NξN (t). ♦

Remark 5 The LMI of Theorem 7 are equivalent to the
stability condition provided in [21], which only copes with
pointwise delays. In [20], another class of Lyapunov-
Krasovskii functionals was employed which contains a
double integral term in ẋ(t).

5 Hierarchy of LMI stability conditions

This section aims at proving that the previous stability
conditions form a hierarchy of LMI conditions. This is
formulated in the following theorem based on the stabil-
ity conditions of Theorem 4.

Theorem 8 For any time delay system (1), define the
set HN by

HN :={
h > 0 : ∃(PN , S(N), R(N)) ∈ S(N+2)n × (S+

n )2,

s.t. Φ+
N (h) � 0,Φ−N (h) ≺ 0

}
.

Then, the inclusion HN ⊂ HN+1 holds for any N ≥ 0.

Proof : Let N ∈ N. If HN is empty, the inclusion is
trivial. Assume that HN is not empty and consider an
element h ∈ HN . From the definition of HN , there ex-
ist PN = PTN , S(N) � 0 and R(N) � 0 such that
Φ+
N (h) � 0 and Φ−N (h, ρN (f)) ≺ 0. Taking advantages

of the Lyapunov Krasovskii functional (16), we suggest
the matrices

PN+1 =
[
PN 0
0 0

]
,

S(N + 1) = S(N) = S,

R(N + 1) = R(N) = R.
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Clearly this selection ensures that the functional implies
Φ+
N+1(h) � 0, because for this selection ofPN+1, we have

Φ+
N+1(h) =

[
PN + 1

hSN 0
0 1

h (2N + 3)S

]

=
[

Φ+
N (h) 0
0 1

h (2N + 3)S

]
.

Assume now that Φ−N (h) ≺ 0 and ρN (f) 6= 0. Then, by
application of the Schur complement it holds

ΦN0(h)− hRN + ρN (f)ΦN1(h)R−1ΦTN1(h) ≺ 0.

From (8), we get that ρN (f) = ρN+1(f) + 2N+3
h f2

N+1.
Reinjecting this relation into the previous equation and
applying twice the Schur complement leads to

Φ−N (h, ρN (f)) ≺ 0 ⇔[
ΦN0(h)−hRN (2N+3)fN+1ΦN1(h) ρN+1ΦN1(h)

(2N+3)fN+1ΦT
N1(h) −(2N+3)hR 0

ρN+1ΦT
N1(h) 0 −ρN+1R

]
≺ 0.

(31)
According to the construction of the matrices GN , HN ,
FN and S̃N , some matrix computations show that[

ΦN0(h)− hRN (2N + 3)fN+1ΦN1(h)
(2N + 3)fN+1ΦTN1(h) −(2N + 3)hR

]

= Φ(N+1)0(h)− hRN+1,

[
ΦN1(h)

0

]
= Φ(N+1)1(h),

which ensure the following equivalence, under the con-
straint PN+1 =

[
PN 0
0 0

]
Φ−N (h, ρN (f)) ≺ 0 ⇔ Φ−N+1(h, ρN+1(f)) ≺ 0. (32)

The case ρN = 0 follows straightforwardly because in
this situation, it must hold fN+1 = 0 and ρN+1 = 0.
Consequently, if there exists a solution to the LMI condi-
tions of Theorem 4 at the order N , then there also exists
a solution to the LMIs at the order N + 1 which proves
that h belongs to HN+1, which allows to conclude that
HN ⊂ HN+1. ♦

Since Theorem 4 only provides sufficient stability con-
dition, the sequence of sets {HN}N∈N is an increasing
sequence of sets representing an inner approximation
of the stability pockets. However, the previous theorem
does not prove that the conditions of Theorem 4 will
converge to the analytical bounds of the delay. Exten-
sions of this previous theorem to Theorems 6 and 7 are
similarly derived.

Theorems hmax number of variables

[2] (“analytical” bound) 1.498 −

[24] 1.03 3
Th.4 (N = 0) 0.95 5
Th.4 (N = 1) 1.45 8
Th.4 (N = 2) 1.497 12
Th.4 (N = 3) 1.498 17

Table 1
Maximal allowable delay hmax for system (33).

Theorems first interval second interval nv

[2] [0, 0.964] [1.372, 2.105] −

[24] [0, 0.964] − 3
Th.4 (N = 1) [0, 0.91] − 8
Th.4 (N = 2) [0, 0.963] [1.382, 2.100] 12
Th.4 (N = 3) [0, 0.964] [1.372, 2.103] 17
Th.4 (N = 4) [0, 0.964] [1.372, 2.105] 23

Table 2
Intervals of stability w.r.t. h for system (34). The notation
“nv” denotes the number of decision variables.

6 Examples

Example 1: Let us consider a first scalar example

ẋ(t) = −x(t) +
∫ 0

−h
e−θ sin(θ)x(t+ θ)dθ. (33)

Using a numerical method [1,2], system (33) is shown to
be asymptotically stable for all delays less than 1.498.
Table 1 shows results obtained with Theorem 4. As ex-
pected, better results are obtained as the degree of the
polynomialN increases. Moreover, the theoretical upper
bound of the delay is recovered with N = 3.

Example 2: Consider the distributed delay system

ẋ(t) = −2x(t) +
∫ 0

−h
(θ + 3 cos θ)x(t+ θ)dθ. (34)

This example is interesting because it is stable for all h
in [0 , 0.964] and in [1.372 , 2.105] and unstable otherwise
[2]. Table 2 shows results obtained with Theorem 4. Note
that even if [24] provides a very good estimation of the
first interval of stability, it is not able to detect the second
one.

Example 3: Consider the distributed delay system

ẋ(t) = −ax(t)−
∫ 0

−h
γ(k, α,−θ)x(t+ θ)dθ, (35)
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Fig. 1. Stability regions in the plan (a, h) for system (35),
obtained using Theorem 4 for several values of N .

where a is a positive scalar and γ the scalar kernel func-
tion of the truncated Gamma Distribution defined by

γ(k, α, θ) = θk−1e−θ/α

(k − 1)!αk , ∀(k, α, θ) ∈ N>0×R>0×[−h, 0],

and such that
∫ 0
−∞ γ(k, α, θ)dθ = 1. From the theoreti-

cal point of view, Gamma distributions are often consid-
ered over the interval (−∞, 0]. Since the kernel γ con-
tains an exponential term, it is reasonable to consider
the truncated interval [−h, 0] because the main contri-
bution to the distributed term relies on this first inter-
val. Figure 1 represents the stability regions obtained by
solving Theorem 4 for several values of N when α = 1
and k = 1. The dashed black line represents the theoret-
ical limits resulting from the eigenvalue analysis issued
from [2]. Figure 1 shows that from small values of a in
(0, 0.6], Theorem 4 with N = 0, 1 delivers good esti-
mations of the stability regions. However for larger val-
ues of a, Figure 1 shows that Theorem 4 with N = 0, 1
is conservatism since the stability regions do not match
with the theoretical limits drawn by the dashed blue
line. However, increasing N in Theorem 4 allows reduc-
ing this conservatism and one can see that forN = 4, the
estimation of the stability region is very close to the the-
oretical region. This example illustrates the potential of
our hierarchical approach to reduce the conservatism by
increasing the LMI parameter N , of course at the price
of increasing the complexity of the conditions, showing
the tradeoff between conservatism and complexity.

Example 4: Consider the linear time-delay systems (1)
taken from [3]

ẋ(t) =
[

0.2 0

0.2 0.1

]
x(t) +

[
−1 0

−1 −1

]∫ 0

−h
xt(s)ds (36)

An eigenvalue analysis provides that the system remains
stable for all constant delays in the interval [0.200, 2.04].
In [26], [3] and [19], stability is guaranteed for delays
over the interval [0.2090, 1.1942], [0.2001, 1.6339] and
[0.2001, 1.877], respectively. Using our new inequality,

Theorem 4 ensures stability for any constant delay h in
the intervals [0.2001, 1.58], [0.2001, 1.83], [0.2001, 1.95],
[0.2001, 2.02], for N = 1, 2, 3, 4, respectively, which
encompasses these previous results. This demonstrates
again the potential of Theorem 4.

Example 5: Consider the system with pointwise delay
taken from [4] given by

ẍ(t) +
[

0 1

−1 0

]
ẋ(t− h) +

[
4 0

0 16

]
x(t) = 0

The analysis provided in [4] based on a frequency
method ensures that this systems has exactly three sta-
ble delay intervals [0.4108, 0.7509], [2.054, 2.252] and
[3.697, 3.754]. Figure 2 shows the inner approximations
obtained with Theorem 7 for several values of N . The
first interval is detected at N = 4 and a good 6 estima-
tion of the first stable interval is first obtained at N = 7.
First values of the delay h in the second stable interval
are detected with N = 9 and a good estimation of the
whole interval is obtained at N = 11. Delay values in
the third and last stable interval, which is more difficult
to detect are found with N = 14 and a good estimation
of the interval is provided with N = 16.
This example shows the efficiency of our method to
detect stability intervals even for systems with discrete
delay and with dimension that are not small unlike usual
examples. In addition, The example and Figure 2 also
illustrate Theorem 8. Indeed, Figure 2 shows that the
stability regions become larger when N increases. The-
orem 7 is able to assess stability of the system for all the
values of the delay which belongs to the stable intervals.

7 Conclusions

In this paper, we have presented a new Lyapunov-
Krasovskii approach to assess stability of distributed
delay systems. Our method is based on a polynomial
approximation of the kernel of the distributed delay.
The stability analysis is performed thanks to a new
set of integral inequalities, which includes Jensen and
Wirtinger-based inequalities as particular cases of or-
der 0 and 1. Several stability theorems are provided to
cope with distributed delay systems with one or two
kernels and also with systems with constant pointwise
delay. The efficiency of the method has been successfully
tested on several examples.

This work opens a new direction of research regarding
the various possibilities to exploit the Bessel inequal-
ity with other sequences of orthogonal functions such as
trigonometric functions, Chevishev or Laguerre polyno-
mials, which would potentially allow to design a wider
class of Lyapunov-Krasovskii functionals.

6 with a precision of 10−4
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