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ON 3D NUMERICAL INVERSE PROBLEMS FOR THE BIDOMAIN MODEL IN

ELECTROCARDIOLOGY

BEDR’EDDINE AINSEBAA, MOSTAFA BENDAHMANE, AND ALEJANDRO LOPEZ

Abstract. In the inverse problem en electrocardiology, the goal is to recover electrophysiological activity

in the heart without measuring directly on its surface (without using catheter interventions). Note that
today the inverse computation is frequently used by solving the quasi-static model. This model doesnt take

into account the heart dynamic in time and may result in considerable errors in the reconstruction of the

solution on the heart. In this paper, a 3D numerical inverse problem constrained by the bidomain equations
in electrocardiology is investigated. The state equations consisting in a coupled reaction-diffusion system

modelling the propagation of the intracelullar and extracellular electrical potentials, and ionic currents, are

extended to further consider the effect of an external bathing medium. Thus, we demonstrate that the
novel concept of applying electrophysiological data might be useful to improve noninvasive reconstruction

of electrical heart activity. Finally, we present numerical experiments representing the effect of the heart

dynamic on the inverse solutions.

1. Introduction

Cardiac related diseases are one of the leading causes of death over the world. Therefore understanding
the mechanisms of the electrical activity of the heart could lead to a more accurate diagnosis. A solution
would be to measure directly over the heart’s surface, but this is highly invasive. Noninvasive means to
diagnose disorders of the heart by using noninvasive electrocardiographic imaging (ECGI), this is known
as the inverse problem in electrcardiography. The inverse problem in electrocardiography is to reconstruct
the electrical cardiac sources from body surface potential measurements (BSPMs), considering the torso as
a volume conductor. Solving the inverse problem is beneficial to clinical practice. However, this problem
is considered as ill-posed problem. This means that a little variation in the data on the torso will yield
unrealistic variations in the reconstructions on the heart. Therefore, it is commonly solved employing
regularization techniques (see [12] for more details). To cope the ill-posedness, regularization methods are
necessary to arrive at realistic solutions.

The numerical solution of ECG (electrocardiogram) direct and inverse problems has received much atten-
tion for many years (and there have been many contributions on this subject). Mostly direct and inverse
problems in electrocardiology reduce to a quasistatic Poissons equation with different king of boundary con-
ditions (see for e.g. [31, 13, 30]). For these equations the reconstruction of the solution on the heart is
formulated by a linear inverse problem. We know that the analytic solutions of these equations are not
difficult to obtain for simple geometries such as cylinders or spheres. Moreover, the difficulties arise when
we consider the complex geometries associated with physiological structures (heart, Lungs and torso). Note
that the classical inverse problem in electrcardiology doesnt take into account the heart dynamic in time and
may result in considerable errors in the reconstruction of the solution on the heart.

It is the purpose of this paper to solve the question of the inverse problem in electrocardiology by using
a model consisting of a geometric torso model and a model of the electric activation in the myocardium
(the heart) based on the bidomain model. We assume that the medium surrounding the body (the air)
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is nonconductive; thus, the normal derivative of the potential vanishes at the boundary of the insulating
medium. Moreover, it is assumed that tissues of the Thorax have a Laplaces equation to govern the potential
behaviours according to the theory of the Quasi-static Maxwells equations due to low-frequency response of
human tissue.

In our study we reformulate our inverse problem as an optimal control problem where the contraol cor-
responds to the heart stimulus and thus we can estimate the transmembrane potentials on the heart from
the body surface. Note that the regularization in this case is on the heart stimulus and not on the trans-
membrane potential as in the quasi-static case. Moreover by using the bidomain model, the transmembrane
potentials can be used to calculate body surface potentials. Comparing to the quasi-static inverse problem,
we show that the dynamic heart model might be useful to improve noninvasive reconstruction of electrical
heart activity. Regarding the classical inverse problem, in our method we use an additional step. In this
step we compute the transmembrane potential inside the heart from the potential on the heart surface.

This model (introduced by Tung [29]) is one of the most accurate and complete models for the theoretical
and numerical study of the electric activity in cardiac tissue.

The bidomain equations result from the principle of conservation of current between the intra- and extra-
cellular domains, followed by a homogenization process (see e.g. [3, 6, 17]) derived from a scaled version of
a cellular model on a periodic structure of cardiac tissue. Mathematically, the bidomain model is a coupled
system consisting of a scalar, possibly degenerate parabolic PDE coupled with a scalar elliptic PDE for the
transmembrane potential and the extracellular potential, respectively. These equations are supplemented by
a time-dependent ODE for the so-called gating variable, which is defined at every point of the spatial compu-
tational domain. Here, the term “bidomain” reflects that in general, the intra- and extracellular tissues have
different longitudinal and transversal (with respect to the fiber) conductivities; if these are equal, then the
model is termed monodomain model, and the elliptic PDE reduces to an algebraic equation. The degenerate
structure of the mathematical formulation of the bidomain model is essentially due to the differences between
the intra- and extracellular anisotropy of the cardiac tissue [3, 9].

Before we formulate the inverse problem in mathematical context, we need to introduce the direct problem
in electrocardiography. The goal of the direct problem is to compute the body surface potentials from
the epicardial potentials. Note that an understanding of the forward problem is a necessary step towards
understanding and solving the inverse problem.

In the following section, we formulate both the direct and the inverse problems under some general
assumptions about the geometry of the heart-torso system. The remainder of this paper is organized as
follows. Section 2 is devoted to the description of our bioelectric model (the bidomain model). Moreover
in this section The we state th existence result to direct problem. The discribtion of the inverse problem
is given in Section 3. Finally in Section 5, we present the numerical experiments on 3D domains for our
dynamic inverse problem. The paper ends with some comments and remarks.

2. The macroscopic bidomain model

The spatial domain of the heart for our models is a bounded open subset ΩH ⊂ R3 with a piecewise smooth
boundary ∂ΩH . This represents a three-dimensional slice of the cardiac muscle regarded as interpenetrating
and superimposed (anisotropic) continuous media, namely the intracellular (i) and extracellular (e) tissues.
These tissues are separated from each other (and connected at each point) by the cardiac cellular membrane.
The myocardium is surrounded by a volume conductor, ΩB (the thorax). The quantities of interest are
intracellular, extracellular and the bathing medium electric potentials, ui = ui(x, t), ue = ue(x, t) at (x, t) ∈
ΩH,T := ΩH × (0, T ), and us = us(x, t), at (x, t) ∈ ΩB,T := ΩB× (0, T ). The myocardium is surrounded by a
volume conductor, ΩB (the thorax). Note that ECG signals monitor the electrical activity of the heart from
potential measurements at the torso skin surface ∂ΩT . The torso volume is commonly modeled as a passive
conductor. The differences v = v(x, t) := ui − ue and us are known as the transmembrane potential and the
depth voltage between the tissue and the bath, respectively. The conductivity of the tissue is represented by
scaled tensors Mi(x) and Me(x) given by

Mj(x) = σt
jI + (σl

j − σt
j)al(x)aT

l (x),
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where σl
j = σl

j(x) ∈ C1(R2) and σt
j = σt

j(x) ∈ C1(R2), j ∈ {e, i}, are the intra- and extracellular conductiv-
ities along and transversal to the direction of the fiber (parallel to al(x)), respectively. The conductivity
tensor of the bathing medium Ms is assumed to be a diagonal matrice.

For fibers aligned with the axis, Mi(x) and Me(x) are diagonal matrices: Mi(x) = diag(σl
i , σ

t
i ) and

Me(x) = diag(σl
e, σ

t
e). When the so-called anisotropy ratios σl

i/σ
t
i and σl

e/σ
t
e are equal, we are in the case of

equal anisotropy, but generally the conductivities in the longitudinal direction l are higher than those across
the fiber (direction t); such a case is called strong anisotropy of electrical conductivity. When the fibers
rotate from bottom to top, this type of anisotropy is often referred to as rotational anisotropy.

The bidomain model is given by the following coupled reaction-diffusion system [27, 32]:

βcm∂tv −∇ ·
(
Mi(x)∇ui

)
+ βIion(v, w) = Ii, (x, t) ∈ ΩH,T ,

βcm∂tv +∇ ·
(
Me(x)∇ue

)
+ βIion(v, w) = Ie, (x, t) ∈ ΩH,T ,

∂tw −H(v, w) = 0, (x, t) ∈ ΩH,T ,

−∇ ·
(
Ms(x)∇us

)
= 0, (x, t) ∈ ΩB,T .

(2.1)

Here, cm > 0 is the surface capacitance of the membrane, β is the surface-to-volume ratio, w(x, t) is the gating
or recovery variable, which also takes into account the concentration variables, and Ie, Ii are an external
and an internal current stimulus, respectively. The functions H(v, w) and Iion(v, w) correspond to the fairly
simple Mitchell-Schaeffer membrane model [19] for the membrane and ionic currents:

H(v, w) =
w∞(v/vp)− w
Rmcmη∞(v/vp)

, Iion(v, w) =
vp
Rm

(
v

vpη2
− v2(1− v/vp)w

v2
pη1

)
, (2.2)

where the dimensionless functions η∞(s) and w∞(s) are given by η∞(s) = η3 + (η4 − η3)H(s − η5) and
w∞(s) = H(s− η5), where H denotes the Heaviside function, Rm is the surface resistivity of the membrane,
and vp and η1, . . . , η5 are given parameters. A simpler choice for the membrane kinetics is the widely known
FitzHugh-Nagumo model [11, 20], which is often used to avoid computational difficulties arising from a large
number of coupling variables. This model is specified by

H(v, w) = av − bw, Iion(v, w) = −λ
(
w − v(1− v)(v − θ)

)
, (2.3)

where a, b, λ, θ are given parameters.
We utilize zero flux boundary conditions for the intracellular potential (the intracellular current does not

propagate outside the heart) and we assume there is a perfect transmission between the heart and the torso:(
Mi(x)∇ui) · n = 0 on ΣH,T := ∂ΩH × (0, T ),

ue = us and
(
Me(x)∇ue) · n =

(
Ms(x)∇us) · n on ΣH,T ,(

Ms(x)∇us) · ns = 0 on (∂ΩB − ∂ΩH)× (0, T ),

us = uc on ΣB := (∂ΩB − ∂ΩH)× (0, T )

(2.4)

and impose initial conditions (which are degenerate for the transmembrane potential v):

v(0, x) = v0(x), w(0, x) = w0(x), x ∈ ΩH . (2.5)

For the solution v of the bidomain model, we require the initial datum v0 to be compatible with (2.4).
Therefore, if we fix both uj(0, x), j ∈ {e, i} as initial data, the problem may become unsolvable, since the
time derivative involves only v = ui − ue (this is also referred as degeneracy in time). Thus, we impose the
compatibility condition ∫

ΩH

ue(x, t) dx = 0 for a.e. t ∈ (0, T ). (2.6)

It is easy to see that the existence of solutions to (4.2), (4.2),, (2.5) requires the compatibility condition∫
ΩH

Ii(t, x) + Ie(t, x) dx = 0 for a.e. t ∈ (0, T ). (2.7)
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Note that in the case that Mi ≡ λMe for some constant λ ∈ R and , the system (4.2) is equivalent to a
scalar parabolic equation for the transmembrane potential v, coupled to an ODE for the gating variable w.
This parabolic equation is obtained by multiplying the first equation in (4.2) by 1/(1 + λ), the second by
λ/(1 + λ) and adding the resulting equations. The final monodomain model can be stated as follows:

βcm∂tv −∇ ·
(

Mi

1 + λ
∇v
)

+ βIion(v, w) = 0,

∂tw −H(v, w) = 0, (x, t) ∈ ΩT .

(2.8)

This model is, of course, significantly less involved and requires substantially less computational effort than
the bidomain model, and even though the assumption of equal anisotropy ratios is very strong and generally
unrealistic, the monodomain model is adequate for a qualitative investigation of repolarization sequences
and the distribution of patterns of durations of the action potential [8].

We assume that the functions Mj , j ∈ {e, i, s}, Iion, g and H are sufficiently smooth so that the following
definitions of weak solutions make sense. Furthermore, we assume that Mj ∈ L∞(Ω) and Mjξ · ξ > CM |ξ|2
for a.e. x ∈ Ω, for all ξ ∈ R2, j ∈ {e, i, s}, and a constant CM > 0. Observe that in our model one can
decompose Iion as

Iion(v, w) =: I1,ion(v) + I2,ion(w).

Then it is straightforwardly seen that there exists a constant CI > 0 such that (see e.g. [9])

I1,ion(v1)− I1,ion(v2)

v1 − v2
≥ −CI , ∀v1 6= v2. (2.9)

Additionally, there is a constant C ′I > 0 such that

0 < lim inf
|v|→∞

∣∣∣∣I1,ion(v)

v3

∣∣∣∣ ≤ lim sup
|v|→∞

∣∣∣∣I1,ion(v)

v3

∣∣∣∣ ≤ C ′I . (2.10)

We now state the definition of a weak solution for the bidomain model, respectively.

Definition 2.1. A five-uple u = (v, ui, ue, us, w) of functions is a weak solution of the bidomain model (4.2)–
(2.5) if v ∈ L2(0, T ;H1(ΩH)) ∩ L4(ΩH,T ), ∂tv ∈ L2(0, T ; (H1(Ω))?) + L4/3(ΩH,T ), ui, ue ∈ L2(0, T ;H1(Ω)),
us ∈ L2(0, T ;H1(ΩB)), w ∈ C([0, T ], L2(Ω)), (2.6) is satisfied, and the following identities hold for all test
functions ϕi, ϕe ∈ L2(0, T ;H1(ΩH)) ∩ L4(ΩH,T ), ϕs ∈ L2(0, T ;H1(ΩB)) and φ ∈ C([0, T ], L2(Ω)):

βcm

∫ T

0

〈∂tv, ϕi〉 dt+

∫∫
ΩH,T

{
Mi(x)∇ui · ∇ϕi + βIionϕi

}
dx dt =

∫∫
ΩH,T

Iiϕi dx dt,

βcm

∫ T

0

〈∂tv, ϕi〉 dt+

∫∫
ΩH,T

{
−Me(x)∇ue · ∇ϕe + βIionϕ

}
dx dt

−
∫∫

ΩB,T

Ms(x)∇us · ∇ϕs dx dt =

∫∫
ΩH,T

Ieϕe dx dt,∫∫
ΩH

∂twφdx dt =

∫∫
ΩH

Hφdxdt.

(2.11)

We have the following result concerning the well-posdness of our model:

Theorem 2.1 (Bidomain model). If v0 ∈ L2(ΩH), w0 ∈ L2(ΩH) and and Ii,e ∈ L2(ΩH,T ), then the bidomain
problem (4.2)-(2.5) possesses a unique weak solution.

Proof. First, we introduce the following closed subset of the Banach space:

K = L2(ΩH,T ).
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With v ∈ K fixed, let (v, us, w) be the unique solution of the system

βcm∂tv −∇ ·
(
Mi(x)∇ui

)
+ βIεion(v, w) = Ii, in ΩH,T ,

βcm∂tv +∇ ·
(
Me(x)∇ue

)
+ βIεion(v, w) = Ie, in ΩH,T ,

∂tw −H(v, w) = 0, in ΩH,T ,

−∇ ·
(
Ms(x)∇us

)
= 0, in ΩB,T ,(

Mi(x)∇ui) · n = 0, on ΣH,T := ∂ΩH × (0, T ),

ue = us and
(
Me(x)∇ue) · n =

(
Ms(x)∇us) · n, on ΣH,T ,(

Ms(x)∇us) · ns = 0, on (∂ΩB − ∂ΩH)× (0, T ),

us = uc, on ΣB := (∂ΩB − ∂ΩH)× (0, T ),

v(0, ·) = v0(·), w(0, ·) = w0(·), in ΩH ,

(2.12)

where Iεion =
Iion

1 + ε |Iion|
. Regarding the quasilinear problem (2.12) we have immediatly (see for e.g. [3]):

If v0 ∈ L2(Ω) and Ii,e ∈ L2(ΩH,T ), then there exists a weak solution v, ui, ue ∈ L2(0, T ;H1(ΩH)), ∂tv ∈
L2(0, T ; (H1(ΩH))∗), us ∈ L2(0, T ;H1(ΩB)) and w ∈ C(0, T ;L2(ΩH)) to problem (2.12).

In order to prove existence of weak solutions to (2.12), we introduce the map Θ : K → K satisfying
Θ(v) = v, where v solves (2.12). By using the Schauder fixed-point theorem, we prove that this map admits
a fixed point. First, let us show that Θ is a continuous mapping. Let (vn)n be a sequence in K and v ∈ K be
such that vn → v in L2(ΩH) as n → ∞. Define vn = Θ(vn), that is, vn is the solution of (2.12) associated
with vn. The objective is to show that vn converges to Θ(v) in L2(ΩH).

Multiplying the first, the second, the third and the forth equations in (2.12) by ui,n, −ue,n, us,n and wn,
respectively, and integrating over the corresponding domains for ui,n, ue,n, us,n and wn, we arrive at

1

2

d

dt

∫
ΩH

(|vn|2 + |wn|2) dx+

∫
ΩH

Mi(x)∇ui,n · ∇ui,n dx+

∫
ΩH

Me(x)∇ue,n · ∇ue,n dx

+

∫
ΩB

Me(x)∇ue,n · ∇ue,n dx+

∫
ΩH

Iεion(vn, wn)vn dx−
∫

ΩH

H(vn, wn)wn dx

=

∫
ΩH

Ii(x, t)ui,n dx−
∫

ΩH

Ie(x, t)ue,n dx

=

∫
ΩH

Ii(x, t)vn dx−
∫

ΩH

(Ie(x, t)− Ii(t, x))ue,n dx.

(2.13)

Herein we have used the continuity of the flux and the potentials of the boundary conditions in (2.12). In
view of the compatibility condition (2.6), the Poincare inequality and the Young inequalities, it follows from
(2.13)

1

2

d

dt

∫
ΩH

(|vn|2 + |wn|2) dx+ C1

∫
ΩH

|∇ui,n|2 dx+ C2

∫
ΩH

|∇ue,n|2 dx+ C3

∫
ΩB

|∇us,n|2 dx

≤ C(ε) + C4

∫
ΩH

(|vn|2 + |wn|2) dx,

(2.14)

for some constants C(ε), C1, C2, C3, C4 > 0. Therefore an application of Gronwall inequality from (2.14), we
get ∫

ΩH

|vn(x, t)|2 dx+

∫
ΩH

|wn(x, t)|2 dx ≤ C5, for all t ∈ (0, T ), (2.15)

for some constant C5 > 0. This proves the L∞(0, T ;L2(Ω)) bound of vn and wn. Moreover using this and
(2.14), we arrive at∫∫

ΩH,T

|∇ui,n|2 dx dt+

∫∫
ΩH,T

|∇ue,n|2 dx dt+

∫∫
ΩB,T

|∇us,n|2 dx dt ≤ C6, (2.16)
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for some constant C6 > 0. Observe that there exist v, ui, ue ∈ L2(0, T ;H1(ΩT )), us ∈ L2(0, T ;H1(ΩB)) and
w ∈ C(0, T ;L2(ΩH)) such that, up to extracting subsequences if necessary,

vn, ui,n, ue,n → v, ui, ue in L2(0, T ;H1(ΩH)) weakly, us,n → us in L2(0, T ;H1(ΩB)) weakly,

and wn → w in L2(ΩT ) strongly,

and from this the continuity of Θ on K follows.
It is easy to see that Θ(K) is bounded in the set

W =
{
V ∈ L2(0, T ;H1(ΩH)) : ∂tV ∈ L2(0, T ; (H1(ΩH))′)

}
. (2.17)

By the results of [26], W ↪→ L2(ΩT ) is compact, thus Θ is compact. Now, by the Schauder fixed point
theorem, the operator Θ has a fixed point v such that Θ(v) = v. This implies that there exists a solution
(vε, ui,ε, ue,ε, us,ε, wε) of∫∫

ΩH,T

{
βcm∂tvεϕi + Mi(x)∇ui,ε · ∇ϕi + βIεionϕi

}
dx dt =

∫∫
ΩH,T

Iiϕi dx dt,∫∫
ΩH,T

{
βcm∂tvεϕe −Me(x)∇ue,ε · ∇ϕe + βIεionϕ

}
dx dt

−
∫∫

ΩB,T

Ms(x)∇us,ε · ∇ϕs dx dt =

∫∫
ΩH,T

Ieϕe dx dt,∫∫
ΩH

wε∂tφdx dt =

∫∫
ΩH

H(vε, wε)φdx dt,

(2.18)

for all test functions ϕi, ϕe ∈ L∞(0, T,H1(ΩH)), ϕs ∈ L2(0, T ;H1(ΩB)), and φ ∈ L2(ΩH):
Now, substituting ϕi = ui,ε, ϕe = −ui,ε, ϕs = us,ε and φ = wε in (2.18). The result is

1

2

d

dt

∫
ΩH

(|vε|2 + |wε|2) dx+

∫
ΩH

Mi(x)∇ui,ε · ∇ui,ε dx+

∫
ΩH

Me(x)∇ue,ε · ∇ue,ε dx

+

∫
ΩB

Me(x)∇ue,ε · ∇ue,ε dx+

∫
ΩH

(
Iεionvε + Ch

|vε|2

1 + ε |Iion|

)
dx+

∫
ΩH

H(vε, wε)wε dx

=

∫
ΩH

Ii(x, t)ui,ε dx−
∫

ΩH

Ie(x, t)ue,ε dx+ Ch

∫
ΩH

|vε|2

1 + ε |Iion|
dx

=

∫
ΩH

Ii(x, t)vε dx−
∫

ΩH

(Ie(x, t)− Ii(t, x))ue,ε dx+ Ch

∫
ΩH

|vε|2

1 + ε |Iion|
dx.

(2.19)

Using the conditions (2.9) and (2.10) on Iion, the compatibility condition (2.6), Poincare inequality and
Young inequalities, we obtain

1

2

d

dt

∫
ΩH

(|vε|2 + |wε|2) dx+ C7

∫
ΩH

|∇ui,ε|2 dx+ C8

∫
ΩH

|∇ue,ε|2 dx+ C9

∫
ΩB

|∇us,ε|2 dx

≤ C10 + C11

∫
ΩH

(|vε|2 + |wε|2) dx,

(2.20)

for some constants C7, C8, C9, C10, C11 > 0 that are independent of ε. Therefore an application of Gronwall
inequality we get the L∞(0, T ;L2(Ω)) bound of vε and wε. Using this, (2.20) and the condition on h (...),
we get∫∫

ΩH,T

|Iεionvε| dx dt+

∫∫
ΩH,T

|∇ui,ε|2 dx+

∫∫
ΩH,T

|∇ue,ε|2 dx+

∫
ΩB,T

|∇us,ε|2 dx dt ≤ C12, (2.21)

for some constant C12 > 0 not depending on ε. Note that the consequence of (2.21) is∫∫
ΩH,T

|vε|4 dx dt ≤ C13, (2.22)
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for some constant C13 > 0. In view of (2.20),(2.22) and (2.22), and thanks of the assumption on Iion, we can
assume there exist limit functions v, ui, ue, us, w such that as ε→ 0 the following convergences hold (modulo
extraction of subsequences, which we do not bother to relabel):

vε → v a.e. in ΩH,T , strongly in L2(ΩH,T ), and weakly in L2(0, T ;H1(ΩH)),

us,ε → us weakly in L2(0, T ;H1(ΩB)), wε → w strongly in L2(ΩH,T ),

Iεion(vε, wε)→ Iion(v, w) a.e. in ΩH,T and strongly in L1(ΩT ).

(2.23)

Thanks to all these convergences, it is easy to see that the limit triple (v, ui, ue, us, w) is a weak solution of
(2.8).

�

3. The inverse problem

By an inverse problem we mean the problem of parameter identification, that means we try to determine
some of the unknown values of the model parameters according to measurements in a real site and results
obtained by simulations. Let V be the vector of parameters to be determined. Essentially, we want to
minimize the cost functional:

J(Is) =

∫∫
ΣB,T

|us(t, y, Is)− uc(t, y)|2 dy dt+
ε

2

∫∫
ΩH,T

|Is(t, x)|2 dx dt, where Is = Ii − Ie. (3.1)

3.1. Minimisation. In this subsection we prove the existence of optimal solution of (3.1).

Lemma 3.1. Given v0 ∈ L2(Ω) and Ie ∈ L2(ΩH,T ), there exists a solution I∗s of the optimal control problem
(3.1).

Proof. Let (Is,n)n be a minimizing sequence of (3.1). This means that J(Is,n) converges to the infimum
of J(Is) over all feasible (Is). Next we use (2.23) (where ε and (ui, ue, us, v, w) are replaced by n and
(u∗i , u

∗
e, u
∗
s, v
∗, w∗)) to conclude that

us,n = us(t, x, Is,n)→ u∗s(t, x, Is) strongly in L2(0, T ;H1(ΩB)).

Applying the trace theorem (see for e.g. Theorem 6.5 in [18]), we get

us,n = us(t, x, Is,n)→ us(t, x, Is) strongly in L2(0, T ;L2(∂ΩB − ∂ΩH)).

Using this and the weak convergence of In,s to I∗s in L2(ΩH,T ), we conclude that the minimization problem
(3.1) has a solution I∗s . �

3.2. Construction of the Lagrangian. The Lagrangian related to the optimal control problem is given
by

L(θ) =
ε

2

∫∫
ΩH,T

|Ii − Ie|2 dx dt+

∫∫
ΣB,T

|us(t, y, Is)− uc(t, y)|2 dy dt

+

∫∫
ΩH,T

(
βcm∂tv −∇ ·

(
Mi(x)∇ui

)
+ βIion(v, w)− Ii

)
pi dx dt

−
∫∫

ΩH,T

(
βcm∂tv +∇ ·

(
Me(x)∇ue

)
+ βIion(v, w)− Ie

)
pe dx dt

−
∫

ΩB,T

∇ ·
(
Ms(x)∇us

)
ps dx dt+

∫∫
ΩH,T

(
∂tw −H(v, w)

)
q dx dt+

∫
ΩH

(
v(x, 0)− v0(x)

)
z1 dx

+

∫∫
ΣH,T

(
ue − us

)
z2 dy dt+

∫∫
ΣH,T

(
Me(y)∇ue −Ms(y)∇us

)
·η z3 dy dt,

(3.2)
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where θ = (ui, ue, us, w, Ii, Ie, Is, pi, pe, ps, q, z1, z2, z3). Observe that from (3.2) we get(
∂L(ui, ue, us, w, Ii, Ie, Is, pi, pe, ps, q, z1, z2, z3)

∂Ii
, δIi

)
= ((Ii − Ie)− pi, δIi),

and (
∂L(ui, ue, us, w, Ii, Ie, Is, pi, pe, ps, q, z1, z2, z3)

∂Ie
, δIe

)
= (−(Ii − Ie)− pe, δIe).

The first order optimality system is given by the Karusch-Kuhn-Tucker (KKT) conditions which result from
equating the partial derivatives of L with respect to ui, ue, us and w equal to zero

−βcm∂t(pi − pe)−∇ ·
(
Mi(x)∇pi

)
+ βIionv(v, w)(pi − pe)−Hv(v, w)q = 0, (x, t) ∈ ΩB,T ,

−βcm∂t(pi − pe) +∇ ·
(
Me(x)∇pe

)
+ βIionv(v, w)(pi − pe) +Hv(v, w)q = 0, (x, t) ∈ ΩB,T ,

−∇ ·
(
Ms(x)∇ps

)
= 0, (x, t) ∈ ΩB,T ,

−∂tq + βIionw(v, w)(pi − pe)−Hw(v, w)q = 0, (x, t) ∈ ΩH,T .

(3.3)

Herein Iionv, Iionw, Hv and Hw are the derivative of Iion and H with respect to v, w respectively. We
complete the system (3.3) with terminal conditions and boundary conditions:

pi(·, T )− pe(·, T ) = 0, q(·, T ) = 0 in ΩH and ps(·, T ) = 0 in ΩB ,

pe = ps and Me(·)∇pe · η = Ms(·)∇ps · η on ΣH,T ,

Ms(·)∇ps · η = 2(us − ue) on ΣT,B .

(3.4)

4. Numerical approximation for solving the inverse bidomain model

In this section, we present the finite element method for approximation of the inverse bidomain model...

4.1. A finite element method. In our discretization for simplicity instead to use the strong coupling
boundary conditions (4.1), we utilize the following the following weak coupling boundary conditions: (we
assume there is a weak transmission between the heart and the torso):(

Mi(x)∇ui) · n = 0 on ΣH,T := ∂ΩH × (0, T ),

ue = us and
(
Me(x)∇ue) · n =

(
Ms(x)∇us) · n = 0 on ΣH,T ,(

Ms(x)∇us) · ns = 0 on (∂ΩB − ∂ΩH)× (0, T ),

us = uc on ΣB,T := (∂ΩB − ∂ΩH)× (0, T ).

(4.1)

For numerical simulations we rewrite (4.2) in terms of v, ue and us as the strongly coupled parabolic-elliptic
PDE-ODE system (see for e.g. [27])

βcm∂tv +∇ ·
(
Me(x)∇ue

)
+ βIion(v, w) = Ie, (x, t) ∈ ΩH,T ,

∇ ·
(
(Mi(x) + Me(x))∇ue

)
+∇ ·

(
Mi(x)∇v

)
= Ie − Ii, (x, t) ∈ ΩH,T ,

∂tw −H(v, w) = 0, (x, t) ∈ ΩH,T ,

−∇ ·
(
Ms(x)∇us

)
= 0, (x, t) ∈ ΩB,T .

(4.2)

Now we let TH and TB (with T = TH ∩TB) regular partitions of ΩH and ΩB , respectively, into tetrahedra K
with boundary ∂K and diameter hK . We define the mesh parameter h = maxK∈T {hK} and the associated
finite element spaces Vh for the approximation of electrical potentials. For the electrical potentials and ionic
variables, we use piecewise linear elements. That is, the involved space is defined as

Vh = {v ∈ H1(Ω) ∩ C0(Ω̄) : v|K ∈ P1(K) for all K ∈ T },
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where P1(K) is the set of continuous piecewise linear functions on K. A semidiscrete Galerkin finite element
formulation then reads: For t > 0, find uh ∈ Vh, ue(t), v(t), w(t) ∈Mh, p ∈ Qh such that

βcm(
vn+1
h − vnh

∆t
, ϕ1,h)TH −

(
Me(x)∇un+1

e,h (t),∇ϕh

)
TH

= (In+1
e,h − βIion(vn+1

h (t), wn+1
h (t)), ϕ1,h)TH ,(

(Mi(x) + Me(x))∇un+1
e,h (t),∇ϕ2,h

)
TH

+
(
Mi(x)∇vn+1

h (t),∇ϕ2,h

)
TH

= (In+1
e,h − I

n+1
i,h , ϕ2,h)TH ,

(
vn+1
h − vnh

∆t
, φh)TH = (H(vn+1

h (t), wn+1
h (t)), φh)TH ,

(4.3)

with
∫
TH u

n+1
e,h = 0, un+1

e,h = un+1
s,h on ∂TH and(

Ms(x)∇us,h(t)∇ϕs,h

)
TB

= 0, (4.4)

for all ϕj,h, φh ∈ Vh for j = 1, 2, s. Herein, ∆t is a fixed time step, the variables with the superscript n are
computed at time tn = n∆t.

Note that when solving the Bidomain system, the unknowns of the discrete problem are represented by
the vector (vh, ue,h, us,h, wh). Moreover the system (4.3) is equivalent to the ODE’s:

A
un+1
h − un

h

∆t
+ Bun+1

h = fnh ,

where A and B are the mass and the stiffness matrices, fnh is the source term and un
h = (vh, ue,h, us,h, wh).

In the next subsection we give the control and the minimization procedures to our inverse problem.

4.2. The minimization procedure. The optimization stage at the discrete level is carried out using the
well known nonlinear conjugate gradient method (see e.g. [14]). Here we consider the “discretize-then-
optimize” approach, and at each iteration of the minimization procedure, the method requires the solution
of the discrete state and adjoint equations. The discrete state equations can be solved by marching forward in
time starting from the initial conditions (2.5), while the discrete adjoint equations can be solved by marching
backward in time starting from the terminal conditions (3.4).

To compute the optimal control, we improve the initial guess I0
s = I0

i − I0
e by using the Jacobian of

the reduced objective Ĵk in the conjugate direction dk = −∇Ĵk, the latter being also updated at each
iteration step, according to the rule dk+1 = −∇Ĵk + %kdk, where the sequence {%k}k, is computed using the
Hestenes-Stiefel formula [15]

%k =

(
∇Ĵk+1,∇Ĵk+1 −∇Ĵk

)
L2(

dk−1,∇Ĵk+1 −∇Ĵk
)
L2

. (4.5)

The scaling for the updating of the control at step k is given by δk, which is updated following Armijo’s rule,
i.e., it is reduced by the half until the first Wolfe condition

Ĵ(Iks + δkdk) ≤ Ĵk + αdk∇Ĵk

is satisfied.
Before presenting our numerical examples, we provide a formal description of the overall solution algo-

rithm.

Algorithm 1 (Overall solution algorithm).

(1) Initialization of parameters.
(a) Choose tolerance αabs, αrel, set k = 0, δ0 and %0.
(b) Provide an initial guess I0

s for the control variable Is.
(2) do k = 1, . . . ,max outer iterations

(a) do t = t1, . . . , ttotal time steps

Solve the state equations (4.2) for (v, ue, ui, us, w).
enddo

(b) Evaluate the reduced cost functional Ĵk.
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(c) do t = ttotal time steps, . . . , t1

Being known the state variables (v, ue, ui, us, w), compute the solution (p, pi, pe, ps, q) of
the adjoint problem (3.3).

enddo
(d) Compute the Jacobian ∇Ĵk.

if the relative and absolute stopping criteria (‖∇Ĵk‖L2 ≤ αrel‖∇Ĵ0‖L2 and ‖∇Ĵk‖L2 ≤ αabs)
are fulfilled,

then exit.
else

(i) Compute step length δk > 0.
(ii) Update the value of the control variable Ik+1

s = Iks + δkdk.
(iii) Compute the step %k from (4.5).

(iv) Update the conjugate direction dk+1 = −∇Ĵk + %kdk.
endif

enddo

5. Numerical results

This section is devoted to the presentation of numerical tests to validate the algorithm introduced in
the previous section. The state and adjoint equations are discretized using a backward and forward Euler
schemes in time, respectively. That is, at each iteration of the gradient algorithm, we sequentially solve the
state problem by marching forward in time, whereas the adjoint problem is solved by marching backwards
in time starting from terminal conditions.

5.1. Experiment 1. In this first test, we start with the original potential distribution generated for the
membrane potential in Figure 1 and the extracellular potential in Figure 2 by using the bidomain as a model
for electrical activity of the heart. In these figures, the basal plane is at the bottom, and the apex is at the
top, the main axis of the heart is inverted for visualization purposes. In this experiment an applied current
(one stimulus) was inserted in a node over the left ventricle at the basal plane during t < 1ms. The order
of the images is from left to right, top to bottom. From the extracellular potential and the transfer matrix
created from the volume conductor model in the equation Tuh = uc (herein, T is the transfer operator
corresponding to connection between the nodal values over the thorax and the heart), and the relationship
from equation the boundary condition (2.4), ue = us on the heart, we create the voltage distribution over
the thorax in a forward solution. Using the the minimization of the cost functional J from equation (3.1),
for a given regularization value, and the voltage distribution over the thorax we make the reconstruction of
the membrane potential over the heart (Figure 3), and the extracellular potential (Figure 4). Employing
the operator from the equation Tus = uc, we made the reconstruction of the extracellular potential using
minimum energy regularization (see Figure 5):

min
ue

(||Tue − uc||2 + µ||C(ue − u′e)||2), µ > 0, (5.1)

where C is a constraint matrix, and u′e = 0.

5.2. Experiment 2. In the second test we use the same process as in experiment 1. We apply stimulus
at three points instead of one on the basal plane of the heart. The generated electrical activity for the
membrane potential and extracelular potential can be seen at Figures 6, and 7 respectively. Using the
minimization of the functional J (equation (3.1)) we make the reconstruction of both extracellular and
membrane potential for the thorax distribution generated using a three-point stimulus, in Figures 8 and 9,
respectively. Utilizing the minimum energy minimization from equation 5.1, we make the reconstruction of
the extracellular potential (Figure 10).
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Figure 1. Membrane Potential for the heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms,
250 ms, 300 ms, 350 ms, and 400 ms for one applied impulse at the left ventricle.

Figure 2. Extracellular Potential for the heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms,
250 ms, 300 ms, 350 ms, and 400 ms for one applied impulse at the left ventricle.

5.3. Experiment 3. Using the data sets generated by the forward problem in Figure 1, we add 1% noise to
the potential distribution at the thorax. Then, we make the reconstruction of membrane and extracellular
potential. To create the noise we did the following; first we calculate the range from the dataset values over
the thorax Range=Max-Min. Then for each value

Datai,j = Datai,j + 0.01 ∗ Range ∗ Random, Random = −1, . . . , 1. (5.2)



12 AINSEBAA, BENDAHMANE, AND LOPEZ

Figure 3. Membrane Potential reconstructed by using the bidomain operator for the heart
at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms.

Figure 4. Extracellular Potential reconstructed with the bidomain operator for the heart
at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms.

As in Experiment 1, we make the reconstruction of the membrane potential, extracellular potential, and
extracellular potential by minimum energy potential, Figures 11, 12, and 13 respectively from the potential
distribution over the thorax with added noise.

5.4. Experiment 4. For the membrane potential distribution Figure 1, we calculate the forward solution
in the thorax using a non-homogeneous operator transfer matrix (including the lungs). Then, for the inverse
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Figure 5. Extracellular Potential reconstructed with the minimum energy norm for the
heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms.

Figure 6. Membrane Potential for the heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms,
250 ms, 300 ms, 350 ms, and 400 ms for three applied stimulus at the basal plane on the
heart.

solution we use the generated distribution at the thorax, and solve the inverse problem with an homogeneous
operator. The procedure is detailed in Figure 14. The reconstructed membrane, and extracellular potential
distribution are in Figures 15, 16 and 17 using the bidomain operator. The reconstruction using the procedure
of the minimum energy is in Figure 17.
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Figure 7. Extracellular Potential for the heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms,
250 ms, 300 ms, 350 ms, and 400 ms for three applied stimulus at the basal plane on the
heart.

Figure 8. Membrane Potential reconstructed by using the bidomain operator for the heart
at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for the
three point stimulus.

5.4.1. Summary of Results. For each of the tests the error was calculated with the following formula:

error =

∑
(uhi

− uci)2∑
(uhi

)2
(5.3)
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Figure 9. Extracellular Potential reconstructed with the bidomain operator for the heart
at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for the
three point stimulus.

Figure 10. Extracellular Potential reconstructed with the minimum energy norm for the
heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for
the three point stimulus.

for the difference between the original distribution and the calculated: using the bidomain inverse operator,
and the static regularization using the minimum energy norm. The time simulated is 1 second.
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Figure 11. Membrane Potential reconstructed by using the bidomain operator for the
heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for
the 1 point stimulus, with a 1% noise over the thorax’ measures.

Figure 12. Extracellular Potential reconstructed by using the bidomain operator for the
heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for
the 1 point stimulus, with a 1% noise over the thorax’ measures.

Test1 Test2 1% Noise Homogeneous-Non Homogeneous
MinimumExtracellular 0.6564 0.6947 0.9664 0.8106
bidomainExtracellular 0.0790 0.2318 0.0841 0.3375
bidomainMembrane 0.0091 0.0219 0.0097 0.0386
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Figure 13. Extracellular Potential reconstructed with the minimum energy norm for the
heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms from
the three point stimulus at the thorax.

Figure 14. Procedure of the experiment.

6. Conclusion

In our study, we aimed at improving noninvasive reconstructions of the electrical cardiac sources from
body surface potential measurements (BSPMs), considering the torso as a volume conductor. It is fascinating
that the heart dynamic model (bidomain model) improves quality of reconstruction of the electrical cardiac
surface. Following the series of experiments were presented our study, our results are promising. Note that
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Figure 15. Membrane Potential reconstructed by using the bidomain operator for the heart
at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for the 1
point stimulus, with a homogeneous operator for a non-homogeneous created body surface
potentials.

Figure 16. Extracellular Potential reconstructed by using the bidomain operator for the
heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms for
the 1 point stimulus, with a homogeneous operator for a non-homogeneous created body
surface potentials.
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Figure 17. Extracellular potential calculated by using the minimum energy solution for
the heart at t=0 ms, 50 ms, 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and 400 ms
for the 1 point stimulus, with a homogeneous operator for a non-homogeneous created body
surface potentials.

the heart dynamic model cannot be neglected in the inverse problem of electrocardiology. Our reconstructions
using the bidomains equations are considerably better than those obtained with quasi-static heart model.
Moreover, comparing to quasistatic inverse ECG, there is a significant difference if we use non-homogeneous
operator transfer matrix and we solve the inverse problem with an homogeneous operator. Finally we want
to mention that our method described in this paper may be useful clinically for detecting and localising
cardiac arrythmias and ischemia.
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