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Abstract. In the global race for competitive advantage Knowledge Manage-
ment gains increasing importance for companies. The purposeful and systemat-
ic creation, maintenance, and transfer of unstructured knowledge sources de-
mands for advanced Information Technology. Ontologies constitute a basic in-
gredient of Knowledge Management; thus, ontology learning from unstructured 
knowledge sources is of particular interest since it bears the potential to bring 
significant advantages for Knowledge Management. This paper presents a study 
of state-of-the-art research of ontology learning from unstructured knowledge 
sources for Knowledge Management. Nine approaches for ontology learning 
from unstructured knowledge sources are identified from a systematic review of 
literature. A six point classification framework is developed. The review results 
are analyzed, synthesized, and discussed to give an account of the current state-
of-the-art for contributing to an enhanced understanding of ontology learning 
from unstructured knowledge sources for Knowledge Management. 
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1 Introduction 

In the global race for competitive advantage the ultimate success of companies in-
creasingly depends on effectively and efficiently exploiting knowledge. This 
knowledge is often distributed, heterogeneous, and contained in various types of 
knowledge sources. The purposeful and systematic creation, maintenance, and trans-
fer of knowledge are subject of Knowledge Management (KM). KM depends on non-
technical aspects but increasingly draws upon the use of technical properties such as 
advanced Information Technology (IT). Such IT could significantly benefit from the 
use of Semantic Technology and particularly ontologies provide dedicated means to 
enhance the future challenges of Knowledge Management [1-2].  



However, constructing ontologies (from scratch) is a non-trivial and complex task, 
which requires considerable efforts regarding costs, time, and labor. Ontology con-
struction involves experts from the area of ontology engineering and experts from the 
particular domain of interest. Experts are typically scarce and acquiring the relevant 
knowledge from a human domain expert is rather difficult due to the nature of human 
knowledge (e.g., implicit and procedural knowledge) and miscommunications. De-
spite ontologies bear the potential to significantly contribute to the further advance-
ment of Knowledge Management, there are several obstacles specifically with regard 
to ontology construction, extension, and refinement that constrain a widespread adop-
tion and use of ontologies in KM.  

To overcome these obstacles, ontology learning represents a promising but yet not 
fully exploited approach to enable the (semi-)automatic construction, extension, and 
refinement of ontology. Ontology learning principally allows to (semi-) automate 
parts of the non-trivial and complex task of ontology construction and, thus, to signif-
icantly reduce cost, time, and labor expenses. That is, ontology learning appears to be 
an ideal solution to leverage ontologies for advancing KM not only from a technical 
but also from an economic perspective.  

Unfortunately, huge amounts of knowledge exhibit a high relevance for companies 
but their representational form lacks a clear structure and organization [3]. This un-
structured knowledge aggravates (semi-)automatic machine-readability and interpret-
ability; thus, the use of approaches such as ontology learning. For instance, the wide 
adoption of Social Media on the World Wide Web (WWW) increased the number of 
unstructured knowledge sources dramatically. Social Media in terms of Facebook, 
Twitter, Blogs, and further types of these applications contain plenty of unstructured 
knowledge, which can be of major significance for company purposes such as market-
ing, product development, consumer studies, customer relationships, advertising, 
recruiting, etc. Despite the inherent characteristic features of this knowledge type 
hamper the use of (semi-)automatic approaches, increase the number of errors and 
demand for human intervention, exploiting semi- and unstructured knowledge sources 
for reasons of competitive advantage gains more and more significance.  

The objective of this paper is to give an account of the current state-of-the-art in 
order to contribute to an enhanced understanding of ontology learning from unstruc-
tured knowledge sources for Knowledge Management. Therefore, this paper de-
scribes, analyzes, and assesses extant ontology learning approaches with regard to 
their capabilities to process unstructured knowledge sources for reasons of 
Knowledge Management. Thus, this paper extends and refines [4-6] in the matter of 
unstructured knowledge sources and Knowledge Management. 

The remainder of this paper is organized as follows: Section 2 introduces ontology 
learning for knowledge management, which covers basic constructs from the areas of 
Knowledge Management, ontology, and ontology learning. Section 3 characterizes 
the review strategy, presents the classification framework, and introduces the identi-
fied ontology learning approaches. Section 4 presents the review results and critically 
reflects on them. Finally, Section 5 draws the conclusion.  



2 Ontology Learning for Knowledge Management 

2.1 Knowledge Management 

Knowledge Management gains increasing importance for the competitiveness of 
companies and, thus attracted growing attention from both industry and academia. 
KM essentially deals with cultural, organizational, human, and technical issues cover-
ing three processes of creating, maintaining, and transferring various forms of 
knowledge in an intra- and inter-organizational context [7]. These three overarching 
processes can be further decomposed into a coherent and consistent set of six 
Knowledge Management core processes [8]: (1) knowledge identification, (2) 
knowledge acquirement, (3) knowledge development, (4) knowledge distribution, (5) 
knowledge use, and (6) knowledge preservation (Fig. 1). 

 

 
Fig. 1. Knowledge Management Core Processes 

Subsequently, the constructs constituting the Knowledge Management core pro-
cesses are briefly characterized: 

1. Knowledge identification concerns the characterization and specification of the 
knowledge relevant for the organization. 

2. Knowledge acquirement elicits and collects the identified knowledge. 
3. Knowledge development augments and combines the acquired knowledge for creat-

ing new knowledge. 
4. Knowledge distribution provides appropriate means to distribute and make the 

knowledge available. 
5. Knowledge use depicts the exploitation of the knowledge for accomplishing the or-

ganizational goals. 
6. Knowledge preservation is responsible for long-term knowledge storage. 
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Despite various cultural, organizational, and human factors exert an influence on the 
Knowledge Management core processes, the focus is on technical issues of KM and 
specifically ontology learning. To elaborate on ontology learning for KM, it is rea-
sonable to understand the potential roles and benefits of ontologies in KM. 

2.2 Ontology  

The term ontology originates from philosophy and denotes the discipline of philos-
ophy that concerns “the science of what is, of the kinds and structures of objects, 
properties events, processes, and relations in every area of reality” [9]. With the be-
ginning of the late 1980s and early 1990s, ontology attracted growing attention and 
became subject of research in Computer Science and Artificial Intelligence (AI). AI 
research deals with formal representations of real world phenomena and reasoning 
about these phenomena. In a literal sense, AI research borrowed the term ontology 
from philosophy [10], equipped it with a computational meaning, and, thus, coined 
the term “formal ontology” (or computational ontology).  

In the following, AI research studied ontology for its purposes, most notably in the 
context of knowledge engineering and knowledge representation, and contributed to 
several definitions. The most prominent definition stems from [10-11] and defines 
ontology as “an explicit specification of a conceptualization”. A refinement of this 
definition provides [11] in terms of requiring the specification to be formal and the 
conceptualization to be shared. Based on this, [13] concisely and comprehensively 
points out the characteristics features of formal ontology by defining ontology as “a 
formal, explicit specification of a shared conceptualization of a domain of interest”.  

─ Conceptualization depicts an abstract representation of some (real-world) phenom-
enon by having determined its relevant concepts, relations, axioms, and constraints.  

─ Explicit denotes the explicit (not implicit) definition of the type of concepts and 
relations as well as the axioms and constraints holding on their use. 

─ Formal indicates that the ontology should be readable and interpretable by ma-
chines, thus, formal excludes the use of natural language.  

─ Shared conceptualization reflects that an ontology captures consensual knowledge 
that is not private to an individual person but accepted by a larger group of indi-
viduals. 

For reasons of the formal and explicit representation of consensual knowledge about a 
particular domain of interest, ontology draws upon the following set of basic model-
ing primitives [11]: 

─ Classes typically follow a hierarchical organization, which allows for applying 
inheritance mechanisms. Classes are used in a broad sense (types of anything); 
thus, they can be either abstract (e.g., intentions or beliefs), concrete (e.g., people 
or trees), elementary, or composite.  

─ Relations define the type of associations between classes and essentially distin-
guish between three types of relations: (1) unary relations, (2) binary relations, and 
(3) functions.  



─ Axioms model true statements. Ontology contains axioms (1) to constrain the 
knowledge, (2) to verify the correctness of the knowledge, and (3) to deduce new 
knowledge. 

─ Instances represent elements of a specific class whereas facts depict the relation 
between elements. Both instances and facts, i.e. any element of a domain of inter-
est that is not a class refers to as individuals.  

Against this background, the potential applications of ontologies spans a wide array 
but primarily aim at knowledge sharing and reuse, which includes (1) the formal spec-
ification of knowledge, (2) the structuring and organization of knowledge, and (3) the 
provision of a common terminology, i.e. interlingua [10],[13-16]. Regarding KM, the 
potential uses and roles of ontology primarily concern the Knowledge Management 
core process of:  

─ knowledge acquirement,  
─ knowledge development,  
─ knowledge distribution, and  
─ knowledge use.  

Based on the definition of ontology and the clarification of its potential roles and 
benefits within KM, the subsequent section deals with ontology learning to narrow the 
scope and carve out its potential use and benefits for KM. 

2.3 Ontology Learning 

Ontology engineering is defined “as the set of activities that concern the ontology 
development process, the ontology life cycle, and the methods, tools, and languages 
for building ontologies” [17-18]. A closer inspection of this definition indicates that 
ontology engineering essentially covers the following five areas: 

─ the ontology development process, 
─ the ontology lifecycle,  
─ the methods for developing ontologies, 
─ the tools that support ontology development, and 
─ the (ontology) languages, which are applied in ontology development. 

For elaborating on ontology learning, it is reasonable to focus on both the ontology 
development process and methods for developing ontologies. In particular, ontology 
development distinguishes between several different types of methods that deal with 
the creation of ontologies based on specific approaches: (1) methods for developing 
ontology from scratch, (2) methods for re-engineering of existing ontologies, (3) 
methods for ontology alignment and ontology merging, and (4) methods for ontology 
learning [17-18]. 

─ Ontology development from scratch deals with newly developing ontologies, 
which means that large parts of the envisioned ontology are manually constructed 
whereas ontology reuse plays a minor role. Developing ontologies from scratch is 



required when ontologies of the particular domain of interest lack quality, availa-
bility, coverage, or not yet exist.  

─ Ontology re-engineering adapts preexisting ontologies according to specific re-
quirements and covers the following steps: (1) retrieve the conceptualization of an 
ontology implementation, (2) transform it, i.e. extend, refine, and prune this con-
ceptualization according to the given requirements, and (3) re-implement the (re-
engineered) ontology.  

─ Ontology alignment (matching) and ontology merging methods generally aim at 
unifying preexisting ontologies. In particular, ontology alignment establishes vari-
ous kinds of mappings between the ontologies and, thus, preserves the original on-
tologies. In contrast to that, ontology merging generates a unified ontology from 
the original ontologies but does not preserve the original ontologies. 

─ Ontology learning (semi-)automatically acquires knowledge from knowledge 
sources to create, enrich, or populate ontologies. Ontology learning typically draws 
upon preexisting knowledge structures such as taxonomies or ontologies that al-
ready capture parts of the domain of interest and presuppose the existence and 
availability of external knowledge sources. 

This classification depicts that ontology learning bears the potential to significantly 
contribute to the further advancement of Knowledge Management. Ontology learning 
is capable to overcome impediments related to the construction, extension, and re-
finement of ontologies with regard to costs, time, and human labor [4-5]. In particular, 
ontology learning has the potential to advance the following knowledge management 
core processes:  

─ knowledge acquirement and  
─ knowledge development.  

However, to better understand the use and potentials of ontology learning for the two 
knowledge management core processes, it is reasonable to characterize ontology 
learning in more detail and classify existing approaches for ontology learning.  

Characteristics.  
Ontology learning generally aims at automating ontology development with regard 

to acquiring knowledge from several types of knowledge sources and, then, construct-
ing an ontology or components of an ontology (e.g., classes or properties). Therefore, 
ontology learning primarily draws upon constructs, methods, and techniques from the 
field of information extraction to elicit information, patterns, and relations from vari-
ous kinds of knowledge sources as well as ontology engineering to construct the on-
tology or its components. In essence, ontology learning pursues reductions in cost, 
time, and human labor, e.g., in terms of a reduced level of human interaction. 
[20],[25].  

From a technical point of view, ontology learning combines the following two con-
stituent components: (1) information extraction approaches and (2) (ontology) learn-
ing approaches.  



First, ontology learning principally distinguishes between two distinct approaches 
for information extraction: (1) rule-based approaches and (2) heuristics pattern ap-
proaches [25]. Both approaches draw upon lexico-syntactic patterns, which allow for 
dealing with knowledge sources characterized by insufficient pre-encoded knowledge 
and wide ranges of data (e.g., text) [21]. Lexico-syntactic patterns aim at finding re-
curring and recognizable structures within data sets (e.g., text) without depending on 
sets of fixed terms of expressions, which need to be determined a priori.  

Second, ontology learning incorporates learning algorithms, which essentially as-
sess whether the extracted information entities fit the purpose and scope of the envi-
sioned ontology. In case of a positive assessment, the learning algorithm adds the 
information entity as a new element to the ontology, that is, in terms of an ontology 
component [6],[22].  

In principle, ontology learning differentiates from other existing approaches by its 
multidisciplinary applicability and the potential to exploit vast and heterogeneous 
knowledge sources [23]. 

Process.  
Ontology learning principally combines and integrates information extraction and 

ontology learning approaches. In addition to that, ontology learning approaches ex-
ploit the outcomes of numerous disciplines such as linguistics, statistics, heuristic and 
pattern matching, machine learning, or data mining for applying them on various 
types of knowledge sources to enhance the quality of the results. Based on that, ontol-
ogy learning is a complex and multifaceted process. To point out the characteristics 
features of the ontology learning process, this paper refers to the ontology learning 
process proposed by [24].  

 
Fig. 2. Ontology Learning Process [24] 



The ontology learning process shown in Fig. 3 is rather generic and encompasses the 
following four main activities: 

─ Import and reuse deals with mapping and merging preexisting knowledge struc-
tures. 

─ Extract concerns the creation of major parts of the ontology based on information 
extraction from various types of knowledge sources. 

─ Prune aims at tailoring the preliminary ontology to satisfy its purpose and scope 
according to specific requirements of the target application.  

─ Refine considers the completion of the ontology at a more detailed and fine-grained 
level.  

After performing these four main activities of the ontology learning process, the target 
application provides a testbed and measure for validating and further refining the 
envisioned ontology. Further, this ontology learning process allows the ontology en-
gineer to extend the ontology, i.e. to perform further iterations of the ontology learn-
ing process as well as to update and maintain the ontology in the course of the ontolo-
gy lifecycle. 

Classification.  
Ontology learning is an active area of research and, in accordance to that, literature 

yields several schemes for classifying ontology learning approaches based on multiple 
criteria such as type of preprocessing, preexisting knowledge structures, learning 
algorithms, learned ontology components, or degree of human interaction. In accord-
ance to the purpose and scope of this paper, it is reasonable to classify ontology learn-
ing with regard to different types of knowledge sources. For instance, [24] classify 
ontology learning according to the following types of knowledge sources: free texts, 
dictionaries, semi-structured schemata, and relational schemata. Influenced by [24], 
this work categorizes ontology learning approaches based on the following three types 
of knowledge sources: (1) structured knowledge sources, (2) semi-structured 
knowledge sources, and (3) unstructured knowledge sources. 

Next, each of these types of knowledge sources is briefly characterized:  

─ structured knowledge sources are tightly coupled to specific rules of a conceptual-
ization, e.g., relational databases and the relational schema. 

─ semi-structured knowledge sources incorporate some rules of a conceptualization 
but also contain unstructured elements, e.g., HTML documents  

─ unstructured knowledge sources can be of any kind and lack particular rules or 
structure. The key characteristic features of unstructured knowledge sources are the 
high availability throughout all domains but also the lowest accessibility for ontol-
ogy learning. 

Against the background of these three types of knowledge sources, the scope of this 
paper covers semi-automatic and automatic ontology learning approaches from un-
structured knowledge sources.  



3 Methodology 

3.1 Review Strategy 

To identify the relevant ontology learning approaches in the literature, a structured 
and iterative approach was employed. A systematic search was used to retrieve publi-
cations (journal articles, conference and workshop proceedings, as well as technical 
reports) that reported on ontology learning. The search combines both a keyword-
based and explorative search strategy to reach a maximum coverage and to accom-
plish high quality search results. The keyword-based search assembled multiple 
search strings (e.g., ontology learning, unstructured knowledge, etc.) in various forms 
for searching online databases (e.g., Google Scholar, Scopus, ACM Digital Library, 
etc.). The search strategy relied on citation count as a proxy measure to identify prob-
able core publications. Since filtering based on citation count may exclude some rele-
vant ontology learning approaches, an explorative search was used to find additional 
publications on ontology learning. Furthermore, the search strategy was iterative to 
both reduce the list of search results (e.g., adding constraints to the search query) as 
well as expand the list (e.g., adding alternative terms to the search query). Employing 
this review strategy resulted in a manageable list of potentially relevant ontology 
learning approaches. This list was then manually inspected by analyzing the abstracts 
and skimming the content, resulting in nine publications.  

3.2 Classification Framework 

The classification framework consists of six criteria for describing and analyzing 
the indentified ontology learning approaches. These six criteria stem from an analysis 
of literature in the area of ontology learning and are assessed relevant for reviewing 
ontology learning approaches with respect to unstructured knowledge sources and 
Knowledge Management. As such, these criteria are extrinsic in their nature and al-
low for an assessment from an objective point of view. In particular, the various crite-
ria reflect descriptive constructs of the domain of ontology learning that focus both on 
methodological properties of the ontology learning approaches (Criteria 1-5) as well 
as on the resulting ontologies (Criterion 6). In the following, Table 1 depicts the clas-
sification framework and the six constituent criteria with example concrete measure-
ments before each of these criteria is briefly characterized.  
  



# Criterion Concrete Measurements 
1 Objective Purpose, scope, target application 
2 Methodology Statistical, logical, natural language 
3 Technique Supervised, unsupervised 
4 Degree of Automation Semi-automatic, (fully) automatic 
5 Reuse of Knowledge Sources  Lexica, taxonomies, ontology 
6 Ontology Components Classes, relations, instances, taxonomies 

Table 1. Classification Framework 

Criterion 1: Objective.  
(Objective) aims to detect and analyze the primary goal of ontology learning in 

terms of the purpose and scope of the envisioned ontology based on the specification 
of the identified problem in the target application. 

Criterion 2: Methodology.  
(Methodology) aims to detect and analyze the methodological approach that un-

derpins ontology learning from unstructured knowledge. This criterion pays special 
attention to statistical and natural language processing (NLP) approaches for ontology 
learning as they frequently occur in literature and can be assessed promising for 
Knowledge Management.  

Criterion 3: Technique.  
(Technique) aims to detect and analyze the technique for extracting information 

and learning; thus, this criterion specializes Criterion 2. For instance, it elaborates on 
the process of ontology learning in terms unsupervised or supervised. 

Criterion 4: Degree of Automation.  
(Degree of Automation) aims to detect the degree of automation at which the on-

tology learning approach is supposed to operate. The degree of automation basically 
distinguishes between semi-automatic and (fully) automatic approaches for ontology 
learning and relates to economical advantages, which gain importance for knowledge 
management in fast changing business environments. 

Criterion 5: Reuse of Knowledge Sources.  
(Reuse of knowledge Sources) aims to detect whether the ontology learning ap-

proach reuses preexisting (formal) bodies of knowledge, e.g., WordNet. This is espe-
cially interesting for KM as it can be assumed that there are already ontologies, which 
have to be extended or refined according to changing business demands. In addition 
to that, this criterion expresses the basic understanding of the ontology learning ap-
proach: building up ontologies from scratch or finding a preexisting knowledge struc-
ture as the starting point.  



Criterion 6: Ontology Components.  
(Ontology components) aim to detect and analyze the ontology components, which 

essentially correspond to the results from information extraction and, then, become 
the subjects of learning. Ontology components typically correspond to classes, rela-
tions, axioms, and instances but might also cover taxonomies or further types of 
knowledge structures. This criterion highlights the envisioned results of ontology 
learning and maintains close relationships to Criterion 3 and Criterion 5. Criterion 6 is 
of particular importance for KM since it provides information about the envisioned 
ontology.  

3.3 Identified Ontology Learning Approaches 

Ontology learning from unstructured knowledge sources primarily distinguishes 
between two different types of approaches: (1) statistical approaches and (2) natural 
language processing (NLP) approaches. The search result finally comprises four sta-
tistical ontology learning approaches and five ontology learning approaches based on 
NLP (Table 2).  

 
Authors Type Short Description 

Agirre et. al (2000) 
[25] Statistical Enriching very large ontologies using the 

WWW 
Faatz and Steinmetz 
(2002) [26] Statistical Ontology enrichment with texts from the 

WWW 
Sanchez and Moreno 
(2004) [27] Statistical Creation of ontologies from web documents 

Cimiano et al. (2005) 
[28] Statistical Learning of concept hierarchies from text 

corpora using formal concept analysis 

Hearst (1992) [21] NLP Automatic acquisition of hyponyms from 
large text corpora 

Kietz et al. (2000) 
[29] NLP Semi-automatic ontology acquisition from 

corporate intranets. 
Gupta et al. (2002) 
[30] NLP Architecture for engineering sublanguages – 

WordNets 
Alfonseca and 
Manandhar (2002) 
[31] 

NLP Extension of a lexical ontology by a combina-
tion of distributional semantics signatures 

Narr et al. (2011) 
[32] NLP Extraction of semantic annotations from Twit-

ter 

Table 2. Identified Ontology Learning Approaches 

In the following, the review describes and analyzes the nine ontology learning ap-
proaches based on the classification in statistical and NLP approaches as well as in 
accordance to the chronological order of the year of development. 



Statistical Approaches.  
Statistical ontology learning approaches that deal with unstructured knowledge 

sources draw upon a common basic assumption. This basic assumption corresponds to 
the distributional hypothesis [33]. The distributional hypothesis states that similar 
words often occur in similar contexts and, thus, statistical patterns provide hints for 
certain relations between words.  

Agirre et al. (2000) Approach.  
[25] propose an automatic ontology learning approach, which deals with enriching 

the WordNet database by using unstructured knowledge sources, i.e. the WWW. The 
enrichment of WordNet is deemed necessary because of two major drawbacks: (1) 
semantic variant concepts of words, which are related by topics, are not interlinked 
(e.g., to paint and paint or sun cream and beach) and (2) the vast collection of word 
meanings without any clear distinction. In this context, the proposed ontology learn-
ing approach primarily relies on word lists. Word lists describe the sense of the words 
of interest. This sense is based on the idea that other specific words describe the con-
text and, thus, express the meaning of the word of interest (indirectly and implicitly). 
Initially, the proposed approach queries (boolean search query) the WWW for docu-
ments (datasets), which contain the word of interest. Thereby, the higher the number 
of the words of interest in the retrieved documents, the higher the statistical likelihood 
that the document correlates with the topic searched for. To increase this likelihood, 
the search could explicitly include and exclude further descriptive constructs, i.e. 
words. Then, counting the occurrence of single words in the documents and using 
calculated distance metrics to hierarchically sort them results in topic signatures. The-
se topic signatures are clustered and evaluated by means of a disambiguation algo-
rithm. Thereby, clustering corresponds to a common technique to generate prototype-
based and hierarchical ontologies. A predefined semantic distance algorithm works as 
a measurement to agglomerate terms or clusters of terms. The largest or the least ho-
mogeneous cluster is split into smaller subgroups by a divisive process to further re-
fine the envisioned ontology.  

Faatz and Steinmetz (2002) Approach.  
[26] introduce a semi-automatic ontology learning approach, which primarily aims 

at enriching preexisting ontologies. The proposed approach is illustrated with an ex-
ample of a medical ontology. Similar to [25], [26] use a statistical approach to cluster 
words, which occur in a certain context to each other. In addition to that, this ap-
proach incorporates a set of predefined rules. This set of rules represents distance 
measurements, e.g., maximum word distance between two words in a document, 
which, in principle, should not be contradictory to already existing distance measures. 
The statistical similarity measurement generally relies on the Kullback-Leibler diver-
gence [34], which was originally designed to test the probability distribution between 
statistical populations in terms of information. In particular, [26] use the Kullback-
Leibler divergence to check the weighted probability of a given linguistic property w 
with respect to its fulfillment by a word x. This allows for assessing and minimizing 



the distance of the word of interest and the retrieved document in a way similar to an 
optimization problem. 

Sanchez and Moreno (2004) Approach.  
[27] develop an automatic ontology learning approach, which exploits web docu-

ments as the primary knowledge source to create ontologies. Using the WWW for 
ontology creation might increase the probability that the ontology reflects the current 
state of practice or knowledge and, thus, is more complete. Similar to [25] and [26], 
[27] formulate queries to search for specific words of interest and constraint this 
search by criteria like the maximum number of returned results as well as by the use 
of filters for similar documents. Based on the initial search results, a first analysis 
according to predefined prerequisites is conducted for filtering relevant documents. 
Then, the application of statistical analysis techniques aims at further filtering the 
most relevant documents from this subset. The next step is to filter the results from 
the previous step by adding a new search word to refine the original search. The goal 
of the last two steps is mainly to increase search depth. Moreover, the resulting tax-
onomies support finding new relations between ontologies. 

Cimiano et al. (2005) Approach.  
[28] propose the adoption of Formal Concept Analysis (FCA) for ontology learn-

ing on an automated basis. The proposed ontology learning approach analysis docu-
ments by searching for sets of object attributes and, based on them, derives relation-
ships and dependencies between the objects. The results of this search conform to 
nouns associated with several verbs as trailed attributes. These attributes define the 
context of the noun. The formal abstraction of the inherited nouns provides additional 
benefits to an end-user as the verbs provide a further foundation to enrich the envi-
sioned ontology. The reason for this is potentially because of the more adequate de-
scription by a verb in contrast to a noun or hyponym. 

NLP Approaches.  
Prior to characterizing the identified ontology learning approaches based on NLP, 

it is reasonable to note that literature lacks a clear and consensual distinction between 
statistical and NLP approaches for ontology learning. Despite ontology learning ap-
proaches draw upon statistics and linguistics to exploit unstructured knowledge 
sources, NLP approaches incorporate a more intuitive way of dealing with unstruc-
tured knowledge sources by using techniques such as pattern recognition [35]. In 
particular, ontology learning approaches based on NLP provide additional benefits 
with regard to knowledge-intensive domains, which require several constraints and 
rules within ontology learning. Such constraints and rules conform to lexical invento-
ries, syntactic rules, or predefined knowledge structures [36].  

Hearst (1992) Approach.  
[21] introduces an ontology learning approach, which uses the lexico-syntactic pat-

tern extraction method to support the enrichment of preexisting patterns within the 
WordNet database by searching large text corpora as a mining resource for suitable 



semantic patterns. A crucial prerequisite of this approach is that the English language 
has identifiable lexico-syntactic patterns, which indicate specific semantic relations in 
terms of is-a relations. In comparison to other approaches, the underlying text corpora 
have to fulfill only very little usage requirements. In particular, this means that only 
one instance of a relation has to be available in the knowledge source to decide 
whether the knowledge source is suitable or not. [21] uses a deterministic system to 
provide one or several hyponyms for each unknown concept, which all have a certain 
probability to be correct based on the unstructured knowledge source. To increase the 
suitability of the derived concepts, the lexico-syntactic patterns have to fulfill some 
criteria. That is, the lexico-syntactic patterns (1) need to frequently occur in the text 
corpora, (2) indicate the relation of interest, and (3) allow for a potential recognition 
without any prior knowledge of the domain of interest. Moreover, this approach al-
lows for combinations with other techniques such as statistical algorithms for the 
purpose of refining the patterns. 

Kietz et al. (2000) Approach.  
[29] essentially build on the approach proposed by [21] to introduce an ontology 

learning approach that allows for semi-automatically create ontologies from text cor-
pora retrieved from corporate intranets. The proposed approach incorporates a learn-
ing method, which is based on a set of given core concepts similar to WordNet. This 
learning method further uses statistical and pattern-based techniques to refine the 
respective results. Then, the resultant ontology is pruned and restricted. In comparison 
to prior approaches, this (non-taxonomic) approach uses conceptual relations rather 
than manually encoded rules for the purpose of ontology creation. Moreover, this 
approach comprises a set of evaluation metrics to ensure a hegemonic ontology with 
respect to the target knowledge structure. However, these metrics are not conclusive 
enough to fully automate the process of ontology learning. 

Gupta et al. (2002) Approach. 
[30] introduce an ontology learning approach, which primarily aims at speeding up 

the ontology learning process by using WordNet and, particularly, by creating sub-
languages, i.e. so-called WordNets. The creation of these sublanguages results from 
an application of acronym extractors and phrase generators for analyzing knowledge 
sources for concept elements. For instance, concept elements are words, potential 
relations between words, and phrases. Then, potential relationships are analyzed again 
and proposed as candidates for being added to the envisioned ontology. Thereby, 
words and suitable relationships are clustered into groups and linked to the corre-
sponding synsets in WordNet as WordNets. Finally, the last step focuses on mainte-
nance of the retrieved concept elements and knowledge structures. 

Alfonseca and Manandhar (2002) Approach.  
[31] introduce an automatic ontology learning approach to extend a lexical seman-

tic ontology. The proposed algorithm searches the existing ontology for similarity to a 
synset for information extraction. For this purpose, [31] define several signatures for 
the word of interest, which are evaluated with regard to their semantic similarity to 



existing words within the preexisting ontology. The signatures conform to: (1) topic 
signatures, which define a list and the frequency of co-occurring words, (2) subject 
signatures, which inherit a list of co-occurring verbs, (3) object signatures, which 
contain a list of verbs and prepositions, (4) and modifier signatures, which consist of 
adjectives and determiners. Thereby, similar words should be assigned with similar 
signatures since they are represented in similar contexts. All the signatures are aggre-
gated to an overall similarity value. For assessing the frequency, [31] use the method 
of [25] to achieve more accurate results. Thereto, the plain frequencies are changed 
into weights, which assess the support of a word in a specific context of a synset. 

Narr et al. (2011) Approach. 
More recent research in the area of NLP extends the area of which text corpora are 

derived from. In this context, [32] introduce an ontology learning approach to extract 
information directly from Twitter messages. This approach refines the attempt to 
retrieve information from unstructured knowledge sources to a new and even more 
demanding level. Besides the challenge of retrieving the correct semantic relation in 
the in the unstructured knowledge sources, the problems of misspellings, abbrevia-
tions, and colloquial speech in Tweets occurs. Therefore, a normalization of the text is 
necessary prior to initializing the process of extending or refining the ontology. In 
addition to enriching an ontology, annotations from the Twitter messages are included 
in the retrieved semantic structures. These annotations refer to as contextual relations 
like opinions. 

4 Results and Discussion 

This section synthesizes, summarizes, and discusses the main results of the review 
ontology learning approaches from unstructured knowledge for Knowledge Manage-
ment. 

4.1 Results Statistical Approaches 

Prior to presenting the review results in detail for each of the four statistical ontol-
ogy learning approaches, Table 3 provides a summary and overview of the main find-
ings.  
  



 Objective; 
Methodology 

Technique; Degree of 
Automation 

Reuse of Knowledge 
Sources; Ontology Compo-

nents 

[25] 

Ontology en-
richment; (pri-
marily) statistics 

Harris‘ distributional 
hypothesis, topic signa-
tures, clustering by sta-
tistical measures; auto-
matic  

WordNet ontology; classes 
and relations 

[26] Ontology en-
richment; (pri-
marily) statistics 

predefined text re-
sources, clustering and 
statistical information, 
similarity measures; 
semi-automatic 

medical ontologies; classes 
and relations 

[27] Ontology en-
richment, (pri-
marily) statistics 

Keyword-based infor-
mation by key words; 
automatic 

WWW; Classes 

[28] Ontology crea-
tion; (primarily) 
statistics 

Formal Concept Analy-
sis, Harris‘ distribution-
al hypothesis; semi-
automatic 

domain experts select specif-
ic knowledge sources; classes 
and taxonomies 

Table 3. Results Statistical Ontology Learning Approaches 

Agirre et al. (2000).  
[25] focus on the problem of word ambiguity in order to enhance ontology learning. 
To enrich ontologies, [25] use Harris’ distributional hypothesis as the foundation for 
measuring the relevance of the retrieved knowledge elements. These knowledge ele-
ments conform to classes and relations. The proposed ontology learning approach can 
be performed automatically and exploits WordNet as its underlying knowledge 
source.  

Faatz and Steinmetz (2002).  
[26] use clustering techniques and similarity measures to perform ontology learn-

ing with regard to classes and relations from the retrieved knowledge sources. Instead 
of using randomly assigned knowledge sources, [26] define several knowledge 
sources, e.g., documents, which already deal with the topic to provide the basis for the 
operations of the algorithm. The proposed approach can be categorized as semi-
automatic, since suitable knowledge sources are selected a priori by human, i.e. man-
ual intervention. Further, this ontology learning approach mainly reuses medical on-
tologies with respect to the target application area.  

Sanchez and Moreno (2004).  
[27] introduce an ontology learning approach that aims at creating new ontologies. 

Therefore, this approach primarily enriches preexisting ontologies by means of the 



inclusion of additional knowledge elements, e.g., from the WWW. In general, [27] 
use the technique of keyword-based information extraction as the first step. Then, the 
algorithm focuses on the automatic processing of the ontology components, i.e. clas-
ses. 

Cimiano et al. (2005).  
[28] draw upon FCA to create ontologies from scratch. In addition to that, this on-

tology learning approach builds on Harris’ distributional hypothesis. As such, the 
proposed approach allows for deriving classes and taxonomies from knowledge 
sources. However, theses knowledge sources have to be manually selected in accord-
ance to the specific topic at hand. As a result, it is reasonable to argue that this ontol-
ogy learning approach operates semi-automatically. 

4.2 Results NLP Approaches 

Before presenting the review results in detail for each of the five ontology learning 
approaches based on NLP, Table 4 provides a summary and overview of the main 
findings. 

 

 Objective; 
Methodology 

Technique; Degree of 
Automation 

Reuse of Knowledge 
Sources; Ontology Com-

ponents 

[21] 
Ontology en-
richment; (pri-
marily) NLP 

lexico-syntactic patterns; 
automatic 

WordNet; classes and hypo-
nym-hypernym relations 

[29] Ontology crea-
tion; (primarily) 
NLP 

statistical and pattern-
based techniques; semi-
automatic 

GermaNet, WordNet; clas-
ses, is-a relations 

[30] Ontology en-
richment; (pri-
marily) NLP 

Retrieval of sub-
languages – WordNets – 
and adding synsets; 
semi-automatic 

WordNet; WordNets 

[31] Ontology en-
richment; (pri-
marily) NLP 

Information signatures; 
automatic 

WordNet; objects, classes 
and hyponym-hypernym 
relations 

[32] Ontology en-
richment; (pri-
marily) NLP 

Several NLP techniques; 
automatic 

None; annotations and con-
textual relations 

Table 4. Results Ontology Learning Approaches based on NLP 

Hearst (1992).  
The ontology learning approach proposed by [21] aims at enriching existing ontolo-
gies by exploiting knowledge sources not limited to specific domains. [21] uses 
lexico-syntactic patterns for retrieving classes and hyponym-hypernym relations. 



Furthermore, this approach reuses WordNet as its underlying knowledge source. The 
approach incorporates algorithms that are supposed to work in an automatic way.  

Kietz et al. (2000).  
[29] introduce an ontology learning approach, which takes an application-driven 

perspective since its main target corresponds to exploiting companies’ intranets as the 
primary knowledge source. This approach is capable to retrieve classes and is-a rela-
tions from corporate intranets. Because of the nature of the intranets, this approach 
operates only semi-automatically. It reuses GermaNet and WordNet as the two major 
ontologies that underpin ontology learning.  

Gupta et al. (2002). 
[30] draw upon WordNet but essentially create sublanguages so-called WordNets 

for the purpose of enriching an upper ontology with regard to more domain-specific 
knowledge elements. The rationale underpinning this approach is to derive complete 
WordNets based on the assumption that the domain expert has selected suitable 
knowledge sources. This approach is capable of updating single WordNets without 
the need of dealing with the entire ontology. Nevertheless, this approach demands for 
human intervention and, thus, can only be performed semi-automatically. 

Alfonseca and Manandhar (2002).  
[31] develop an ontology learning approach, which aims at enriching preexisting 

ontologies of a domain of interest by exploiting predefined knowledge sources. The 
proposed approach works automatically without supervision as it generates infor-
mation signatures based on a set of criteria. In addition to that, carrying out this ap-
proach requires large knowledge sources for generating adequate signatures for a 
unique identification of the envisioned ontology components.  

Narr et al. (2011). 
[32] propose an ontology learning approach with the goal to enrich preexisting on-

tologies by exploiting Twitter. The derived ontologies can be enriched with annota-
tions and contextual relationships depending on accompanying words or hash-tags in 
the Twitter feeds. This approach is supposed to operate completely automatic. 

4.3 Discussion 

Ontology learning essentially distinguishes between two different approaches, i.e. 
underpinning methodologies in terms of statistics and NLP. The majority of these 
approaches aim at ontology enrichment, i.e. extending, refining, or populating preex-
isting ontologies instead of creating new ontologies from scratch. This observation 
implies that the majority of the reviewed ontology leaning approaches presupposes an 
existing knowledge structure, i.e. a taxonomy or an ontology as a starting point. For 
instance, the ontology learning approaches proposed by [27-28] primarily draw upon 



statistics and constitute the two exceptional cases. This circumstance may be due to 
fact that there is a higher likelihood of errors when an ontology is constructed from 
scratch since there is a severe lack of respective guidelines and possible comparisons 
to similar structures. In addition to that, [30] introduces an interesting ontology learn-
ing approach. That is, [30] aim at the creation of ontologies by means of constructing 
synsets (sublanguages of WordNet) but these synsets have to be connected to an up-
per ontology. 

Furthermore, there are ontology learning approaches, which aim at the construction 
of is-a relations between classes. However, these approaches rather result in taxono-
mies than ontologies. Instead, a consideration of further types of relationships such as 
part-of relations seems to be largely disregarded. In contrast to that, the ontology 
learning approach proposed by [32] deal with enriching the retrieved relationships 
with additional attributes, which originate from the knowledge sources. Thereby, [32] 
rely on annotations by means of the extrapolation of contextual relationships. A closer 
inspection of the different methodologies (statistics vs. NLP) with regard to a histori-
cal dimension shows that the different ontology learning approaches evolve over time 
starting with the identification of rather simple ontology components to the more 
advanced extraction of complex ontology components from the underlying knowledge 
sources.  

The majority of the reviewed ontology learning approaches exhibit a lack in 
providing explicit information about the performance, i.e. concrete performance 
measures. Instead, the authors report on the target applications and the use of the pro-
posed ontology learning approach rather in terms of a proof of concept. In this con-
text, literature argues that an objective evaluation of the ontology learning approaches 
introduced by [21],[27], [30], and [32] is hardly feasible. In contrast to that, the re-
maining ontology learning approaches provide more detailed information about the 
performance results when evaluating their approaches. For instance, [25] evaluate 
their algorithm with regard to different levels of granularity. That is, [25] provide 
explicit information about how the algorithm performs on word disambiguation with 
the generated topic signatures. The results show that the algorithm performs best with 
respect to a coarse level of granularity. In contrast to that, a more fine-grained level of 
granularity leads to a drastic decline in performance. Further, [26] report on similar 
results. Whereas the enrichment of some classes performs well, i.e. propositions are 
added to classes; other classes are not subject of enrichment at all. This difference 
might be due to the greater potential of the distributional meaning of some classes, 
e.g., medical doctor is too generic to provide a basis for achieving an adequate degree 
of quality. Similarly, [28] provide statistical performance measurements with regard 
to the application of their clustering technique. Thereby, the evaluation results show 
that the proposed ontology learning approach achieves a slightly higher (approx. 1%) 
degree of performance with respect to the retrieved classes and the precision than 
comparable approaches operating on two different domains. A further advantage of 
this approach is that the classes provide some additional description, which supports 
the users in better understanding the retrieved ontology. Moreover, [29] draw upon a 
pattern-based approach to obtain a basic ontological structure and, in this context, 
reached 76.29 % of correctly discovered relations. In addition to that, almost 50% of 



all dictionary entries are correctly imported into the envisioned ontology. At last, [31] 
compare different techniques for signature creation. The results show that only a 
combination of different signature methodologies for signature creation generates 
adequate results in terms of accuracy.  

These observations allow for drawing the following conclusions. Some of the re-
viewed ontology learning approaches operate (fully) automated and unsupervised. 
The remaining ontology learning approaches generate basic classes and provide rela-
tions between these classes. However, there is still a demand for manual intervention 
to complete the ontologies with regard to the specific requirements of the target appli-
cations. Manual interventions typically concerns the (pre-)selection of the knowledge 
sources or the manual evaluation of the retrieved ontology components, e.g., by a 
domain expert. This need for manual intervention aggravates a usage of the ontology 
learning approaches on a larger scale (e.g., inter-organizational Knowledge Manage-
ment) because there is still considerable time, costs, and efforts required. This implies 
that automated and integrated activities that perform quality controls allow the appli-
cation of ontology learning approaches in an up-scaling context such as Knowledge 
Management.  

Based on that, this paper synthesizes the review results and their discussion by 
means of formulating eight hypotheses in the form of research questions. These eight 
research questions might provide a foundation to further develop ontology learning 
approaches from unstructured knowledge sources for advancing Knowledge Man-
agement.  

 
Hypothesis 1: How ontology learning approaches can support the knowledge man-

agement core processes most effectively? 
 
Hypothesis 2: What ontology learning methodologies (e.g., statistics, natural lan-

guage processing) and which combinations of them are most effective for Knowledge 
Management? 

 
Hypothesis 3: What ontology learning techniques and which combinations of them 

are most effective for Knowledge Management? 
 
Hypothesis 4: What degree of automation of ontology learning is most effective for 

Knowledge Management? 
 
Hypothesis 5: What types of knowledge sources are most effective for reuse in 

Knowledge Management? 
 
Hypothesis 6: What ontology components are most effective for Knowledge Man-

agement? 
 
Hypothesis 7: What evaluation techniques and metrics are most effective for as-

sessing the adoption of ontology learning for Knowledge Management. 
 



Hypothesis 8: How to empirically study the actual use and the realized benefits of 
ontology learning in Knowledge Management. 

 
This set of hypotheses suggest research to not only focus on technical advances in 

ontology learning from unstructured knowledge sources for Knowledge Management 
but also explicitly include empirical research to study behavioral issues in terms of the 
impacts of current ontology learning approaches to further enhance the understanding, 
and, thus, fertilize future research in this area.  

5 Conclusion 

The objective of this paper was to give an account of the current state-of-the-art in 
order to contribute to an enhanced understanding of ontology learning from unstruc-
tured knowledge sources for Knowledge Management. On the basis of a review strat-
egy, this paper identified nine ontology learning approaches. Four of these approaches 
primarily draw upon statistics whereas the remaining five approaches rely on natural 
language processing. To analyze the nine ontology learning approaches, this paper 
applies a classification framework, which consists of six criteria. These six criteria 
stem from literature and, thus, reflect descriptive constructs of the domain of ontology 
learning from a Knowledge Management point of view.  

A literature review for the broad and fine-grained category of ontology learning 
from unstructured knowledge sources for Knowledge Management is a difficult task 
because of the large amount and diversity of background knowledge needed for 
studying, classifying, and comparing these ontology learning approaches. Therefore, 
the first shortcoming of this research is the authors’ limited knowledge in presenting 
an overall picture of this subject. Secondly, some ontology learning approaches were 
not included in this literature survey (due the survey’s purpose and scope). Third, the 
classification framework provides a set of six constructs that represent key descriptive 
constructs of ontology learning from a Knowledge Management point of view. The 
classification framework could be further extended and detailed with respect to ontol-
ogy learning as well as Knowledge Management.  

The results of the review provides evidence that research on ontology learning 
from unstructured knowledge sources has the potential to significantly enhance the 
current state-of-the-art in Knowledge Management. There is still a large gap between 
the multifaceted nature and the advancements in the core discipline of ontology learn-
ing and the actual use in Knowledge Management. Therefore, this paper proposes to 
extend the classification framework with additional criteria dealing with both issues 
of ontology learning and Knowledge Management to be able to elaborate in a more 
precise and fined-grained way on the potentials of ontology learning from unstruc-
tured knowledge sources for Knowledge Management. Moreover, this paper suggests 
that future research should be focused on the usefulness and efficacy of ontology 
learning approaches from unstructured knowledge sources for which Knowledge 
Management is a well-suited example because of rather weak dependency of specific 
domains or industries and its high relevance to practice.  
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