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Activity Discovery and Detection of Behavioural Deviations of an
Inhabitant from Binary Sensors

Jérémie Saives, Clément Pianon, and Gregory Faraut, Member, IEEE*

Abstract—The aim of this paper is to improve the autonomy
of medically monitored patients in a smart home instrumented
only with binary sensors; overwatching the disease evolution,
that can be characterized by behaviour changes, is helped
by detecting the activities the inhabitant performs. Two
contributions are presented. On one hand, using sequence
mining methods in the flow of sensor events, the most frequent
patterns mirroring activities of the inhabitant are discovered;
these activities are then modeled by an extended finite
automaton, which can then be used for activity recognition
and generate activity events. On the other hand, given the
set of activities that can be recognized, another automaton is
built to model requirements from the medical staff supervising
the inhabitant; it accepts activity events, and residuals are
defined to detect any behaviour deviation. The whole method
is applied to the dataset of Domus, an instrumented smart home.

Note to Practitioners—This paper was motivated by the will
of providing a model of the behaviour of the inhabitant at
home, from which formal methods can be applied to verify some
properties, namely detect behaviour deviations. The input of the
framework is a log file of binary sensor events (rising and falling
edges); a pre-filtering of the log might be required to get rid
of repetitive, noisy events (namely spurious events generated by
motion sensors, for which only the first rising edge and last falling
edges are relevant). This recorded log is assumed to be recorded
without sensor faults, and to be characteristic of a typical routine
of the inhabitant. In order to build this model, based on the
Extended Finite Automata (EFA) formalism, sequence mining
techniques (first contribution of the article) are adapted: the more
frequent the sequence is, the more important for the inhabitant
the habit is. The second contribution of the paper is the ability
to detect behaviour deviations, which is criticial for healthcare
at home and disease management. The technique of ‘“residuals”,
mainly used in manufacturing, has been adapted to EFAs. It
requires medical requirements, defined by the medical staff,
based on the activities it wants to keep an eye on. A suiting log of
sensors events and medical requirements are the only prerequisite
to the application of the method.

Index Terms—Primary Topics: Home Automation, Discrete
Event Systems, Automata, Activities of Daily Living.

I. INTRODUCTION

MARTNESS in daily living has become a major topic in
research for a few years; large-scale applications deal with
smart cities or grids, whereas small-scale applications include
smart homes and buildings. The objective of smart homes is
to improve the life of the inhabitant with human-centered
applications. These applications can be divided into three
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categories [1]: Emergency assistance, Autonomy Enhancement
and Comfort. Autonomy Enhancement is of importance in
most industrial countries; indeed, life expectancy has contin-
uously increased over the last decades. Moreover, according
to Eurostat [2] and World Health Organization [3], the per-
centage of people aged 60 or more will reach 30% in many
countries in 2050. These considerations about ageing lead to
new issues regarding the autonomy and the independence of
elderly or disabled people. Furthermore, when these people
need medical assistance, the resources in hospital are limited.
Houses are therefore considered as a continuum of the hospital
to healthcare, and are a solution to improve the management
of elderly people diseases.

In order to ’smarten’ a home, numerous varieties of sensors
are available. The choice of technology mainly depends on
a compromise between the level of information and privacy.
For instance, some studies based on cameras [4] can recognize
activities, but cameras are intrusive and often refused by
the inhabitant. Some other devices like wearable sensors [5]
require the inhabitant to be equipped and move, whereas
others have very low level information like binary sensors
[6], [71, [8], [9], [10], but are the less intrusive. The choice
of technology directly impacts the methods used to discover
or recognize activities, and binary sensors are chosen in this
work. Activity Recognition (AR) is mainly a classification
task [11]. Most of studies need an expert knowledge at the
beginning to label the input data. To reduce the need for expert
knowledge, we use Activity Discovery (AD) techniques [12].
However, activity discovery techniques, like activity recogni-
tion techniques, still depend on the technology of the sensors.
Regarding deviations, medical staff often uses questionnaires
[13] or informal techniques, requiring the participation of the
monitored person. Some works using formal techniques do
not detect deviations of behaviour but are focused on the
detection of inactivity [14]. Our long term objective is to
help the formalization of the deviation detection, namely using
informations issued of AD, AR, and its automation to improve
disease management.

The approach proposed in this paper is divided in two
contributions. The first one, based on previous work [15],
is oriented towards providing a formal model of habits and
activities discovered in a dataset of sequences, without a
priori knowledge, hence in an unsupervised way [16]. It
provides an automated method of building a map of the habits
and activities of a monitored inhabitant. Such a model can
be devoted to online real-time recognition of activities. The



second part proposes a method to build a model representing
recommendations from the medical staff, so that the recog-
nized activities from the first part can be compared to the
recommendations, and behaviour deviations of the inhabitant
can be detected. This model, based on the recommendations
only, is independent of the behaviour of the inhabitant, and it
handles all activities detected in the first part of the approach.

A more general discussion about related work is stated in
section II. The problem statement, and assumptions made, are
given in section III. Section IV shortly presents the proposed
approaches. Section V and section VI respectively detail the
two contributions: the first one focuses on the identified model
of habits allowing then to recognize activities of the inhabitant,
and the second one focuses on the detection of behaviour
deviations. Finally, a case study based on the DOMUS dataset
is proposed in section VII. Conclusions and future works are
detailed in the last section.

II. RELATED WORK

The goal of our approach is to detect behaviour deviations of
an inhabitant in a smart home. The first problematic concerns
the kind of sensors that equip the smart home.

A. Sensors technology

Amongst the equipments not dealt with in this work are
cameras, wearable devices or RFID sensors. For instance, in
[17], cameras are used to detect whether the monitored inhabi-
tant has fallen. In [18], wearable sensors are used to determine
the posture and movement of the equipped inhabitant using
accelerometers. In [19], RFID sensors are used in order to
detect which objects are being used by the inhabitant wearing
an RFID reader. However, all those approaches are either
intrusive or require the inhabitant to wear a special device. In
the latter case, the inhabitant must be willingly participating;
should he suffer from Alzheimer disease for instance, or
simply forget to equip the devices, and the approaches would
be inefficient.

Therefore, a solution would be to use a Wireless Sensor
Network, using a collection of various sensors with a binary
output, such as the universal switch sensors defined in [20].
The network provides a flow of sensor events, each event con-
taining very little information, but activities can be recognized
from a sequence issued of the flow ([6][21]).

Regardless of sensors technology, the main problematic is
to detect behaviour deviations. Before that, it is required to be
able to recognize the current behaviour (Activity Recognition)
and have the knowledge of a 'normal’ behaviour (Activity
Discovery).

B. Activity Recognition

Recognizing current behaviour is the area of Activity
Recognition (AR) which is considered as a classification task
[22], [11]. Supervised classification approaches share the same
strategy: a learning phase on a set that has been studied by
an expert, then the recognition phase, during which new sets
of data are classified and parameters. The most widespread

classification models would be the Hidden Markov Model
(HMM) or Support Vector Machines (SVM) ([23], [24], [25],
[26], [27]). Different models have also been designed in the
literature. For instance, expert-designed boolean functions on
the statuses of the sensors are used in [28], with an emphasis
on the adaptation part. Expert models of activities are also
designed in [29], each activity being described by an ordered
set of action sequences, and the adaptation being achieved by
learning automata.

However, these techniques need, at the beginning, expert
knowledge to define a list of activities or relations between
activities and sensors data. This task is not an easy one and
it is not always possible to have access to this information.
To obtain these relations, an activity discovery step can be
conducted.

C. Activity Discovery

Activity Discovery aims at getting the knowledge of the nor-
mal behaviour of an inhabitant, represented by patterns. Some
unsupervised approaches, coming from activity recognition,
discover these patterns to build the activity recognition model
without expert knowledge. These approaches have mainly been
developed for wearable devices ([30], [31], [32]) because de-
termining relations becomes easy with high-level information.
In the case of binary sensors technology, sequence mining
approaches are more adapted to discover patterns ([33], [11]).
For instance, data mining techniques are exploited in [34], [35]
to find frequent patterns in a sequence of events and compare
them to expert models. Nevertheless, all those works require
expert knowledge; we propose to discover habits and leave the
task of defining activities to the very end.

Once the normal behaviour has been observed and defined,
we can proceed to the detection of deviations.

D. Behaviour deviation detection

Most of the works previously cited are efficient in
activity recognition, but provide no indication on behaviour
deviations. Indeed, in disease management, the medical staff
does not focus on which activities are performed but rather
on deviations of some particular activities, symptomatic of
improvements or deteriorations of the health of the inhabitant.
Behaviour deviations have been studied in some works like
[36],[14] or [37], where the authors use the localization of the
inhabitant to estimate a potential risk if he stays too long in
a room. The authors of [38], [39], [40] can detect behaviour
deviations but use mainly multi-context information. Finally,
very few studies based on only binary sensors focus on the
detection of deviations of complex habits or activities [41],
but they still need expert knowledge at the beginning.

Much of the works do not focus on binary sensors, despite
their advantages of cheap cost and low instrusiveness. The
global goal of this paper is to achieve behaviour deviations
from binary sensors, with no initial expert knowledge on
the activities. To get such a result, it proposes firstly a new
Activity Discovery method based on data mining techniques,
leading to the construction of original finite-state models of the



discovered habits. With such a model of habits, online Activity
Recognition could be performed. Then, a residual method
proven in the field of automation, but seldom used outside
of it, has been applied to such models to detect deviations.
The whole method of this paper, from the binary sensors to
the behaviour detection requires only two expert interventions,
which are not a prerequisite at the beginning: once the map of
discovered habits has been built, to cluster it into activities
(which is eased by the readability of the model), and to
design the medical requirements from which the deviations
are defined. Two perspectives of this work are to limit or even
remove the need for these interventions.

III. ASSUMPTIONS AND PROBLEM STATEMENT

In this paper, the following assumptions are made. In order
to help the users to accept the observation of their every
movement, to guarantee the respect of their privacy and to
reduce the costs, the instrumentation consists of non-wearable,
non-intrusive and low-cost sensors. Such sensors are mostly
binary sensors (door barrier sensors, motion detectors...) or
sensors delivering a signal that can be interpreted as binary
using a threshold (electricity consumption, water flow or
pressure sensors for instance). Furthermore, we assume that
the sensors are fault-free.

It is also assumed that there is always at most one inhabitant
in the home. Moreover, its behaviour is considered totally
free. Indeed, even in the learning phase, the inhabitant is not
compelled to repeat a specific action to enable the learning of
his behaviour. Using a Discrete Event System (DES) point of
view, the inhabitant living in an instrumented environment is
seen as a spontaneous event generator. These events are the
rising and falling edges of the signals emitted by each binary
sensor of the house. Furthermore, we assume events do not
occur simultaneously. Even if two events are generated at the
same time, they are sequentially recorded.

We also consider that an habit is always done in the same
way, independently of time, i.e. the sequence of event is the
same. The approach is expected to be even more efficient
when time information is included. Due to the technology
of the sensors chosen, there might be spurious information.
For instance, while solicited, an infrared motion sensor keeps
sending rising and falling edges. The data provided has to be
filtered, and therefore an assumption is made that a same event
can not occur twice in an habit.

To improve the interpretation and the understandability of
the behaviour of the inhabitant, we consider that a graphic
representation of the habits is helpful, such as an automaton.
This is particularly important to help the expert to determine
relations between habits and activities.

For the deviation detection phase, it is assumed that the
medical staff has provided a list of textual requirements that
should be satisfied for the monitored inhabitant to be con-
sidered in good health. For instance, have three meals a day.
Depending on the patient, missing one meal can be considered
critical (local deviation), or instead only the repetition of
missed meals on a larger timescale becomes worrisome (global
deviation). The result of the method should take into account

both types of deviations, depending on what the requirements
of the medical staff are.

Based on these considerations, the problem of activity
discovery, recognition and behaviour deviations detection can
be reformulated in terms of a DES problem: from observed
sequences of sensor events and requirements from a medical
staff, discover habit models that can recognize activities from
the spontaneous event generator that is the inhabitant, with
a minimal learning phase, and that can be used to detect
behaviour deviations.

IV. GLOBAL OVERVIEW OF THE PROPOSED APPROACH

The global structure of our approach is illustrated on Fig. 1.
A smart home equipped with a binary sensor network gener-
ates a sequence of events representing the inhabitant doing an
activity. The behaviour of a human being is however arbitrary,
hence multiple sequences of events can be images of the same
activity, hardening the difficulty of building an expert model.
The first contribution focuses on activity discovery, and aims at
building a map representing a model of all habits of inhabitant.
From this map, an expert will identify corresponding activities
by clustering and defining boundaries for each activity. This
contribution is detailed in section V.
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The second part of our contribution, based on the sequence
generated by the inhabitant and by the activities previously
recognized, focuses on the inhabitant’s behaviour deviation
detection. A model, called “requirement flower”, is built, rep-
resenting the deviations that the medical staff wants to focus
on. Residuals techniques are used on it to detect deviations.
When a deviation is detected, it provides precise information
on the deviation. This contribution is detailed in section VI.

V. MAP HABITS GENERATION AND RECOGNITION

In this first part, a possibility is to use a training set (a
few sequences that have already been observed), within which
the sequences are still very different. Numerous observations
would be required to depict all the possible sequences that
depict the activity. Nevertheless, the sequences share sub-
sequences, which are the fundamental basis of the activities,
because they are very often played. Those frequent sequences
would thus represent fundamental habits of the inhabitant.



The first part revolves around the discovery of these habits,
which can be achieved by data mining methods (Mining Step
of Figure 2). The dataset can stand in two forms. On one
hand, it might be a unique sequence of events, within which
frequent episodes can be found [42],[43]. A few days worth of
observation could lead to a single sequence of events. On the
other hand, one could use distinct sequences of events, as long
as they represent the same temporal window, and compare
each other in order to extract the habits. This last solution
has been chosen. For the remainder of this work, it is also
supposed that a single inhabitant is being monitored. Once
the patterns have been found, habits can be identified within
the set of patterns (Identification Step of Figure 2).

Then, the second part consists in the automated modeling
of the discovered habits, which then leads to the building of a
map of the habits of the inhabitant (Automated Building Step
of Figure 2). This map allows for online recognition: when an
event e occurs, the active states of the map change, leading to
a set of habits that might be currently ongoing. The accuracy
of the recognition remains out of the scope of this work.
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Fig. 2. Building a model from sequences of events issued of a Smart-Home
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It is worth noting that until the map is built, no expert
knowledge has been injected in the model. The goal is to
recognize frequent habits (that have already been observed and
not expertly designed), instead of trying to split and classify
every sequence observed into activities. Nevertheless, once the
map is obtained, an expert can study it and determine which
parts and which habits correspond to which activities. That
part could also be helped by coupling the habit model with a
location tracking model, thus getting information on both the
location and the activity of the monitored inhabitant.

A. Discovering patterns

Sequence mining is a specific field of data mining that
deals with the search for relevant patterns in sequences
and strings. Most of the methods used in sequence mining
look for frequent itemsets in databases, in order to discover
association rules between items frequently found together.
Such techniques would be the Apriori algorithm found in [33],
or the use of FPTrees found in [44]. Since the ordering of the
items is irrelevant, those methods consider only databases that
have been previously lexicographically ordered. However,
in the case of a sequence of events, since we want to
discover succession of events which would be images of

habits, the order is of great importance and an adaptation
is required. Based on the Apriori algorithm, the proposed
algorithm is thus designed to find continuous ordered patterns.

1) Definitions:

Definition 1. Sequence and events

Let D = {S;},_, ,, be a database containing n se-
quences. A sequence S; is an ordered list of events such as
Si=let,eb, el ..., ef(si)], where [(S;) > 2 is the length of the
sequence, and ej. is the k-th event of the sequence.

If ¥ is the set of all the events that can be generated by
the sensor network, then Vi € [1,n],Vk € [1,1(S;)], €k € .

Definition 2. Pattern

A pattern P is a sequence of events P =
[ef,eg,...,eﬁp)}, where [(P) > 2 is the length of the
pattern. An event is not enough to define a pattern. Hence, a
pattern is said of elementary length when [(P) = 2, which is
the minimum length.

A pattern P is contained in a sequence .S; if, and only if
s € [1,1(S;) — I(P) + 1],
lel, €hyts s eé-ﬁ-l(P)—l] [ef el ..., eﬁp)], iie. Pis a
continuous subsequence of S; , written P C S;. A pattern
can also be contained in another one.

Definition 3. Support

The support Supp(P) of a pattern P is the number of
sequences S; € D in which P is contained, i.e. it mirrors the
frequency of the pattern in the database. Thus, VP, Supp(P) €
[0, |D]], with Supp(P) = 0 meaning that the pattern is not
present in the database, and Supp(P) = |D]| that the pattern
is present in each sequence.

Let Suppmin € [0,|D|] be a minimum support. Then,
a pattern P is said to satisfy the minimum support iff
Supp(P) > Suppmin. The minimum support defines the
minimum presence for a pattern to be considered relevant.

2) Algorithm of sequence mining:
The global goal of the algorithm of sequence mining is to
discover every pattern contained in the database, and evaluate
their support. Given a minimum support, it returns every
pattern whose support is equal or higher. Running it multiple
times for various values of minimum support is required in
order to obtain a complete overview of the dataset.

Algorithm 1 consists of three steps, the last two being
repeated until no new pattern is discovered:

Init  An initialization step, to discover the patterns of
elementary length, described in algorithm 2

o All patterns of elementary length that satisfy
the minimum support are stocked in a list of
elementary patterns

CandGen A candidate generation step, described in algo-
rithm 3. The objective of this step is to make the
patterns grow in length, in order to find the patterns
of maximum length.



o If two already discovered patterns partially re-
cover themselves, then a bigger pattern including
both patterns is a potential candidate for being
a pattern satisfying the minimum support itself.

Count A counting step, to evaluate the support of the
candidates (function EvalSupp in the algorithms).

o Only the patterns satisfying the minimum sup-
port are kept and added to the list of discovered
patterns.

o The shorter patterns that helped generate the
newly discovered pattern are deleted, because no
longer relevant.

Algorithm 1 Continuous Pattern Discovery
Require: Database D of n sequences, minimum support
Suppin, set of events X
Listg;sc=Init(D, Supppmin, %)
List.,,q=CandGen(Listg;s.)
while List.q,q # 0 do
for pattern.y,q in List.gng do
EvalSupp(pattern.qnq)
if SUPP(Pattemcand)Z Suppmin then
Add pattern,qyq to Listg;sc
for patterng;s. in Listg;s. do
if patterng;s. C patterng.,,q then
Delete patterng;s.
end if
end for
end if
end for
List.q,q=CandGen(Listg;s.)
end while
return Listg;s., List of discovered patterns satisfying
minimum support

Algorithm 2 [nit-Initialization function
Require: Database D of n sequences, minimum support
Suppimin, set of events %
Listezem=l1
for Eventl in X do
for Event2 in 3 do
pattern;.s; = [Eventl,Event2]
EvalSupp(patternses;)
if Supp(patternses:)> Supp,in then
Add patternyes; to Listeienm,
end if
end for
end for
return List.,,, List of patterns of elementary length

Remark 1. Let |X| be the size of the set of events, | D| the size
of the database, and |\S| 4. the length of the longest sequence
in the database. Evalsupp handles the problem of finding
subsequences in the whole database, thus is of complexity

O(IDI[S]71az)-

max

There are at most |Listgsc| = |Z|(|X] — 1)/2 patterns of

Algorithm 3 CandGen-Candidate Generation Function
Require: List of previously discovered patterns Listg;s¢
LiStcand=[]

for Pattern;=[e},el,... el] in Listy. do
for Patterny=[e?, €3 ..., €2 ] in Listy;s. do
if [el,...,el]=[e?,... €2 ] then
Add [6%, e%:e%, cey 6#=€3n_1, efn] to Listeqng
end if
end for
end for

return List.,,q, list of possible patterns

length 2, so Algorithm 2 is of complexity O(|Z|?|D||S|2,0.)-
Then, Algorithm 3 being of complexity O(|Listg;sc|?|S|maz )
and Listeqnq being necessary empty after |S|,,q. candidate
generations, Algorithm 1 is of complexity O(|S[*|D||S|2,.z)-
Since it is of polynomial complexity, it can be used to
handle large databases, the main limiting parameter being the
maximum length of the sequences |S|q.- To improve the

understanding, an example is given in Appendix A.

Now that all patterns and their supports have been found,
each pattern could be treated individually, and independent
models for recognition could be built. However, they are
strongly dependent, since the shortest patterns are often
included in longer pattern of lowest support. In order to build
model of activities, or study the links between the habits,
those inclusions have to be considered.

3) Structuring discovered patterns and building habits:
Generally speaking, the discovered patterns follow a tendency:
the longer the pattern, the lower the support. Hence, short
patterns with high support depict a fundamental habit of
the observed inhabitant. Those habits are often contained in
longer patterns of lower support. Hence, these latter patterns
are an image of activities, built out of habits. Multiple
fundamental habits form an activity, and there are multiple
long patterns that can represent the same activity.

As a pattern can be contained in a sequence, it can also
be contained in another discovered pattern. Should a pattern
not contain any other discovered pattern, it will be called
elementary. Patterns of elementary length cannot contain an-
other one, and are thus natively elementary. A pattern can
only be contained in a pattern of lower support. A pattern
containing at least another one will be called complex. A
complex pattern might contain more than one other pattern,
and thus the decomposition into smaller patterns is not unique.
Nevertheless, Algorithm 4 can be used in order to find one of
those possible decompositions for each complex pattern.

Algorithm 4 handles every pattern one after another, follow-
ing a decreasing order of support. The first patterns handled
are those of highest support. For the following patterns, the
algorithm checks whether one of the already structured pat-
terns, hence of a higher support, is contained within. When no
more already structured patterns can be found in the handled
pattern, it is added in its structured form to the list of structured



Algorithm 4 Building the hierarchy of patterns

Require: List of patterns and their supports Listpqtterns
Lists=[ ]
for support=Support,,,,, to 2 (decreasing) do
for pattern € {LiStpqterns + such that
Supp(pattern)=support do
while 3 patterng;, € Listg,. such that
patterng.,. C pattern do
Substitute patterng, in pattern
end while
Add pattern to Listgy,
end for
end for
return Listg;,., List of structured patterns

patterns. An example is presented in Appendix B.

Remark 2. Let n be the number of discovered patterns, and
L the length of the longest discovered pattern. Algorithm
4 is of complexity O(n*L?), hence polynomial as well as
Algorithm 1.

B. Automated building of a model

The objective of this section is to propose a model that
will be able to identify when a pattern has been reproduced
in an online real-time flow of sensors events. Hence, when a
new event is generated, the model must react accordingly, by
identifying which patterns could currently be at stake, which
ones might have just begun, and which ones have just ended.
For that purpose, each pattern could, in its elementary form,
be modeled by a Finite-State Automaton.

Furthermore, the structure discovered between the patterns
needs therefore to be exploited, leading to the choice of an
extended class of automata in order to keep that structure.
Moreover, the model should also provide events representing
the recognized activity to be able to detect deviation for second
part of the proposition. This leads to the choice of an extended
class of automata in order to keep that structure, which is
presented in the following. The formalism of the Extended
Finite-state Automata (EFA), as defined in [45] is recalled
here:

Definition 4. A (Deterministic) Extended Finite-state Automa-
ton is a 7-tuple: ((Q x V), 2, G, A, ¥, (g0 X v0), (Qm X Vin)),
with:

e Q x V is an extended set of states, where Q is a finite
set of locations and V the finite domain of definition of
the variables

o X the set of sensors events

o G a set of guard predicates over 2"

e A a set of actions over V

e 0:Q XX xGxA— (@ atransition function

e (qo,vp) the initial state

(Qm, Vin) C (@ x V) a set of marked states

Y. is the alphabet that contains every event that can
be generated by the binary sensor network. Let ¢ € @
be the current state, ¢ € (Q be another state such that

(e,g,a) € ¥ x G x A,d(q,e,g9,a) = ¢. Then, if event e
occurs, the transition will be fired if and only if the guard ¢
is satisfied. The current state of the automaton will then be
¢', and the action a will be executed, changing the values of
the variables.

1) Modeling elementary patterns:

Let P=[ey, es,, ..., e,] be an elementary pattern of length n. In
order for the automaton to identify in real-time if that pattern
has been played, it should satisfy a few properties:

o As long as the pattern has not started (e; has not occurred

yet), the automaton should stay in its initial state

o If the pattern has been completed, the current state of the

automaton should be marked

o If the pattern is interrupted by an unexpected event,

the automaton should react accordingly: if e; occurs,
the pattern might have started again before having been
completed ; if another unexpected event occurred, the
pattern has stopped, and the automaton should be in its
initial state again.

Figure 3 proposes such an automaton for n = 4. Let
us say that the current state is P;.2, ie. the last events
that occurred have been [1,2]. The transition function states:
5(P1.2,3, . ) = P1.3, (5(P12, 1, . ) = P11 and, Ve €
¥—{1,3},6(P1.2,¢,.,.) = P;.0. If 3 occurs, the current state
of the automaton becomes P;.3 and the pattern keeps being
identified. If 1 occurs, the pattern starts again, and if any other
event happens, the pattern halts, and the automaton reaches its
initial state.

Fig. 3. EFA modelling the elementary pattern [1,2,3,4], with 3 the set of all
events that can be generated by the sensor network

Elementary patterns can be modeled by simple Finite State
Automata, because no variables are required. However, when
complex patterns are concerned, the need for variables arises.

2) Modeling complex patterns:
The construction process of an automaton in order to model a
complex pattern is also more complex. The patterns must be
distinguishable, and there must be no false detection. Three
cases have to be considered:

Case 1. The contained pattern shares the first event with
the complex pattern. It is impossible to distinguish the two
patterns at the beginning, hence they share the first states and



transitions. The complex pattern becomes a prolongation of
the contained one. No variables are required in this specific
case. See Figure 4 for an example with P;=[1,2] being an
elementary pattern contained in Pr=[P,3,4].

This complex model is no longer deterministic, because
more than one transition can be activated on the occurrence
of one single event. It is however easily transformable into
a deterministic automaton by classical methods. For the sake
of visibility, the automata will nevertheless be shown in their
non-deterministic form. One must consider that a set of states
are current at any time instead of a single one.

P23 P2.4

Fig. 4. EFA modelling the complex pattern P>=[P7,3,4], with X the set of
all events that can be generated by the sensor network.

Case 2. The contained pattern shares the last event with
the complex pattern. In order to distinguish the patterns, the
last state, which is a marked state, is duplicated. However,
should only the contained pattern be played, the containing
pattern must not be recognized, thus requiring the creation of
a variable and a guard on this specific transition. The variable
should be proper to the complex pattern, and indicate whether
it has actually started and is currently being recognized. It
is set to 1 when the patterns starts, and reset to 0 when the
pattern is interrupted or ended.

See Figure 5 for an example with P;=[3,4] being an
elementary pattern contained in P»=[1,2,P;].

1) Suppose that the sequence [1,2,3] has already been
played. The set of current states of the automaton is
{P,.1}, and H2=I. Since §6(P;.1,4,.,.) = P;.2 and
0(P1.1,4,H2 == 1,.) = P».4, if 4 occurs, the set of
current states becomes {P.4,P;.2} and both patterns
are recognized, which is the expected outcome.

2) Suppose now that the sequence [2,3] has been played.
The set of current states of the automaton is {P;.1,
P,.0}, and H2=0. If 4 occurs, the new set of current
states becomes {P,.0,P;.2}, and only P, is recognized,
which is the expected outcome.

Case 3. The complex pattern contains two patterns. The pre-
vious cases apply their rules if the first and/or the last event is
shared. Supplementary transitions have to be created between
the two patterns. If exactly one event is expected between these
patterns, a transition labeled with this event should be created
from the last state of the automaton modeling the first pattern

P2.0 P2.1

Fig. 5. EFA modelling the complex pattern P>=[1,2,P;], with ¥ the set of
all events that can be generated by the sensor network.

to the first state of the automaton modeling the second pattern.
If more than one events are expected, additional states have to
be added. If no events are expected, a transition labeled with
the first event of the second pattern should be created from
the last state of the first automaton to the second state of the
second automaton.

See Figure 6 for an example of that latter case, with
Pi=[1,2], P»=[3,4] and P3=[P;,P,]. A transition is created
such that 6(P;.2,3,.,.) = P5.1.

Fig. 6. EFA modelling the complex pattern P3=[P;,P>], with X the set of
all events that can be generated by the sensor network.

3) Building a map of habits:

A complex pattern, whatever its form, contains shorter
patterns, and can be modeled by a complex EFA containing
the EFAs of the shorter patterns. Since the operations
presented in this section can be repeated, it is possible to
build one single automaton representing all the links between
the patterns discovered by the data mining step. Such a map
can be used by the expert to characterize activities performed
by the inhabitant a posteriori, instead of a priori.

4) Activity Recognition:
When using the map of habits while observing the events
generated by the inhabitant at home, we are able to detect
activities. Indeed, every time a marked state is reached, an
event representing the activity is generated. Thus, a set of
activities X, is defined by the expert; the events of this



alphabet are generated by the recognition module of this
approach. These activities events are used to detect deviations,
as presented in the next section.

VI. DETECTION OF BEHAVIOUR DEVIATIONS

This part, based on the work presented in previous sec-
tion, aims at detecting behaviour deviations, according to
requirements defined by the medical staff. The framework is
illustrated on Fig. 7.

The data used are the map of habits and the list of
admissible or undesired behaviours defined by the medical
staff. Furthermore, the recognition function of the previous
section generates events according to the detected activities
that the inhabitant is currently performing.

A deviation of behaviour could be the consequence of a
particular pathology. For instance, an inhabitant suffering from
Alzheimer may forget his lunch, or take multiple lunches
instead of only one. Then, the expertise of the medical staff
is required to determine which is an admissible behaviour,
and which is not. From a list of activities and the map
of habits, it should provide requirements for a behaviour to
be considered admissible. With these rules, a single EFA is
proposed, called requirement flower, that represents all these
rules. The resulting model does not depend on the inhabitant
and is applicable as long as the recommendations do not
change, it can therefore be applied to multiple smart homes. It
is conceived to be as permissive as possible, while providing
a way of detecting deviations.

Indeed, in the last step of the framework, the observation
of current activity performed by the inhabitant leads to the
generation of events of X,.. If events accepted by the
requirement flower violate a given condition, information on
the activity that does not respect the recommendations is
provided. The approach is based on the residual method used
in manufacturing system to diagnose this kind of fault [46].

Smart
Home

Inhabitant

Medical staff
Map of Habits - Determines set of
Performs Offli - Includes different activities | | behaviors to observe
ine
Activity
Living and activities

Recognition of activity

Building requirement flower
- Includes desired of undesired

Map of
Habits behavior
Requirement
flower

Detection of deviations
- Residual technics
- Characterizes the deviation

Recognized
Current
Activity

Detected
deviation of

behavior Online

Fig. 7. Framework of behaviour deviations detection

A. Generation of the requirement flower

The model must be as permissive as possible, represent
the desired or undesired behaviours and not be dependent
on the inhabitant, but on medical recommendations only.

These recommendations are often expressed textually, but
can be translated into mathematical expressions, therefore
the requirements can be modeled by conditions on variables.
Furthermore, these requirements should not lead the model to
a blocking state, but only allow the detection of deviations.
The model must therefore accept any activity any number of
times, even if the undesired behaviour is a maximal number
of instances for a given activity.

The Extended Finite Automata (EFA) (see Definition 4) are
kept to express these requirements with guards and variables.
However, two considerations are made to be as permissive as
possible:

« the EFA has a single state [47], and there is one transition
by event, leading to a flower model.

« the guard is not considered in the transition function 4, i.e
0:0Q x X x A— @ to ensure that any event is accepted
by the model in any condition.

Furthermore, a time window is always associated to an
observation of the behaviour of an inhabitants. For instance,
it could be decided to check for deviations each day, or each
week, or even more. Even if time is not taken into account
in this paper - though it remains an important perspective
- an event representing the end of the observation window
is nevertheless required. So, in each requirement model, a
specific event is created, called End_obs. When this event
is observed, the observation period is over, the respect of
requirements is verified, and the variables are initialized.

In the following, the steps that lead to the requirement flower
are detailed. This procedure is generic and only needs the set
of activities and requirements desired by the medical team.

Procedure 1. From 3, representing the list of activities that
may be performed by the inhabitant:

1) Generate Easct C Y.t the set of activities considered
by the requirement

2) Generate the set of variables V. Each variable is a
counter for each activity (i.e. there exists a bijection
PV = Xuct)

3) Generate the set of actions A (over V') which increments
the counters. Given an activity a € %5, if a is
performed, then A(®~!(a)) = ®71(a) + 1

4) Generate the requirements G with medical expertise, for
every activity a € X5 ,.

5) Build the requirement flower

Ge = (({a} x V), B3, G, A0, ({a} x o), ({a} x V),

with:
o q: the only state of this automaton. It is both initial
and marked.
e 0 : {q} x X5, x A — {q} the transition func-

tion. Given any a € %35, d(q,a,A) = ¢ and

act?
A(®@Ha)) =2 (a) + 1
e vg the initial values of the variables, all set to O.
6) Add the transition §(q, Endops, Aend) = q with:

o End,s the event representing the end of the obser-
vation window.



e A.,q an action that resets all variables to 0, in order
to start a new observation.

A short example is given to illustrate the generation of the
requirements. For simplification, the transitions will be called
by their associated activities from now on:

Example 1.
Let X, = {Eat, Wake_up, Shower, Toilet, Pills, Sport,
Smoke} be a set of activities to be monitored, according to
the following requirements:
e At least one meal a day: a guard eat > 0 is associated
to Endyps
o Use the toilet at least once a day but less than 6 times: a
guard toilet > 0 is associated to Endps; another guard
toilet <5 is associated to Toilet
o Take three pills (one in the morning, one during lunch
and one in the evening): a guard pills > 2 is associated
to E'nd,ps; another guard pills < 3 is associated to Pills
e Don’t smoke: a guard smoke! = 0 is associated to
Smoke
o Shower at least once a day: a guard shower > 0 is
associated to End,ps)
With these informations, Procedure 1 builds the requirement
flower illustrated in Fig.8

Wake_up
wake_up +=1
Eat Toilet
eat +=1 toilet <=5
toilet += 1

Shower Pills
pills<=3
shower+=1 .
pills+=1
Smoke
Sport
sporti=1 smoke!=0
port+= smoke+=1
End_obs
eat>0 & toilet>0 & pills>2 & shower >0
wake_up=0
toilet=0
eat=0
pills=0
shower=0
sport=0
smoke=0

Fig. 8. Requirement flower for Example 3

B. Detection of deviations

Based on disease evolutions, two kinds of behaviour
deviations are to be supervised. On one hand, sudden
deviations represent a change of behaviour in a short span
of time and might be critical. On the other hand, smooth
evolutions of the behaviour in a long period of time could
represent a new pathology or an evolution of disease. Two

strategies are proposed to detect them.

1) Local deviations:

Local deviations are deviations detectable in only one se-
quence of events (one observation period). The method used to
detect deviations is inspired by the residual technique [46]. A
residual is a fault indicator based on the gap between a fault-
free model and the reality. In this context, it represents the
difference between the desired behaviour of the inhabitant (the
requirement flower is the fault-free model expertly designed)
and its actual behaviour observed (the reality). Then, two kinds
of residuals are defined:

o Resl: a behaviour is observed but was not expected
o Res2: an expected behaviour is not observed

In this work, all events of X2, are always expected,
because there exists a transition for each event, hence the
residuals defined as above cannot be used. However, given the
requirement flower, it is assumed that the guards are satisfied
when a transition is fired. Therefore, an unexpected behaviour
would be the firing of a transition without satisfaction of the
guard. A new residual is therefore designed on guards as
being the requirement(s) unsatisfied when firing the transition
labeled by the observed event:

Definition 5. Let e,;; be the observed event. The residual on
guards is defined by:

Res = {g, € G| 6(q, €obs, @) = g A gy is false}

where a, and g, are the actions and guards associated to the
transition labelled by e,ps

The following example is given to illustrate the purpose of
residuals:

Example 2. Fig.9 represents the extended automaton with a
single state; Let ¥ = {A, B,C, D} be the set of activities,
where D is the event representing the end of observation.

D
a>0 & b>0 & c>0 B
a>=1 & c<2
b+=1
C
c+=1
evt A B A B D
v (0000) | (1000) | (1100) | (2100) (2200)
G a<3 a>1 a<3 a>1 a>0
c<?2 c<2 b>0
c>0
Res 0 0 0 0 {c>0}
v’ (1000) | (1100) | (2100) | (2200) (0000)

Fig. 9. Requirement flower for Example 4 and study of the residuals for the
sequence 'ABABD’



Let ’ABABD’ be the observed sequence. Let V =
{a,b,c,d} be the set of variables, and v be the vector of
the values of the variable. In the initial state, v = (0000).
The table of Fig.9 shows the evolution of Res after each
event of the sequence observed. In this table, g, represents
the requirement(s) in relation to the occurred event and v’ the
vector of variables after the occurrence of the event.

In this example, no residual is computed during the activi-
ties. However, at the end of the observation, when D occurs,
the guard is not satisfied, hence a local deviation is found.
Moreover, the residuals provide a set of activities which are
potentially deviant. In this example, the deviation is located in
activity C': it should have been performed at least once during
the observation window.

This example illustrates that a local deviation can easily be
detected with the residual method; it is detected as soon as
possible and provides a list of activities that can be causes of
the deviation.

2) Global deviations:

Global deviations are deviations that cannot be detected with
one observed sequence only. Some pathologies like Alzheimer
imply indeed a smooth deviation of behaviour of the inhabitant
(forgetting more and more often to shower for instance). If a
requirement is not fulfilled just once, it might be irrelevant;
missing a meal once is bad behaviour but not necessary
dangerous. However, missing four meals in a week becomes
an issue; the repetition of the unfulfillment surely is relevant.
In this case, the frequency of unsatisfied guards on multiple
observation windows are studied.

For that purpose, the previous set of guards G is split into
two subsets: (G; represents the requirements for local devia-
tions while G, represents requirements for global deviations.
The latter, extended requirements are defined as following:

Definition 6. A requirement for a global deviation is defined
as a couple (g, 7) such that:

e g € G, represents predicates on variables V,
e T represents a requirement on the frequency f of local
deviations.

Given n observations, the frequency f of a local deviation is
defined by:

1 n
= - (2} h
f - i;x where {

Based on the previous definition, we can define the residual
in order to detect global deviations:

z; =1if g € Res;
x; = 0 otherwise

Definition 7. Let n be the number of observed sequences,
Cy be a set of requirements for global deviations. Then, the
residual in order to detect global deviations is defined by:
Resgiobar = {(g,7) € Cy|7 is false}

Example 3. Let n = 10 be the number of observed sequences,
and let the requirement flower of Example 4 be extended with
two global requirements. In order to satisfy for instance for
instance (g1,71) = (a < 1,f1 > 35), the residual {a <
1} must not appear more than 7 times in the 10 observed
sequences. This is illustrated by Fig.10

D
a>0 & b>0 & c>0 B
a>=1 & ¢c<2
b+=1
C
c+=1

- 8
T fi 10

. > 7
T2 f2 10

|

Fig. 10. Requirement flower extended with global requirements

VII. EXAMPLE OF APPLICATION

The framework presented in this paper has been applied to
an actual example. The results are the following

o A model representing the habits of the inhabitant (the
map)

o The ability to detect when an activity occurs

o A model of the requirements (the requirement flower)

o The ability to detect any local or global deviation of the
inhabitant

A. Domus database

The Domus Smarthome ([48], [49]) is a living lab of
the University of Sherbrooke (domus.usherbrooke.ca). This
apartment, illustrated on Fig.11, is equipped by 36 binary
sensors (IR, Pressure detector, Lamps, door contacts, switch
contacts, flow meter). Different users have been asked to
perform the morning routine in the apartment (ie from waking
up to leaving the apartment), while registering the evolution
of the sensors values. The Trace generated by sensors is under
this form: Sensor ID / Sensor Name / Sensor Location / Value

Although the algorithms presented in this paper have been
tested on all users, only the results obtained for the first one
are presented in this paper, for the sake of understandability.
Different maps are constructed for each user, according to their
own habits, whereas the requirement flower remains the same.
Each user performed the routine ten times, thus ten sequences
of events can be compared in order to find frequent patterns.
The events generated by the infra-red sensors have not been
taken into account, because of their intrusiveness (a lot of
irrelevant events generated), and they are mainly concerned
by the localization of the inhabitant.

B. Data mining result

Using only SensorID/Value of the trace generated by the
Domus Smarthome, the application of the method of section
V.B led to the discovery of 36 patterns, summarized in Table I

It can be noted that more and more complex patterns are
discovered when the support gets lower. A few elementary
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Fig. 11. Domus smart home plan

TABLE I
PATTERNS DISCOVERED FOR USER 1
Support | Elementary | Complex | Min Length | Max Length
10 5 - 2 2
9 3 2 6
8 1 1 3 11
7 - 2 3 6
6 - 1 7 7
5 1 3 2 12
4 1 2 2 4
3 2 2 2 9
2 3 8 2 15

patterns can still be found, but might be of little relevance in
the behaviour of the inhabitant (for instance, an elementary
pattern of length 2 and support 2 depicts a succession of
two events that happened only twice, and can merely be
considered as an habit).

C. Mapping the habits of a person

The application of the method presented in section III.C
led to the construction of the automaton presented in Figure
12. For a visibility purpose, only the main transitions, i.e.
not the interruptions, have been represented. The automata
representing low support elementary patterns not contained in
complex patterns have as well not been represented.

1) Identifying activities: In order to identify activities, it
is possible to expertly analyse the map, and delimit areas.
Five activities are expected in the Domus dataset: Waking up,
Use Toilet, Preparing Breakfast, Having Breakfast, Washing
Dishes. The first two can be associated to areas of the map.
The third and the fifth are associated to the kitchen activities
area. The fourth would need the information on the location
to be distinguished, thus requiring a location tracking model
to be coupled.

2) Real-time identification: When the real-time observation
of the inhabitant begins, the set of active states is the set

containing all the initial states. When an event occurs, the set
of active sets is updated according to the transition function.
When one or more marked states become active, one or
more habits have been recognized, and an event of X, is
generated accordingly.

3) Adaptation of the map: After the observation is over,
the observed sequence of events can be used to recompute
the map. The patterns that have been recognized will see their
support strengthened, confirming which are the fundamental
habits of the inhabitant.

D. Detecting deviations

From the set of activities discovery in previous step, we
have ¥, = {Waking-up, Use Toilet, Preparing Breakfast,
Having Breakfast, Washing-Dishes}.

1) Requirements from medical team: The observation win-
dow is set to one day (the morning routine is done only once
a day), and the following requirements are considered:

e g1: have exactly one breakfast (divided into two sub-
guards: g;, represents at least one breakfast, and gi;
represents no more than two.)

e go: do not use the toilet more than 4 times.

o g3: wash dishes each day.

The following global requirements are also considered for each
week (n=7):

e (g2,74): do not use the toilet more than 4 times a day, 5

days out of 7
e (g1a,75): do not forget to eat breakfast more than twice
a week

e (g3, 76): do not forget to clean the dishes more than once

in 4 days

These requirements may seem simple, but actually represent
the kind of requirements the medical staff may have difficulty
to supervise. Indeed, elderly people may wake-up many times
in the night to use the toilet, go back to sleep and do not
remember. Autonomous people suffering from Alzheimer may
forget whether they took a meal or not, and if not, how
frequently ?

Based on these requirements, ¥2,, = {Use Toilet, Having
Breakfast, Washing Dishes}, to which the event Endops is
added.

2) Building the requirement flower: Procedure 1 is applied,
and the requirement model is shown on Fig.13.

3) Deviations detection with residuals: With the previously
built model, behaviour detection is possible. In order to test
the ability to detect some deviations, some sequences of the
Domus database have been modified or added, each sequence
representing one day:

e a cycle "Waking-up, Use Toilet” is reproduced at the
beginning of some sequences in order to simulate an
inhabitant that wakes up in the middle of the night.

« in some sequences, the events representing breakfast are
removed;

« in other sequences, the events representing shower are
removed;
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Fig. 12. Map of the habits of User 1 of the Domus Database. Selfloops and labels are not represented to improve the lisibility; the emphasis is put on the

support to show sequences of habits that are very representative of activities.

Having_Breakfast

breakfast < 2
breakfast +=1

Washing_dishes Use_Toilet
. b
dishes_clean +=1 toilet <5
toilet+=1

fi>3
Ty fy > =
Z End_obs
Tsifs > 7 breakfast > 0 & dishes_clean >0
breakfast =0
Te: fo > 1 dishes_clean =0
toilet=0

Fig. 13. Requirement flower for the Domus dataset

« in a few sequences, the events representing dish washing
are removed;

Table II shows the results of deviations detection for each
day, and its interpretation. Until Day 9, no global deviations
are detected, whereas some local deviations occur. The medical
staff can consider that these local deviations are part of the
irregularity of the human behaviour (eating a bit too much,
using the toilet, forgetting the dishes), or that they are more
critical (forgetting to eat) and require an intervention. Then,
in the last days, multiple alerts from global deviations are
generated: the toilet has really been used too much compared
to what the medical staff expected, the dishes are forgotten too
often,... There could be a medical trouble (urinary deficiency,
Ahlzeimer’s disease, a fall ?), and the staff can contact the
inhabitant to check for trouble, and monitor him into taking
the breakfast he forgot. Local deviations become important if
we consider their repetition in a larger timescale, and both

kind of alerts can be relevant for the medical staff.

CONCLUSION AND FUTURE WORK

In this paper, we propose a model-based framework, com-
posed of two approaches, based only on binary sensors (like
motion or pressure sensors), to detect behaviour deviations of
a monitored inhabitant. Firstly, from a log of binary sensor
events (rising and falling edges), the habits of the inhabitant
are extracted by sequence mining techniques and modelled by
Extended Finite Automata (EFA). Such a model is then used
for online recognition of the activities of daily living. Then, we
propose an approach, based on residuals techniques, to detect
two kinds of deviations of the behaviour of the inhabitant.
Local deviations are detected on a short timescale whereas
global deviations consist in repetitions of local deviations, and
are detected on a longer timescale. They represent unfulfilled
medical requirements, and the medical staff monitoring the
inhabitant can react accordingly.

Future work focuses on the next major improvements. The
first one is the inclusion of time in the patterns, in order to
detect inherent temporal deviations of the execution of the
habits (slower or faster than usual). The second improvement
concerns the assumption that a sequence of habits does not
hold repetitions of the same event in the sequence. This
assumption was holding for the morning routine presented in
this paper, but should be removed to develop a more robust
method, applicable to larger timescales. A third improvement
would be the development of clustering techniques to automat-
ically build activities from the map of habits. Finally, formal
expressions could be used for a better use of the medical
textual requirements.

APPENDIX A
EXAMPLE OF ALGORITHM OF SEQUENCE MINING

Let D be the following dataset, over the set of events
¥ ={1,2,3,4,5,6,7,8}:

L] 812[1,2,3,4,5,6]



TABLE I

DEVIATIONS DETECTED BY RESIDUALS

Days d L.O C.al ) Global deviations Interpretation of local deviation(s) | Interpretation of global deviation(s)

eviations

Day

: 0 0 - -
Day
9 0 0 - -

Dgy {92} 0 Toilet used more than 4 times -

foy {91693} 0 The inhabitant took 2 breakfasts | -
and did not clean dishes

D;y {92} 0 Toilet used more than 4 times -

Dgy {92} 0 Toilet used more than 4 times -

Day

7 0 0 - -

D;y {92,953} 0 Toilet used more than 4 times; | -
dishes not cleaned

Dgy {91a,92} {(g2,74)} The inhabitant did not eat this day; | Toilet used more than 4 times, 5 times in the last
Toilet used more than 4 times 7 days

Day

10 0 0 - -

Dﬁy {91a,92,93} {(92,74),(g3,76)} The inhabitant neither ate, nor | Toilet used more than 4 times, 5 times in the last
cleaned the dishes; Toilet used | 7 days; Cleaning dishes forgotten for the second
more than 4 times time in the last four days

Day

19 0 0 - -

Dlz;y {92} 0 Toilet used more than 4 times

Dliy {91a,92,93} | {(91a,75),(g2,74),(g3,76)} Same as Day 11 Same as Day 11, plus the inhabitant did not eat for

the second time in the last seven days

e S59=[1,2,3,4,7,8]
. S3:[1,2,4,7,8,5]
. S4=[],2,3,7»8’4’]

Let the minimum support be 2. Then:

Init

LIStelemz[l’z ; 253 ; 394 ; 457 ; 798]

being a potential candidate, and so on.
Listcana=[1,2,3 ; 2,34 ; 3,47 ; 477.8]

EXAMPLE OF BUILDING THE HIERARCHY OF PATTERNS

APPENDIX B

Let Listytterns be the following:

o Py=[1,2], Support: 10
e P5=[4,5], Support: 10
e P3=[1,2,3], Support: 8
CandGen [1,2] and [2,3] overlaps, thus leading to [1,2,3] o P,=[6,7,8], Support: 5
o P5=[1,2,3,4,5], Support: 4

Then, using algorithm 4:

Count Supp([3.4,7])=1, hence pattern [3,4,7] does not sat-

isfy the minimum support, and so on.

Listgisc=[1,2 ; 2,3 ; 34 ;47 ;78 ; 1,23 ; 2,34
; 4,7,8]. [1,2] is contained in [1,2,3], can thus be
cleaned out, and so on. Hence: Listy;s.=[1,2,3 ; 2,3,4

; 4,7.8]
CandGen List.q,q=[1,2,3,4]

Count Listg;s.=[1,2,3,4 ; 4,7,8]

CandGen Listegnq=0

Finally, Listg;s.=[1,2,3,4 ; 4,7,8] contains the largest pat-
terns whose minimum support is 2.
By repeating for supports 3 and 4:

L LiStSupport4 = [1,2]
i LiStSupport3 =[1,2,3 ;73]

d LiStSupport2 =[1,2,3,4 ; 4,7,8]

P; (natively) Elementary pattern.

P> (natively) Elementary pattern.
P53 P; is included in P35 — P3=[P{,3]
Ps No more pattern is included in Ps

P, Elementary pattern.

P5 P; is included in P5 — P5=[P1,3,4,5]
P5 P, is included in P5; — P5=[P,3,P>]
P5 Pj3 is included in P5 — P5=[P3,P5]
Ps No more pattern are included in Py

Finally, and after the conversion of patterns into habits,

Listgy,. is:

o H;=[1,2], Support: 10
o Hy=[4,5], Support: 10
o H3=[H;,3], Support: 8
o H4=[6,7.8], Support: 5
o Hs=[H3,H>], Support: 4



On one hand, habits H; and Hs can be considered as
fundamental, with high support. On the other hand, Hs, which
consists of the succession of two habits, can be considered as
a way to perform an activity. Hs also provides information
on the observed behaviour: it states that sometimes, Hs is
followed by Hs. Hence, should Hs be observed, there is a
chance for Hy to start next.
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