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Abstract. In this paper, we present a new combination of colour and
texture informations for image segmentation. This technique is based
on principal components analysis of a 3D points cloud, followed by an
eigenvalues analysis. A set of colour gradients (morphological, Di-Zenzo)
and texture gradients (Gabor, three Haralick attributes, Alternative Se-
quential Filter (ASF)) are used to test the proposed combination. The
segmentation is performed using a hybrid gradient based watershed algo-
rithm. The major contribution of this work consists in combining locally
colour and texture informations using an adaptive and non parametric
approach. The proposed method is tested on 100 images from the Berkley
dataset [1] and evaluated with the Mean Square Error (MSE), the Vari-
ation of Information (VI) and the Probabilistic Rand Index (PRI).

1 Introduction

One of the most challenging problems in computer vision concerns image segmen-
tation. If we consider colour and texture informations, the segmentation methods
can be divided into three classes. The �rst one regroups those using only texture
information [2,3,4], while the second class contains segmentation methods which
use only colour information [5,6,7,8]. In spite of satisfactory results of these ap-
proaches, the combination of colour and texture informations leads generally to
obtain best results and increases the robustness of segmentation [9,10,11]. In
this paper, we propose a non parametric method to combine colour and texture
attributes. This combination allows de�ning a structural gradient that will be
used in watershed algorithm. This approach is based on principal components
analysis (PCA) of a 3D points cloud formed by colour and texture descriptors,
followed by an eigenvalues analysis. This paper is organized as follows : in section
2, the segmentation step by watershed algorithm based on a structural gradient
is presented. Then, colour and texture combination approach is detailed. In sec-
tion 3, we describe extensive experiments carried out on 100 images from the
BSDB dataset to test and validate the proposed method.
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2 Image segmentation using colour and texture

informations collectively

In this section, a short introduction of watershed algorithm based on colour
and texture gradients is presented. Then, an existing �xed combination based
approach is brie�y described. Finally the proposed approach based on PCA and
eigenvalues analysis is detailed.

2.1 Watershed algorithm based on colour-texture gradients

Watershed algorithm segments image into watershed regions [12,13]. Considering
the input image (gradient image) as a topographic surface, each seed of the input
region (calculated with an optimal density) can be viewed as the point to which
water falling on the surrounding region drains. The boundaries of watersheds
lie on tops of ridges. In this paper, a new combination of colour and texture
informations is proposed, in order to provide a hybrid gradient which will be the
input of watershed algorithm. Before detailing the combination, di�erent colour
and texture gradients that will be used for tests are introduced.

Texture is an important perceptual information that is generally extracted us-
ing mathematical tools. In literature, four main classes of texture descriptors are
discriminated: geometric attributes, descriptors based on spatial texture models,
spatio-frequential and statistic attributes. In the present paper, we choose to use
the following descriptors: Gabor transformation (spatio-frequential attribute)
[14,15], three Haralick parameters (second order statistic attributes) [16,?,17]
and an Alternate Sequential Filter (a transformation from mathematical mor-
phology to calculate a texture gradient) [18]. Considering colour information, we
use Di-Zenzo gradient based on the �rst derivative of the initial image (see [19]
for more details) and morphological gradient which corresponds to the subtrac-
tion between dilatation and erosion of the initial image (using a lexicographic
order).

In literature, one can �nd an interesting approach combining colour and tex-
ture informations [20]. The combination process is based on a set of operations
derived from mathematical morphology. This technique uses collectively colour
and texture informations to generate a structural gradient used in image seg-
mentation. As expressed in equation 1, this gradient is obtained by a �xed com-
bination of colour and texture gradients. In equation 1, Qcol and Qtex represent
respectively colour and textural gradients. The textural gradient is obtained us-
ing following steps: �ltering, de�nition of texture layer, and granulometric anal-
ysis. α represents the combination parameter, which is chosen between 0 and 1.
Even if this approach gives satisfactory results, its major drawback concerns the
choice of the optimal value of the parameter α for each image. Furthermore, α is
global for the entire image, and thus the combination does not take into account
pertinent local information.
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Qstruc(I) = (1− α)Qtex(I) + αQcol(I) (1)

Recent work in combining colour and texture descriptors were presented in [21].
In this work, the authors were mostly concerned with detecting contours then
image segmentation. Their contour detection is based on combining multiple lo-
cal cues into a globalization framework based on spectral clustering. The contour
detection results are injected into the segmentation step. The segmentation algo-
rithm consists of a generic approach for transforming any contour detector into
a hierarchical region tree. The authors use four features in their approach : after
transforming the input image into CIE Lab colorspace, they extract brightness,
colour a and colour b channels. The fourth feature channel is a texture channel,
which assignes to each pixel a texton id. Then, for each feature channel, an ori-
ented gradient G(x, y, θ) is computed by placing at location (x, y) a circular disc
split into two half-discs by a diameter at angle θ. The combination step of these
local cues is given by equation 2:

mPb(x, y, θ) =
∑
s

∑
i

αi,sGi,s,σ(i,s)(x, y, θ) (2)

where mPb is the multiscale predicted boundary detector, s refers to scales, i in-
dexes feature channels (brightness, colour a, colour b, texture), andGi,s,σ(i,s)(x, y, θ)
measures the histogram di�erence in channel i between two halves of a disc of
radius σ(i, s) centred at (x, y) and divided by a diameter at angle θ. The pa-
rameters αi,s weight the relative contribution of each gradient signal. Contrary
to this linear combination of local cues, the optimal mixing function could be
non linear. Thus, in [22], each cue was treated as an expert for a certain class
of boundary and a set of classi�ers (such as Classi�cation Trees and SVM) were
used to combine the various cues. Even if this approach gives satisfactory results,
its major di�culty consists of the dependency of the segmentation step to the
boundaries detection. A second limit concerns the choice of the optimal mixture
function of the various local cues.

2.2 PCA based colour-texture combination : Eigen Combination

We propose a novel combination based on Principal Components Analysis (PCA)
of a 3D points cloud, followed by an eigenvalues analysis. Principal Components
Analysis is a technique which uses geometric and graphic representations to
describe the dispersion of a dataset (observations). This dataset is assimilated
to a points cloud P composed bym quantitative variables having n unities (called
also subjects):

P s = {
(
Gs

i1, . . . G
s
ij . . . G

s
im

)
,∀i ∈ 1 . . .n} (3)

where index i corresponds to subject i and index j corresponds to variable j
such as :

p.j =
(
p1j · · · pnj

)
(4)



IV D. Attia and C. Meurie and Y. Ruichek

By representing the subjects, we can determine which ones are similar. On the
other hand if we represent the variables, we can study structures of linear links
within the 3D points cloud, and then determine correlated variables [23,24].
Based on linear algebra, PCA technique aims also to extract axes which con-
serve the maximum of information [24]. The �rst step consists in calculating the
covariance matrix of the points cloud. Then, eigenvalues and associated eigen-
vectors of the covariance matrix are extracted. Eigenvalues give the variation of
the points cloud along principal components which are obtained by eigenvectors.
Principal Components Analysis is generally used to eliminate the correlation of
initial data and to reduce their size. In computer vision, PCA is used for im-
age classi�cation [25], image compression [26,27] and objects recognition [28]. In
the present paper, PCA technique permits to determine axis which conserve the
maximum of information (pertinent colour and texture informations). Thus, the
proposed approach generates a novel structural hybrid gradient which will be
used as an input of watershed algorithm.

Let I be the initial image, s a pixel in the image I and P s is the associated
3D points cloud generated for the pixel s. P s contains the colour and texture
values of n gradients (in our case, n represents the number of the used colour and
texture descriptors). Each gradient (Gs

i.)i=1,...,n is calculated in a colour space
E1E2E3. m = 3, is the number of the variables, and ∀i ∈ {1, . . . , n} Gs

i. ∈ R3.
Therefore, the local 3D points cloud can be de�ned as below :

P s = {(Gs
i1, G

s
i2, G

s
i3),∀i ∈ 1 . . .n} (5)

P s = (Gs
1., G

s
2., . . . , G

s
n.) (6)

The covariance matrix of the 3D points cloud P s is generated using the
following equation :

Cs = (cov(Gs
.j , G

s
.j′)) j = 1, . . . , 3

j′ = 1, . . . , 3

(7)

where :

cov(Gs
.j , G

s
.j′) =

1

n

n∑
i=1

(Gs
ij − Ḡs

.j)(G
s
ij′ − Ḡs

.j′) (8)

Ḡs
.j =

1

n

n∑
i=1

Gs
ij (9)

According to linear algebra rules, there are two local matrices Ls and Ds

such as :

(Ls)−1CsLs = Ds (10)

Let λs
1, λ

s
2 and λs

3 be the eigenvalues of the local covariance matrix Cs such
as λs

3 ≤ λs
2 ≤ λs

1. Let V
s
1 , V

s
2 , V

s
3 be the associated eigenvectors. Therefore, the

matrices Ds and Ls are expressed by the following equations :
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Ds =

λs
1 0 0
0 λs

2 0
0 0 λs

3

 (11)

Ls =
(
V s
1 V s

2 V s
3

)
(12)

In order to determine the principal components that maximize local infor-
mation, the eigenvalues are compared according to three cases listed as follows :

Case 1 λs
1 � λs

2 : One can conclude that it exists only one axis (direction
of V s

1 ) around which the 3D points cloud is concentrated. In this case, only the
third principal component maximizing the local information is chosen. Thus, the
new value Î(s) of the pixel s is given by the following mathematical formulation:

Î(s) = argmaxi∈{1,...,n}{Gi1}

Case 2 λs
3 � λs

2 : In this case, λs
1 and λs

2 have the same order of the
magnitude and the 3D points cloud is assimilated to a plane formed by the
eigenvectors V s

1 and V s
2 (respectively associated to the eigenvalues λs

1 and λs
2).

The eigenvector V s
3 constitutes the normal of the plane (V̂ s

1 , V
s
2 ). Therefore, there

are two principal components conserving the maximum of local information. In
this case, the new value Î(s) of the pixel s is given by the following equation:

Î(s) = argmaxi∈{1,...,n}{
1

2
(Gs

i1 +Gs
i2)}

Case 3 λs
1 ' λs

2 ' λs
3 : In this case, the local 3D points cloud is dispersed

according to all directions. Thus, no information is privileged. All principal com-
ponents are fairly considered, and the new value Î(s) of the pixel s is given by
the following mathematical formulation:

Î(s) = argmaxi∈{1,...,n}{
1

3
(Gs

i1 +Gs
i2 +Gs

i3)}

3 Experiments and discussion

In this section, an evaluation of the proposed colour and texture combination is
presented. The results are compared to those obtained by the �xed combination
[20], described before. Extensive experiments are carried out on 100 images from
the BSDB dataset [1] using Mean Square Error (MSE) and two other evaluation
metrics used in [21]: the variation of information (VI) [29] and the Probabilistic
Rand Index (PRI) [30]. In order to conclude on the e�ectiveness and the robust-
ness of the proposed approach, tests including two colour gradients (Di-Zenzo
and morphological) and �ve texture gradients (ASF, Gabor �lter, Second Angu-
lar Moment (SAM) attribute, Coherence attribute and Variance attribute) are
realized. Table 1 presents the evaluation by MSE criteria of segmentation results
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Initial
Image

Fixed combination Proposed
approachα = 0 α = 0.2 α = 0.5 α = 0.7 α = 1 α∗

189.7 198.6 199.4 204.4 190.5 179.9

242.9 220.8 223.2 220.9 264.5 203.5

85.4 86.3 76.7 90.1 89.9 82.5

103.8 95.9 82.9 81.6 92.5 90.3

106 195.6 141.2 145.3 721.3 126.5

94.7 93.4 110.5 101.4 106.6 91.9

169.3 159.8 114.4 127.1 116.4 140.2

244.1 138.3 131.6 117.7 135.1 112.8

123.2 115.4 112.6 79.1 78.7 84.7

75.2 68.1 65.8 66.6 73.4 41.9

Table 1. Segmentation results of the �xed and proposed approaches on 10 images of
the Berkley database (α∗ corresponds to optimal value of α parameter).

obtained with both the �xed and the proposed combinations on ten images of
the database.

For a better visualization, we present only the obtained results with a tex-
ture gradient calculated with the Variance attribute. This example shows the
di�culty to choose the best value of the parameter α when a �xed combination
is applied. Indeed, the value of this parameter is not the same for all images and
must be rede�ned for each image to obtain an acceptable segmentation. Con-
sidering di�erent values of the parameter α, one can notice that the proposed
approach obtains the second position or the third one when it is not in the �rst
position, when MSE of the two methods are compared. Moreover, when the �xed
combination obtains the �rst position, the gap with the proposed method is very
low. For more details, table 2 presents the evaluation with the mean of MSE, the
mean of PRI and the mean of VI on all images of the database for the proposed
approach according to the used colour and texture gradients. One can conclude
that the segmentation results are similar even if the best one is obtained with
the texture variance gradient and Di-Zenzo colour gradient if we consider MSE
criteria. If we consider measures of PRI metric, best results are obtained with
the texture coherence gradient and the morphological colour gradient. Finally,
considering VI metric, best results are obtained with texture variance gradient
and morphological colour gradient.
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Texture gradient
Colour gradient

Morphological gradient Di-Zenzo gradient
MSE PRI VI MSE PRI VI

Gabor 388,4 0.69 1.33 340,2 0.69 1.64

ASF 394,8 0.69 1.31 334,5 0.70 1.66

SAM 394,8 0.69 1.65 344,8 0.69 1.84

Coherence 390,1 0.71 1.29 334,5 0.70 1.59

Variance 381 0.70 1.25 324,7 0.70 1.57
Table 2. Segmentation results of the proposed approach on 100 images of the Berkley
database.

Fig. 1. Segmented images with the combination using Di-Zenzo colour gradient and
the texture variance gradient (from top to bottom): initial images, segmented images
with the �xed combination, segmented images with the proposed approach).

In �gure 1, segmentation results are illustrated for the two combinations
(the �xed and proposed approaches) using the best colour and texture gradients
(Di-Zenzo colour gradient and texture variance gradient considering the MSE
metric of evaluation). Even if the results of the two combinations are similar for
the second and third images, one can notice that the proposed method provides
better results for the other images. For example, the segmentation of di�erent
parts of algae (�gure 1-1) obtained with the proposed approach is better than
the segmentation obtained with the �xed combination. One can note the same
remark for the man and the aircraft (�gure 1-4), and the proboscis of the elephant
(�gure 1-5).

4 Conclusion

In this paper, we presented a novel segmentation method combining colour and
texture informations. The proposed method is based on an eigenvalues analy-
sis and principal components analysis of a 3D points cloud formed by colour
and texture attributes. The contribution of this technique is the de�nition of an
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adaptive combination of colour and texture gradients. The proposed combina-
tion method provides good segmentation results by watershed algorithm. This
technique is local since we assign to each pixel the maximum of information pro-
vided by combination of the colour and the texture. Furthermore, the proposed
combination is non parametric since it does not require any parameter. In future
work, we will expand the number of colour and texture gradients and will show
the in�uence of colour spaces.
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