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Abstract: We prove the consistency and asymptotic normality of the Laplacian Quasi-Maximum

Likelihood Estimator (QMLE) for a general class of causal time series including ARMA, AR(∞),

GARCH, ARCH(∞), ARMA-GARCH, APARCH, ARMA-APARCH,..., processes. We notably ex-

hibit the advantages (moment order and robustness) of this estimator compared to the classical

Gaussian QMLE. Numerical simulations confirms the accuracy of this estimator.
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1 Introduction

This paper is devoted to establish the consistency and the asymptotic normality of a parametric

estimator for a general class of time series. This class was already defined and studied in Doukhan

and Wintenberger (2007), Bardet and Wintenberger (2009) and Bardet et al. (2012). Hence, we

will consider an observed sample (X1, · · · ,Xn) where (Xt)t∈Z is a solution of the following equation:

Xt =Mθ0(Xt−1,Xt−2, · · · ) ζt + fθ0(Xt−1,Xt−2, · · · ), t ∈ Z, (1.1)

where

• θ0 ∈ Θ ⊂ R
d, d ∈ N

∗, is an unknown vector of parameters, also called the ”true” parameters;

• (ζt)t∈Z is a sequence of centred independent identically distributed random variables (i.i.d.r.v.)

with symmetric probability distribution, i.e. ζ0
L
= − ζ0, satisfying E[|ζ0|r] < ∞ with r ≥ 1

and E[|ζ0|] = 1. If r ≥ 2, denote σ2ζ = Var(ζ0);

• (θ, (xn)n∈N) → Mθ((xn)n∈N) ∈ (0,∞) and (θ, (xn)n∈N) → fθ((xn)n∈N) ∈ R are two known

applications.
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For instance, if Mθ0(Xt−1,Xt−2, · · · ) = 1 and fθ0(Xt−1,Xt−2, · · · ) = α0Xt−1 with |α0| < 1 then

(Xt) is a causal AR(1) process. In Doukhan and Wintenberger (2007) and Bardet and Winten-

berger (2009), it was proved that all the most famous stationary time series used in econometrics,

such as ARMA, AR(∞), GARCH, ARCH(∞), TARCH, ARMA-GARCH processes can be written

as a causal stationary solution of (1.1).

In Bardet and Wintenberger (2009), it was also established that under several conditions on Mθ, fθ

and if E[|ζ0|r] with r ≥ 2, the usual Gaussian Quasi-Maximum Likelihood Estimator (QMLE) of θ

is strongly consistent and when r ≥ 4 it is asymptotically normal. This estimator was first defined

by Weiss (1986) for ARCH processes, and the asymptotic study of this estimator was first obtained

by Lumsdaine (1996) for GARCH(1, 1) processes, Berkes et al. (2003) for GARCH(p, q) processes,

Francq and Zakoian (2004) for ARMA-GARCH processes, Mikosch and Straumann (2006) for gen-

eral heteroskedastic models, and Robinson and Zaffaroni (2006) for ARCH(∞) processes. The

results of Bardet and Wintenberger (2009) devoted to processes satisfying almost everywhere (1.1)

as well as its multivariate generalisation, provide a general and unified framework for studying the

asymptotic properties of the Gaussian QMLE.

However, the definition of the Gaussian QMLE is explicitly obtained with the assumption that (ζt)

is a Gaussian sequence and even if it could be applied when the probability distribution of (ζt) is

non-Gaussian, it keeps some drawbacks of this initial assumption. Indeed, the computation of this

estimators requires the minimization of a least squares contrast (typically
∑n

t=1M
−2
θ (Xt − fθ)

2)

and this induces that r = 2 is required for the consistency and r = 4 for the asymptotic normality

(and therefore confidence intervals or tests). For numerous real data such requirement is sometimes

too strong (for instance the kurtosis of economic data is frequently considered as infinite). More-

over, such estimator is not robust to eventual outliers. Hence, the reference probability distribution

of (ζt) could be a Laplace one and this allows to avoid both these drawbacks. Roughly speaking

this choice implies to minimize a least absolute deviations contrast (typically
∑n

t=1M
−1
θ |Xt − fθ|)

instead of the previous least squares contrast. And therefore, r = 1 will be sufficient for insuring

the strong consistency of this Laplacian-QMLE, while only r = 2 is required for the asymptotic

normality (see below).

Such probability distribution choice is not new since this leads to a Least Absolute Deviations (LAD)

estimation. Hence, for ARMA processes, Davis and Dunsmuir (1997) proved the consistency and

asymptotic normality of the LAD estimator. For ARCH or GARCH processes, the same results

concerning the LAD estimator were already established by Peng and Yao (2003), while Berkes

and Horváth (2004) proved the consistency and asymptotic normality of the Laplacian-QMLE.

Newey and Steigerwald (1997) considered also the estimator for other conditional heteroskedastic-

ity models. Recently, Francq et al. (2011) proposed a two-stage non-Gaussian-QML estimation

for GARCH models and Francq and Zakoian (2013) proposed an alternative one-step procedure,

based on an appropriate non-Gaussian-QML estimator, the asymptotic properties of both these

approaches were studied.

In this paper we unified all these studies of the Laplacian-QMLE in a simple framework, i.e. causal

stationary solutions of (1.1). This notably allows to obtain known results on ARMA or GARCH but

also to establish for the first time the consistency and the asymptotic normality of the Laplacian-

QMLE for APARCH, ARMA-GARCH, ARMA-ARCH(∞) and ARMA-APARCH processes.
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Numerical Monte-Carlo experiments were realized to illustrate the theoretical results. And there are

convincing, especially when the accuracy of Laplacian-QMLE is compared with Gaussian-QMLE:

except for Gaussian distribution of (ζt), the Laplacian-QMLE provides a sharper estimation than

Gaussian-QMLE for all the other probability distributions we considered. This is notably the case,

and this is not a surprise, for a Gaussian mixing which mimics the presence of outliers.

The following Section 2 will be devoted to provide the definitions and assumptions. In Section

3 the main results are stated with numerous examples of application, while Section 4 presents the

results of Monte-Carlo experiments and Section 5 contains the proofs.

2 Definition and assumptions

2.1 Definition of the estimator

Let (X1, · · · ,Xn) be an observed trajectory of X which is an a.s. solution of (1.1) where θ ∈ Θ ⊂
R
d is unknown. For estimating θ we consider the log-likelihood of (X1, · · · ,Xn) conditionally to

(X0,X−1, · · · ). If g is the probability density (with respect to Lebesgue measure) of ζ0, then, from

the affine causal definition of X, this log-likelihood can be written:

log
(
Lθ(X1, · · · ,Xn)

)
=

n∑

t=1

log
(
g
(Xt − f tθ

M t
θ

))

where M t
θ :=Mθ(Xt−1,Xt−2, · · · ) and f tθ := fθ(Xt−1,Xt−2, · · · ), with the assumption that M t

θ > 0.

However, M t
θ and f tθ are generally not computable since X0,X−1, . . . are unknown. Thus, a quasi-

log-likelihood is considered instead of the log-likelihood and it is defined by:

log
(
QLθ(X1, · · · ,Xn)

)
=

n∑

t=1

log
(
g
(Xt − f̂ tθ

M̂ t
θ

))
,

with f̂ tθ := fθ(Xt−1, . . . ,X1, u) and M̂ t
θ := Mθ(Xt−1, . . . ,X1, u) , where u = (un)n∈N is a finitely

non-zero sequence (un)n∈N . The choice of (un)n∈N does not have any consequences on the asymp-

totic behaviour of Ln, and (un) could typically be chosen as a sequence of zeros. Finally, a Quasi-

Maximum Likelihood Estimator (QMLE) is defined by:

θ̃n := Argmaxθ∈Θ log
(
QLθ(X1, · · · ,Xn)

)
.

Usually, the Gaussian distribution is considered, with g(x) = (2π)−1/2e−x2/2 for x ∈ R and this

provides the Gaussian-QMLE of θ.

Here, we chose the Laplacian distribution, i.e.,

g(x) =
1

2
e−|x| for x ∈ R, (2.1)

and this implies E
[
|ζ0|

]
= 1.

Therefore, we respectively define the Laplacian-likelihood and Laplacian-quasi-likelihood by:

Ln(Θ) = −
n∑

t=1

qt(Θ) with qt(Θ) = log |M t
θ|+ |M t

θ|−1|Xt − f tθ| (2.2)

L̂n(θ) = −
n∑

t=1

q̂t(θ) with q̂t(θ) := log |M̂ t
θ|+ |M̂ t

θ|−1|Xt − f̂ tθ|. (2.3)
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A Laplacian-QMLE θ̂n is a maximizer of L̂n:

θ̂n := argmax
θ∈Θ

L̂n(θ).

We restrict the set Θ in such a way that a stationary solution (Xt) of order 1 or 2 of (1.1) exists.

Additional conditions are also required for insuring the consistency and the asymptotic normality

of θ̂n. More details are given now.

2.2 Existence and stationarity

As it was already done in Doukhan and Wintenberger (2007) and Bardet and Wintenberger (2009),

several Lipshitz-type inequalities on fθ andMθ are required for obtaining the existence and r-order

stationarity of an ergodic causal solution of (1.1). First, denote ‖gθ‖Θ = supθ∈Θ ‖gθ‖ with m ∈ N
∗

and ‖ · ‖ the usual Euclidian norm. Now, let us introduce the generic symbol K for any of the

functions f or M and for gθ : R
N 7→ R

m or Mm(R), For k = 0, 1, 2 and some subset Θ of Rd,

define a Lipshitzian assumption on function Kθ:

Assumption (Ak(K,Θ)) ∀x ∈ R
∞, θ ∈ Θ 7→ Kθ(x) ∈ Ck(Θ) and ∂kθKθ satisfies

∥∥∂kθKθ(0)
∥∥
Θ
<∞

and there exists a sequence
(
α
(k)
j (K,Θ)

)
j
of nonnegative numbers such that ∀x, y ∈ R

N

∥∥∂kθKθ(x)− ∂kθKθ(y)
∥∥
Θ
≤

∞∑

j=1

α
(k)
j (K,Θ)|xj − yj|, with

∞∑

j=1

α
(k)
j (K,Θ) <∞

For ensuring a stationary r-order solution of (1.1), for r ≥ 1, define the set

Θ(r) :=
{
θ ∈ R

d, (A0(f, {θ})) and (A0(M, {θ})) hold,

∞∑

j=1

α
(0)
j (f, {θ}) + (E[|ζ0|r])1/r

∞∑

j=1

α
(0)
j (M, {θ}) < 1

}
.

Then, from Doukhan and Wintenberger (2007), we obtain:

Proposition 2.1. If θ0 ∈ Θ(r) for some r ≥ 1, then there exists a unique causal (Xt is independent

of (ζi)i>t for t ∈ Z) solution X of (1.1), which is stationary, ergodic and satisfies E
[
|X0|r

]
<∞ .

Finally, the following lemma insures that if a process X satisfies Proposition 2.1, a causal pre-

dictable ARMA process with X as innovation also satisfies Proposition 2.1. We first provide the

classical following notion for a sequence (un)n∈N of real numbers:

(un)n∈N is an exponentially decreasing sequence (EDS)

⇐⇒
there exists ρ ∈ [0, 1[ such as un = O(ρn) when n→ ∞.

Lemma 2.1. Let X be a.s. a causal stationary solution of (1.1) for θ0 ∈ R
d. Let X̃ be such

as X̃t = Λβ(L) Xt for t ∈ Z with Λβ0(L) = P−1
β0

(L)Qβ0(L) where (Pβ0 , Qβ0) are the coprime

polynomials of a causal invertible ARMA(p, q) processes with a vector of parameters β0 ∈ R
p+q.
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Denote Λ−1
β0

(x) = Q−1
β0

(x)Pβ0(x) = 1+
∑∞

j=1 ψj(β0)x
j . Then X̃ is a.s. a causal stationary solution

of the equation

X̃t = M̃
θ̃0

(
(X̃t−i)i≥1

)
ζt + f̃

θ̃0

(
(X̃t−i)i≥1)

)
for t ∈ Z,

where f̃θ0 and M̃θ0 are given in (5.1) and θ̃0 = (θ0, β0). Moreover, for i = 0, 1, 2 and with K = f

or M and K̃ = f̃ or M̃ ,

• if α
(i)
j (K, {θ0}) = O(j−β) and β > 1, then α

(i)
j (K̃, {θ̃0}) = O(j−β);

• if α
(i)
j (K, {θ0}) is EDS, then α

(i)
j (K̃, {θ̃0}) is EDS.

2.3 Assumptions required for the convergence of the Laplacian-QMLE

The Laplacian-QMLE could converge and be asymptotically Gaussian but this requires some ad-

ditional assumptions on Θ and functions fθ and Mθ:

• Condition C1 (Compactness) Θ is a compact set.

• Condition C2 (Lower bound of the conditional variance) There exists a deterministic con-

stant M > 0 such that for all θ ∈ Θ, then Mθ(x) > M for all x ∈ R
N.

• Condition C3 (Identifiability) The functions Mθ and fθ are such that: for all θ1, θ2 ∈ Θ,

then Mθ1 =Mθ2 and fθ1 = fθ2 implies that θ1 = θ2.

3 Consistency and asymptotic normality of the estimator

3.1 Consistency and asymptotic normality

First we prove the strong consistency of a sequence of Laplacian-QMLE for a solution of (1.1). The

proof of this theorem, is postponed in Section 5, as well as the other proofs.

Theorem 3.1. Assume Conditions C1, C2 and C3 hold and θ0 ∈ Θ(r) ∩Θ with r ≥ 1. Let X be

the stationary solution of (1.1). If (A0(f,Θ)) and (A0(M,Θ)) hold with

α
(0)
j (f,Θ) + α

(0)
j (M,Θ) = O(j−ℓ) for some ℓ >

2

min(r , 2)
(3.1)

then a sequence of Laplacian-QMLE (θ̂n)n strongly converges, that is θ̂n
a.s.−→

n→∞
θ0.

Of course, the conditions required for this strong consistency of a sequence of Laplacian-QMLE are

almost the same than the ones required for the strong consistency of a sequence of Gaussian-QMLE

except that r ∈ [1, 2) is proved to be possible in Theorem 3.1 and not in case of Gaussian-QMLE

(see Bardet and Wintenberger, 2009). Moreover, if r = 2, the condition (3.1) on Lipshitzian co-

efficients is weaker for Laplacian-QMLE than for Gaussian-QMLE. As we will see below, many

usual time series can satisfy the assumptions of Theorem 3.1; for example, an AR(∞) process can

be defined for satisfying the strong consistency of Laplacian-QMLE while the conditions given in

Bardet and Wintenberger (2009) do not ensure the strong consistency of Gaussian-QMLE.

Now we state an extension of Theorem 1 proved in Davis and Dunsmuir (1997) which will be

an essential step of the proof of the asymptotic normality of the estimator.
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Theorem 3.2. Let (Zt)t∈Z be a sequence of i.i.d.r.v such as Var(Z0) = σ2 < ∞, with common

distribution function which is symmetric (F (−x) = 1 − F (x) for x ∈ R) and is continuously

differentiable in a neighborhood of 0 with derivative f(0) in 0. Denote Ft = σ(Zt, Zt−1, · · · ) for t ∈ Z

and let (Yt)t∈Z and (Vt)t∈Z two stationary processes adapted to (Ft)t and such as E
[
Y 2
0 V

2
0

]
< ∞.

Then
n∑

t=1

Vt−1

(
|Zt − n−1/2Yt−1| − |Zt|

) D−→
n→∞

N
(
f(0)E

[
V0Y

2
0

]
, E

[
V 2
0 Y

2
0

])
(3.2)

Then, the asymptotic normality of the Laplacian-QMLE can be established using additional as-

sumptions:

Theorem 3.3. Assume that θ0 ∈
◦
Θ ∩Θ(r) where r ≥ 2 and

◦
Θ denotes the interior of Θ. Let X be

the stationary solution of the equation (1.1). Assume that the conditions of Theorem 3.1 hold and

for i = 1, 2, assume (Ai(f,Θ)) and (Ai(M,Θ)) hold. Then, if the cumulative probability function

of ζ0 is continuously differentiable in a neighborhood of 0 with derivative g(0) in 0 and if matrix

ΓF or ΓM , defined in (5.21), are definite positive symmetric matrix, then

√
n
(
θ̂n − θ0

) D−→
n→∞

Nd

(
0 ,

(
ΓM + 2g(0) ΓF

)−1((
σ2ζ − 1

)
ΓM + ΓF

)(
ΓM + 2g(0) ΓF

)−1
)
. (3.3)

As it was already proved for the median estimator (see van der Vaart, 1996) or for least absolute

deviations estimator of ARMA process (see Davis and Dunsmuir, 1997), it is not surprising that the

probability density function g of the white noise (ζi)i impacts the asymptotic covariance of (3.3).

However, when fθ = 0, this is not such the case and this is what happens for GARCH processes

(see Francq et al., 2011, or Francq and Zakoian, 2015) where g does not appear in the asymptotic

covariance.

3.2 Examples

In this section, several examples of time series satisfying the conditions of previous results are con-

sidered. Like it could be boring to state the results for all sufficiently famous processes, we refer,

mutatis mutandis, to Bardet and Wintenberger (2009) and Bardet et al. (2012) for ARCH(∞) and

TARCH(∞).

1/ APARCH processes. APARCH(δ, p, q) model has been introduced (see Ding et al, 1993)

as the solution of equations




Xt = σtζt,

σδt = ω +
∑p

i=1 αi(|Xt−i| − γiXt−i)
δ +

∑q
j=1 βjσ

δ
t−j ,

(3.4)

where δ ≥ 1, ω > 0, −1 < γi < 1 and αi ≥ 0 for i = 1, . . . , p, βj ≥ 0 for j = 1, . . . , q with αp, βq

strictly positive and
∑q

j=1 βj < 1. Hence, we denote here θ =
(
δ, ω, α1, . . . , αp, γ1, . . . , γp, β1, . . . , βq

)
.

Using L the usual backward operator such as LXt = Xt−1,
(
1 − ∑q

j=1 βjL
j
)−1

exists and simple

computations imply for t ∈ Z:

σδt =
(
1−

q∑

j=1

βjL
j
)−1

[
ω +

p∑

i=1

αi(1− γi)
δ(max(Xt−i, 0))

δ + αi(1 + γi)
δ(−min(Xt−i, 0))

δ
]

= b0 +
∑

i≥1

b+i (max(Xt−i, 0))
δ +

∑

i≥1

b−i (max(−Xt−i, 0))
δ .
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where b0 = w(1−∑q
j=1 βj)

−1 and the coefficients (b+i , b
−
i )i≥1 are defined by the recursion relations




b+i =

∑q
k=1 βkb

+
i−k + αi(1− γi)

δ with αi(1− γi) = 0 for i > p

b−i =
∑q

k=1 βkb
−
i−k + αi(1 + γi)

δ with αi(1 + γi) = 0 for i > p
(3.5)

with b+i = b−i = 0 for i ≤ 0. As a consequence, for APARCH model, f tθ ≡ 0 andM t
θ = σt. It is clear

that α
(0)
j (f,Θ) = 0 and simple computations imply α

(0)
j (M,Θ) = supθ∈Θmax

(
|b+j (θ)|1/δ , |b−j (θ)|1/δ

)
.

Therefore A0(f,Θ) holds and
∑q

j=1 βj < 1 implies that a sequence defined by un =
∑q

k=1 βkun−k for

n large enough is such as (un)n∈N is an exponentially decreasing sequence and therefore A0(M,Θ)

holds. Thus for r ≥ 1, the stationarity set Θ(r) is defined by

Θ(r) =
{
θ ∈ R

2p+q+2
/ (

E
[
|ζ0|r

])1/r ∞∑

j=1

max
(
|b+j |1/δ , |b−j |1/δ

)
< 1

}
. (3.6)

Now the strong consistency and asymptotic normality of the Laplacian-QMLE for APARCH models

can be established (see the proof in Section 5):

Proposition 3.1. Assume that X is a stationary solution of (3.4) with θ0 ∈ Θ where Θ is a

compact subset of Θ(r) defined in (3.6). Then,

1. If r = 1, then θ̂n
a.s.−→

n→∞
θ0.

2. If r = 2, and if ΓM defined in (5.21) is a definite positive symmetric matrix, then

√
n
(
θ̂n − θ0

) D−→
n→∞

N2p+q+2

(
0 , (σ2ζ − 1) Γ−1

M

)
.

To our knowledge, this is the first statement the asymptotic properties of Laplacian-QMLE for

APARCH processes.

2/ ARMA-GARCH processes. ARMA(p, q)-GARCH(p′, q′) processes have been introduced

by Ding et al. (1993) and Ling and McAleer (2003) as the solution of the system of equations





Pθ(L) Xt = Qθ(L) εt,

εt = σtζt, with σ2t = c0 +
∑p′

i=1 ciε
2
t−i +

∑q′

i=1 diσ
2
t−i

(3.7)

where

• c0 > 0, ci ≥ 0 for i = 1, . . . , p′, di ≥ 0 for i = 1, . . . , q′,
∑q′

i=1 di < 1 and cp′ , dq′ positive;

• Pθ(x) = 1− a1x− · · · − apx
p and Qθ(x) = 1− b1x− · · · − bqx

q are coprime polynomials with∑p
i=1 |ai| < 1 and

∑p
i=1 |bi| < 1.

Let θ = (c0, c1, . . . , cp′ , d1, . . . , dq′ , a1, . . . , ap, b1, . . . , bq). We are going to use Lemma 2.1. Since

(εt) is supposed to be a GARCH(p′, q′), then f εθ = 0 and M ε
θ =

((
1−∑q′

j=1 djL
j
)−1(

c0 + c1ε
2
t−1 +

· · · + cp′ε
2
t−p′

)1/2
and direct computations imply that the Lipshitz coefficients of (εt) are such as

α
(0)
j (f ε, {θ0}) = 0 and α

(0)
j (M ε, {θ0}) = |βj | with

(
1 +

∑∞
j=1 βjx

j
)(
1 − ∑q′

j=1 djx
j
)
=

∑p′

j=0 cjx
j.

Therefore (α
(0)
j (f ε, {θ0}))j and (α

(0)
j (M ε, {θ0}))j are EDS (see for instance Berkes and Horvath,
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2004). Thus (A0(f
ε, {θ0})) and (A0(M

ε, {θ0})) hold.
Considering the ARMA part and denoting (ψj) such as

(
1 +

∑∞
j=1 ψjx

j
)(
1 −∑∞

j=1 ajx
j
)
=

(
1 −∑∞

j=1 bjx
j
)
, then from Lemma 2.1 we deduce that:

{
α
(0)
j (f, {θ0}) = |ψj |
α
(0)
j (M, {θ0}) ≤ ∑j

k=1 |ψk| × |βj−k|
.

Then we deduce that (α
(0)
j (f, {θ0}))j and (α

(0)
j (M, {θ0}))j are EDS, (A0(f, {θ0})) and (A0(M, {θ0}))

hold, and X is a.s. a solution of (1.1) for θ included in the r-order stationarity set Θ(r) defined by

Θ(r) =
{
θ ∈ R

p+q+p′+q′+1
/ ∞∑

i=1

|ψi(θ)|+
(
E
[
|ζ0|r

])1/r ∞∑

j=1

j∑

k=1

|ψk| × |βj−k| < 1
}
. (3.8)

Now the strong consistency and asymptotic normality of the Laplacian-QMLE for ARMA-GARCH

processes can be established:

Proposition 3.2. Assume that X is a stationary solution of (3.7) with θ0 ∈ Θ where Θ is a

compact subset of Θ(r) defined in (3.8). Then,

1. If r = 1, then θ̂n
a.s.−→

n→∞
θ0.

2. If r = 2, and if Γf and ΓM defined in (5.21) are definite positive symmetric matrix, then the

asymptotic normality (3.3) of θ̂n holds.

This result is a new one and extends the previous results already obtained with Gaussian-QMLE

for such processes (see for instance, Ling and McAleer, 2003, and Bardet and Wintenberger, 2009).

3/ ARMA-ARCH(∞) processes. ARMA(p, q)-ARCH(∞) processes are a natural extension

of ARMA-GARCH processes. They are the solution of the system of equations





Pθ(L) Xt = Qθ(L) εt,

εt = σtζt, with σ2t = c0 +
∑∞

i=1 ciε
2
t−i

(3.9)

where

• c0 > 0, ci ≥ 0 for i ≥ 1;

• Pθ(x) = 1− a1x− · · · − apx
p and Qθ(x) = 1− b1x− · · · − bqx

q are coprime polynomials with∑p
i=1 |ai| < 1 and

∑p
i=1 |bi| < 1.

ARCH(∞) processes were introduced by Robinson (1991) and the asymptotic properties of Gaussian-

QMLE were studied in Robinson and Zaffaroni (2006), Straumann and Mikosch (2006) or Bardet

and Wintenberger (2009). Hence, we assume that there exists β = (β1, · · · , βm) such as for

all i ∈ N, ci = c(i, β), with c(·) a known function. Let θ = (β, a1, . . . , ap, b1, . . . , bq). We

are going to use Lemma 2.1. Since (εt) is supposed to be an ARCH(∞), then f εθ = 0 and

M ε
θ =

(
c(0, β) +

∑∞
i=1 c(i, β)ε

2
t−i

)1/2
and direct computations imply that the Lipshitz coefficients

8



of (εt) are such as α
(0)
j (f ε, {θ0}) = 0 and α

(0)
j (M ε, {θ0}) = c(j, β0). Therefore we assume that there

exists ℓ > 1 such as

c(j, β0) = O
(
j−ℓ) when j → ∞. (3.10)

Thus (A0(f
ε, {θ0})) and (A0(M

ε, {θ0})) hold.
Considering the ARMA part and denoting (ψj) such as

(
1 +

∑∞
j=1 ψjx

j
)(
1 −∑∞

j=1 ajx
j
)
=

(
1 −∑∞

j=1 bjx
j
)
, then from Lemma 2.1 we deduce that:

{
α
(0)
j (f, {θ0}) = |ψj |
α
(0)
j (M, {θ0}) ≤ ∑j

k=1 |ψk| × c(j, β0)
.

Then we deduce that (α
(0)
j (f, {θ0}))j is EDS and (α

(0)
j (M, {θ0}))j = O

(
j−ℓ). Then (A0(f, {θ0}))

and (A0(M, {θ0})) hold, and X is a.s. a solution of (1.1) for θ included in the r-order stationarity

set Θ(r) defined by

Θ(r) =
{
θ ∈ R

p+q+m
/ ∞∑

i=1

|ψi(θ)|+
(
E
[
|ζ0|r

])1/r ∞∑

j=1

j∑

k=1

|ψk| × c(j, β0) < 1
}
. (3.11)

Now the strong consistency and asymptotic normality of the Laplacian-QMLE for ARMA-ARCH(∞)

processes can be established:

Proposition 3.3. Assume that X is a stationary solution of (3.9) where (3.10) holds and with

θ0 ∈ Θ where Θ is a compact subset of Θ(r) defined in (3.11). Then,

1. If r ≥ 1 and ℓ ≥ 2/min(r, 2), then θ̂n
a.s.−→

n→∞
θ0.

2. If r = 2, ℓ > 1 and if ∂iβc(j, β) = O
(
j−ℓ

)
for i = 1, 2, and if Γf and ΓM defined in (5.21)

are definite positive symmetric matrix, then the asymptotic normality (3.3) of θ̂n holds.

This result is a new one. Note that ℓ > 1 and r = 2 is required for the asymptotic normality of

Laplacian-QMLE while r = 4 and ℓ > 2 is required for Gaussian-QMLE for such processes (see for

instance Bardet and Wintenberger, 2009). This confers a clear advantage to Laplacian-QMLE.

4/ ARMA-APARCH processes. The ARMA(p, q)-APARCH(p′, q′) processes have been also

introduced by Ding et al. (1993) as the solutions of the equations





Pθ(L)Xt = Qθ(L) εt,

εt = σt ζt, with σ
δ
t = ω +

∑p′

i=1 αi(|εt−i| − γiεt−i)
δ +

∑q′

j=1 βjσ
δ
t−j

(3.12)

where:

• δ ≥ 1, ω > 0, −1 < γi < 1 and αi ≥ 0 for i = 1, . . . , p′−1, βj ≥ 0 for j = 1, . . . , q′−1, αp′ , βq′

positive real numbers and
∑p′

j=1 αj < 1;

• Pθ(x) = 1− a1x− · · · − apx
p and Ψθ(x) = 1− b1x− · · · − bqx

q are coprime polynomials with∑p
i=1 |ai| < 1 and

∑q
i=1 |bi| < 1 .
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Let θ = (δ, ω, α1, . . . , αp′ , γ1, . . . , γp′ , β1, . . . , βq′ , a1, . . . , ap, b1, . . . , bq). Then, as for ARMA-GARCH

processes, we are going to use Lemma 2.1. Thanks to the computations realized for APARCH

processes, we obtain α
(0)
j (f ε, {θ0}) = 0 and α

(0)
j (M ε, {θ0}) = max(|b+j |1/δ , |b−j |1/δ) with (b+i , b

−
i )i≥1

defined in (3.5).

Then, we have
{
α
(0)
j (f, {θ0}) ≤ |ψj |
α
(0)
j (M, {θ0}) ≤ ∑j

k=1 |ψk| ×max
(
|b+j−k|1/δ , |b−j−k|1/δ

) .

(ψj) such as
(
1+

∑∞
j=1 ψjx

j
)(
1−∑∞

j=1 ajx
j
)
=

(
1−∑∞

j=1 bjx
j
)
. From Lemma 2.1, (A0(f,Θ)) and

(A0(M,Θ)) hold since (α
(0)
j (f ε, {θ0}))j = 0 and (α

(0)
j (M ε, {θ0}))j are EDS. As a consequence, for

r ≥ 1, the stationarity set Θ(r) is defined by

Θ(r) =
{
θ ∈ R

p+q+p′+q′+2
/ ∞∑

j=1

|ψj |+
(
E
∣∣ζ0|r

])1/r ∞∑

j=1

j∑

k=1

|ψk| ×max
(
|b+j−k|1/δ , |b−j−k|1/δ

)
< 1

}
.

Now, we are able to provide the asymptotic properties of QMLE for ARMA-APARCH models.

Proposition 3.4. Assume that X is a stationary solution of (3.12) with θ0 ∈ Θ where Θ is a

compact subset of Θ(r) defined in (3.8). Then,

1. If r = 1, then θ̂n
a.s.−→

n→∞
θ0.

2. If r = 2, and if Γf and ΓM defined in (5.21) are definite positive symmetric matrix, then the

asymptotic normality (3.3) of θ̂n holds.

This result is stated for the first time for Laplacian-QMLE. The case of Gaussian-QMLE for ARMA-

APARCH could be also obtained following the previous decomposition and the paper Bardet and

Wintenberger (2009). Once again, the asymptotic normality of Laplacian-QMLE only requires

r = 2 while this requires r = 4 for Gaussian-QMLE.

4 Numerical Results

To illustrate the asymptotic results stated previously, we realized Monte-Carlo experiments on

the bevarior of Laplacian-QMLE (denoted θ̂LQL
n ) for several time series models, sample sizes and

probability distributions. A comparison with the results obtained by Gaussian QMLE (denoted

θ̂GQL
n ) is also proposed.

More precisely, the considered probability distributions of (ζt) are:

• Centred Gaussian distribution denoted N ;

• Centred Laplacian distribution denoted L;

• Centred Uniform distribution denoted U ;

• Centred Student distribution with 3 freedom degrees, denoted t3;

• Normalized centred Gaussian mixture with probability distribution 0.05 ∗ N (−2, 0.16) +

N (0, 1) + 0.05 ∗ N (2, 0.16) and denoted M.

10



All these probability distributions are normalized such as E[|ζ0|] = 1, required for Laplacian-

QMLE. For using Gaussian-QMLE requiring σ2ζ = 1, it is necessary to consider the model with

M ′
θ =

E[|ζ0|]
σζ

Mθ instead of Mθ.

Several models of time series satisfying (1.1) and the assumptions of Theorem 3.1 and 3.3 are

considered:

• a ARMA(1, 1) process defined by Xt = φ Xt−1 + ζt + θζt−1 with φ = 0.4 and θ = 0.6;

• a ARCH(1) process defined by Xt = ζt

√
ω + αX2

t−1 with ω = 0.4 and α = 0.2;

• a GARCH(1, 1) process defined by Xt = ζt σt where σ
2
t = α0+α1X

2
t−1+βσ

2
t−1 with α0 = 0.2,

α1 = 0.4 and β = 0.2;

• a ARMA(1, 1)-GARCH(1, 1) process defined by Xt = φXt−1+ εt+ θεt−1 where εt = ζt σt and

σ2t = α0 + α1ε
2
t−1 + βσ2t−1 with φ = 0.4, θ = 0.6, α0 = 0.2, α1 = 0.4 and β = 0.1;

• a ARMA(1, 1)-APARCH(1, 1) process defined by Xt = φXt−1 + εt + θεt−1 where εt = ζt σt

and σδt = α0 + α1

(
|εt−1| − γεt−1

)δ
+ βσδt−1 and φ = 0.4, θ = 0.6, α0 = 0.2, α1 = 0.4, γ = 0.5,

β = 0.1 and δ = 1.2.

Hence we computed the root-mean-square error (RMSE) from 1000 independent replications of

θ̂LQL
n and θ̂LQL

n for those processes and the results are presented in Table 1 and 2.

Conclusion of the numerical results: On the one hand, it is clear that the RMSE decreases as

the sample size increases, which validates the theoretical results (consistency of the estimators). On

the other hand, Table 1 and 2 show that the Laplacian-QMLE provides more accurate estimation

than the Gaussian-QMLE for several types of noise, except of course in the case of a Gaussian

distribution (even in this case the RSME of both the estimators are almost the same).

5 Proofs

Proof of Lemma 2.1. First, as X is a stationary process and the ARMA(p, q) process is causal

invertible then X̃ is also a stationary process (the coefficients of Λβ0 are EDS). Moreover, it is well

known that (ψj(β0))j∈N is EDS. Then we have:

X̃t = Λβ0(L)
(
Mθ0

(
(Xt−i)i≥1

)
ζt + fθ0

(
(Xt−i)i≥1

))

X̃t +
∞∑

j=1

ψj(β0)X̃t−j = Mθ0

(
(Λ−1

β0
(L)X̃t−i)i≥1

)
ζt + fθ0

(
(Λ−1

β0
(L)X̃t−i)i≥1

)

X̃t = M̃
θ̃0

(
(X̃t−i)i≥1

)
ζt + f̃

θ̃0

(
(X̃t−i)i≥1

)

with
{ M̃

θ̃0

(
(xt−i)i≥1

)
= M

θ̃0

(
(Λ−1

β0
(L)xt−i)i≥1

)

f̃
θ̃0

(
(xt−i)i≥1

)
= fθ0

(
(Λ−1

β0
(L)xt−i)i≥1

)
−∑∞

j=1 ψj(β0)xt−j

.(5.1)
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L N t3 U M
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n

ARMA(1,1) θ 100 0.106 0.091 0.114 0.117 0.113 0.090 0.112 0.059 0.110 0.078

1000 0.031 0.024 0.032 0.032 0.036 0.027 0.031 0.014 0.031 0.023

5000 0.014 0.010 0.014 0.015 0.016 0.011 0.016 0.012 0.013 0.010

φ 100 0.119 0.102 0.121 0.128 0.123 0.102 0.120 0.067 0.121 0.090

1000 0.037 0.028 0.036 0.036 0.040 0.030 0.036 0.017 0.036 0.027

5000 0.016 0.012 0.014 0.016 0.017 0.013 0.016 0.007 0.014 0.006

ARCH(1) ω 100 0.068 0.061 0.048 0.049 0.254 0.085 0.035 0.025 0.062 0.052

1000 0.020 0.018 0.015 0.015 0.134 0.049 0.011 0.016 0.036 0.018

5000 0.010 0.009 0.006 0.006 0.115 0.044 0.005 0.015 0.031 0.008

α 100 0.161 0.155 0.141 0.142 0.979 0.418 0.102 0.064 0.484 0.423

1000 0.063 0.058 0.043 0.043 0.852 0.169 0.029 0.033 0.157 0.133

5000 0.016 0.014 0.012 0.012 0.378 0.109 0.013 0.031 0.087 0.062

GARCH(1,1) α0 100 0.112 0.105 0.095 0.100 0.211 0.126 0.081 0.047 0.134 0.114

1000 0.036 0.032 0.028 0.028 0.098 0.058 0.023 0.018 0.066 0.051

5000 0.016 0.014 0.012 0.012 0.055 0.043 0.010 0.015 0.040 0.023

α1 100 0.162 0.157 0.149 0.150 0.453 0.364 0.115 0.070 0.507 0.429

1000 0.061 0.056 0.449 0.449 0.333 0.150 0.030 0.033 0.160 0.136

5000 0.029 0.026 0.020 0.020 0.193 0.095 0.013 0.030 0.086 0.058

β 100 0.225 0.209 0.188 0.190 0.499 0.429 0.163 0.105 0.483 0.390

1000 0.060 0.055 0.051 0.051 0.285 0.174 0.044 0.022 0.170 0.169

5000 0.027 0.024 0.022 0.022 0.180 0.075 0.019 0.009 0.072 0.075

Table 1: Root Mean Square Error of the components of θ̂LQL
n and θ̂GQL

n for ARMA(1, 1), ARCH(1)

and GARCH(1, 1) processes.
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L N t3 U M
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n θ̂GQL

n θ̂LQL
n

ARMA(1, 1) θ 100 0.120 0.097 0.107 0.107 0.121 0.098 0.097 0.067 0.123 0.087

-GARCH(1, 1) 1000 0.035 0.024 0.028 0.028 0.048 0.029 0.024 0.015 0.035 0.026

5000 0.016 0.010 0.012 0.012 0.023 0.012 0.015 0.011 0.011 0.007

φ 100 0.135 0.109 0.117 0.119 0.141 0.116 0.110 0.077 0.132 0.102

1000 0.044 0.030 0.033 0.033 0.063 0.035 0.029 0.023 0.053 0.046

5000 0.020 0.014 0.015 0.015 0.029 0.015 0.013 0.012 0.019 0.014

α0 100 0.104 0.096 0.085 0.084 0.158 0.129 0.073 0.055 0.131 0.116

1000 0.031 0.028 0.025 0.025 0.241 0.060 0.021 0.019 0.053 0.046

5000 0.014 0.012 0.010 0.010 0.052 0.042 0.009 0.016 0.036 0.019

α1 100 0.179 0.177 0.166 0.167 0.469 0.385 0.134 0.107 0.494 0.405

1000 0.064 0.060 0.045 0.045 0.328 0.161 0.031 0.046 0.160 0.137

5000 0.031 0.027 0.020 0.020 0.182 0.096 0.013 0.038 0.090 0.062

β 100 0.302 0.269 0.252 0.233 0.604 0.497 0.217 0.164 0.553 0.472

1000 0.057 0.051 0.051 0.051 0.312 0.187 0.045 0.049 0.165 0.170

5000 0.025 0.022 0.020 0.020 0.199 0.073 0.062 0.066 0.019 0.025

ARMA(1, 1) θ 100 0.110 0.086 0.096 0.101 0.112 0.090 0.097 0.068 0.125 0.091

-APARCH(1, 1) 1000 0.029 0.021 0.023 0.024 0.031 0.021 0.022 0.014 0.033 0.024

5000 0.013 0.008 0.010 0.010 0.014 0.009 0.010 0.006 0.015 0.011

φ 100 0.138 0.114 0.121 0.126 0.128 0.107 0.111 0.086 0.146 0.107

1000 0.040 0.027 0.032 0.032 0.041 0.028 0.029 0.026 0.043 0.030

5000 0.018 0.012 0.012 0.012 0.020 0.012 0.013 0.014 0.019 0.013

ω 100 0.198 0.192 0.199 0.210 0.254 0.262 0.221 0.170 0.290 0.272

1000 0.079 0.067 0.056 0.056 0.226 0.218 0.044 0.045 0.142 0.129

5000 0.033 0.028 0.025 0.025 0.209 0.207 0.017 0.029 0.061 0.056

α 100 0.206 0.201 0.183 0.184 0.464 0.449 0.167 0.131 0.352 0.327

1000 0.060 0.053 0.041 0.041 0.447 0.432 0.029 0.043 0.143 0.134

5000 0.025 0.023 0.018 0.018 0.421 0.414 0.012 0.027 0.071 0.059

γ 100 0.413 0.386 0.346 0.356 0.439 0.426 0.310 0.233 0.613 0.601

1000 0.105 0.094 0.071 0.070 0.101 0.092 0.057 0.041 0.217 0.220

5000 0.042 0.039 0.029 0.029 0.045 0.038 0.024 0.018 0.086 0.089

β 100 0.297 0.282 0.255 0.238 0.312 0.288 0.186 0.145 0.476 0.468

1000 0.074 0.067 0.058 0.058 0.074 0.066 0.043 0.033 0.151 0.150

5000 0.033 0.031 0.024 0.024 0.034 0.029 0.018 0.012 0.061 0.063

δ 100 0.732 0.732 0.712 0.717 0.740 0.739 0.703 0.613 0.830 0.815

1000 0.402 0.352 0.296 0.296 0.394 0.338 0.235 0.290 0.542 0.534

5000 0.170 0.147 0.132 0.131 0.169 0.145 0.092 0.168 0.251 0.262

Table 2: Root Mean Square Error of the components of θ̂LQL
n and θ̂GQL

n for ARMA(1, 1)-

GARCH(1, 1) and ARMA(1, 1)-APARCH(1, 1) processes.

13



Finally, for i = 0,

∣∣f̃
θ̃0

(
(xt−i)i≥1

)
− f̃

θ̃0

(
(yt−i)i≥1

)∣∣ ≤
∞∑

j=1

α
(0)
j (f, {θ0})

∣∣(Λ−1
β0

(L)xt−j−i)i≥1 − (Λ−1
β0

(L)yt−j−i)i≥1

∣∣

+|ψj(β0)| |xt−j − yt−j |

≤
∞∑

j=1

α
(0)
j (f, {θ0})

∣∣
∞∑

k=0

|ψk(β0)| |xt−k−j − yt−k−j

∣∣+ |ψj(β0)| |xt−j − yt−j|

≤
∞∑

j=1

(
|ψj(β0)|+

j∑

k=1

α
(0)
k (f, {θ0})ψj−k(β0)

)
|xt−j − yt−j

∣∣

=⇒ α
(0)
j (f̃ , {θ̃0}) ≤ |ψj(β0)|+

j∑

k=1

α
(0)
k (f, {θ0})

∣∣ψj−k(β0)
∣∣. (5.2)

Moreover, we also have:

∣∣M̃
θ̃0

(
(xt−i)i≥1

)
− M̃

θ̃0

(
(yt−i)i≥1

)∣∣ ≤
∞∑

j=1

α
(0)
j (M, {θ0})

∣∣(Λ−1
β0

(L)xt−j−i)i≥1 − (Λ−1
β0

(L)yt−j−i)i≥1

∣∣

=⇒ α
(0)
j (M̃, {θ̃0}) ≤

j∑

k=1

α
(0)
k (M, {θ0})

∣∣ψj−k

∣∣. (5.3)

The same kinds of computations could also be done by considering the first and second derivatives

of f̃ and M̃ with respect to θ̃. Note, and this is important, that the first and second derivatives of

Λ−1
β with respect to θ̃ are also EDS. Finally,

• if when j → ∞, α
(0)
j (K, {θ0}) = O(j−β) with β > 1 and ψj = O(ρj) with 0 ≤ ρ < 1, then

there exists C > 0 such as
∑j

k=1 α
(0)
k (K, {θ0})

∣∣ψj−k

∣∣ ≤ C
∑j

k=1 k
−βρj−k ∼ −C(log ρ)−1j−β

and therefore α
(0)
j (K̃, {θ̃0}) = O(j−β).

• if when j → ∞, α
(0)
j (K, {θ0}) = O(rj) with 0 ≤ r < 1 and ψj = O(ρj) with 0 ≤ ρ < 1, then

there exists C > 0 such as
∑j

k=1 α
(0)
k (K, {θ0})

∣∣ψj−k

∣∣ ≤ C
∑j

k=1 r
−kρj−k = O(j max(r, ρ)j)

and therefore α
(O)
j (K̃, {θ̃0}) is EDS.

The same kind of computation can be also done for (α
(i)
j (K̃, {θ̃0}))j since the derivatives and

second-derivatives of Λ−1
β0

with respect to β and therefore to θ̃ are also EDS.

Now we remind two lemmas already proved in Bardet and Wintenberger (2009):

Lemma 5.1. Assume that θ0 ∈ Θ(r) for r ≥ 1 and X is the causal stationary solution of the

equation (1.1). If (A0(K,Θ)) holds (with K = f or K = M) then Kt
θ ∈ Lr(C(Θ, Rm)) and there

exists C > 0 not depending on t such that

E
[
‖K̂t

θ −Kt
θ‖rΘ

]
≤ C E

[
|X0|r

](∑

j≥t

αj(K,Θ)
)r

for all t ∈ N∗. (5.4)

Lemma 5.2. Let D(2)(Θ) denote the Banach space of 2 times continuously differentiable functions

on Θ equipped with the uniform norm

‖h‖2,Θ = ‖h‖Θ +
∥∥∥∂h
∂θ

∥∥∥
Θ
+

∥∥∥ ∂2h

∂θ∂θ′

∥∥∥
Θ
.
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Let θ0 ∈ Θ(r) (r ≥ 1) and assume that for i = 0, 1, 2, (Ai(f,Θ)) and (Ai(M,Θ)) hold. Then

f tθ ∈ L
r
(
D(2)(Θ)

)
and M t

θ ∈ L
r
(
D(2)(Θ)

)
.

Now, we begin with the proofs of Theorem 3.1, 3.2 and 3.3.

Proof of Theorem 3.1. The proof of the theorem is divided into two parts and follows the same

procedure than in Bardet and Wintenberger (2009). In (i), a uniform (on Θ) strong law of large

numbers satisfied by 1
n L̂n(θ) converging to L(θ) := −E[q0(θ)] is established. In (ii), it is proved

that L(θ) admits a unique maximum in θ0. Those two vconditions lead to the strong consistency

of θ̂n (from Jeantheau, 1998).

(i) In the same way and for the same reason in the proof of Theorem 1 of Bardet and Win-

tenberger (2009), the uniform strong law of large numbers satisfied by the sample mean of (q̂t)t∈N∗

(defined in (2.3)]) is implied by establishing E[‖qt(θ)‖Θ] <∞. But from Lemma 5.1, for all t ∈ Z,

|qt(θ)| =
∣∣(M t

θ)
−1|Xt − f tθ|+ log(M t

θ)
∣∣

≤ |Xt − f t(θ)|
M

+
∣∣ log(M )

∣∣+M t
θ

=⇒ sup
θ∈Θ

|qt(θ)| ≤
1

M

(
|Xt|+ ‖f t(θ)‖Θ

)
+

∣∣ log(M )
∣∣+ ‖M t

θ‖Θ.

With r ≥ 1, we have ∀t ∈ Z, E[|Xt|] <∞ from Proposition 2.1 and E
[
‖f tθ‖rΘ + ‖M t

θ‖rΘ
]
<∞ from

Lemma 5.1, implying E
[
‖f tθ‖Θ + ‖M t

θ‖Θ
]
<∞. As a consequence, for all t ∈ Z,

E
[
‖qt(θ)‖Θ

]
<∞.

Hence, the uniform strong law of large numbers for (qt(θ)) follows:

∥∥∥Ln(θ)

n
− L(θ)

∥∥∥
Θ

a.s.−→
n→∞

0. (5.5)

Now, we are going to establish 1
n

∥∥L̂n(θ)− Ln(θ)
∥∥
Θ

a.s.−→
n→∞

0. Indeed, for all θ ∈ Θ and t ∈ N∗,

|q̂t(θ)− qt(θ)| ≤
∣∣ log(M̂ t

θ)− log(M t
θ) + (M̂ t

θ)
−1|Xt − f̂ tθ| − (M t

θ)
−1|Xt − f tθ|

∣∣

≤
∣∣ log(M̂ t

θ)− log(M t
θ)
∣∣+

∣∣((M̂ t
θ)

−1 − (M t
θ)

−1)|Xt − f tΘ|+ (M̂ t
θ)

−1|f̂ tθ − f tθ|
∣∣

≤
∣∣M̂ t

θ −Mθ
t
∣∣M−1 + |M̂ t

θ −M t
θ|M−2|Xt − f tθ|+M−1|f̂ tθ − f tθ|

≤ C
(
1 + |Xt|+ |f tθ|

)(
|M̂ t

θ −Mθ
t|+ |f̂ tθ − f tθ|

)
,

with C > 0. Hence, we have:

‖q̂t(θ)− qt(θ)‖Θ ≤ C
(
1 + |Xt|+ ‖f tθ‖Θ

)(
‖M̂ t

θ −M t
θ‖Θ + ‖f̂ tθ − f tθ‖Θ

)
.

By Corollary 1 of Kounias and Weng (1969), the proof is achieved if there exists s ∈ (0, 1] such as

∑

t≥1

1

ts
E
[
‖qt(θ)− q̂t(θ)‖sΘ

]
<∞. (5.6)
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Let us prove (5.6) with s = r/2 when r ∈ [1, 2].

From Cauchy-Schwarz Inequality and assumptions A0(f,Θ) and A0(M,Θ),

E
[
‖q̂t(θ)− qt(θ)‖r/2Θ

]
≤ C

(
E
[
(1 + |Xt|+ ‖f tθ‖Θ)r

]) 1
2
(
E
[
(‖M̂ t

θ −M t
θ‖Θ + ‖f̂ tθ − f tθ‖Θ)r

]) 1
2 .

Using Lemma 5.1 and previous proved results implying E[|Xt|r] <∞, E[‖f tθ‖rΘ + ‖M t
θ‖rΘ] <∞, we

obtain

E
[
‖q̂t(θ)− qt(θ)‖r/2Θ

]
≤ C

(∑

j>t

α
(0)
j (f,Θ) + α

(0)
j (M,Θ)

) r
2

≤ C t−
(ℓ−1)r

2 ,

where the last inequality is obtained from the condition (3.1) of Theorem 3.1.

Hence, we have

∑

t≥1

1

tr/2
E
[
|q̂t(θ)− qt(θ)|r/2Θ

]
≤ A

∑

t≥1

t−r ℓ/2,

which is finite when r ℓ > 2. When r ≥ 2, it is sufficient to consider the case r = 2. As a

consequence, we obtain

1

n

n∑

t=1

∥∥q̂t(θ)− qt(θ)
∥∥
Θ

a.s.−→
n→∞

0
1

n

∥∥L̂n(θ)− Ln(θ)
∥∥
Θ

a.s.−→
n→∞

0, (5.7)

and therefore, using (5.5),
1

n

∥∥L̂n(θ)− L(θ)
∥∥
Θ

a.s.−→
n→∞

0. (5.8)

(ii) Now for θ ∈ Θ, we study

L(θ) = −E[q0(θ)].

which can also be consider as a Kullback-Lieber discripency. We have

L(θ) = −E
[
log(M t

θ) + (M t
θ)

−1
∣∣Xt − f tθ

∣∣]

= −E
[
log(M t

θ) +
M t

θ0

M t
θ

∣∣∣ζt +
f tθ0 − f tθ
M t

θ0

∣∣∣
]
.

Hence, using E[|ζt|] = 1, we obtain:

L(θ0)− L(θ) = E
[
log

(M t
θ

M t
θ0

)
+
M t

θ0

M t
θ

∣∣∣ζt +
f tθ0 − f tθ
M t

θ0

∣∣∣− 1
]

= E
[
log

(M t
θ

M t
θ0

)
− 1 +

M t
θ0

M t
θ

E
[∣∣∣ζt +

f tθ0 − f tθ
M t

θ0

∣∣∣ | (Xt−k)k≥1

]]
.

But for ζt following a symmetric probability distribution, for any m ∈ R
∗, E[|ζt+m|] > E[|ζt|] = 1.

Therefore, for θ 6= θ0, if fθ 6= fθ0 (else > is replaced by ≥),

L(θ0)− L(θ) > E
[
log

( M t
θ

M t
θ0

)
− 1 +

M t
θ0

M t
θ

]

> h
(M t

θ

M t
θ0

)
,
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with h(x) = log(x) − 1 + x. But for any x ∈ (0, 1) ∪ (1,∞), h(x) > 0 and h(1) = 0. Therefore if

Mθ 6= Mθ0 , h
(

M t
θ

M t
θ0

)
> 0 (> 0 is replaced by = 0 if Mθ = Mθ0). This implies from Condition C3

(Identifiability) that L(θ0) − L(θ) > 0 almost surely for all θ ∈ Θ, θ 6= θ0. Hence a supremum of

L(θ) is only reached for θ = θ0 which is the unique maximum.

Proof of Theorem 3.2. We follow the same scheme of proof than in Davis and Dunsmuir (1997).

Hence, denote

Sn =

n∑

t=1

Vt−1

(
|Zt − n−1/2Yt−1| − |Zt|

)

= −n−1/2
n∑

t=1

Vt−1Yt−1sgn(Zt)

+2

n∑

t=1

Vt−1(n
−1/2Yt−1 − Zt)

(
10<Zt<n−1/2Yt−1

− 1n−1/2Yt−1<Zt<0

)

= An +Bn.

Since E
[
Vt−1Yt−1sgn(Zt) / Ft−1

]
= E[sgn(Zt)] E

[
Vt−1Yt−1

]
= 0 and E

[
V 2
0 Y

2
0

]
< ∞, we can apply

a central limit theorem for stationary martingale difference sequence (see Billingsley, 1968) and

An
D−→

n→∞
N
(
0 , E

[
V 2
0 Y

2
0

])
. (5.9)

Now, considering Bn, define also Wnt = Vt−1(n
−1/2Yt−1 − Zt)10<Zt<n−1/2Yt−1

. Using the same

arguments as in Davis and Dunsmuir (1997), we also obtain

• lim sup
n→∞

nE
[
W 2

nt

]
= 0;

• E
[
Wnt / Ft−1

]
≃ 1

2n
f(0)Vt−1Y

2
t−1 for |n−1/2Yt−1| < ε;

•
n∑

t=1

Wnt
P−→

n→∞

1

2
f(0)E

[
V0Y

2
0 1Y0>0

]
.

Then we deduce

Bn
P−→

n→∞
f(0)E

[
V0Y

2
0

]
. (5.10)

The proof is achieved from (5.9) and (5.10).

Proof of Theorem 3.3. We follow a proof which is similar to the one of Theorem 2 in Davis and

Dunsmuir (1997) or Li and Li (2008).

Let v =
√
n(θ − θ0) ∈ R

d. Then we are going to prove in 2/ that maximizing L̂n(θ) is equivalent

to maximizing Ln(θ) which is equivalent to maximizing

Wn(v) = −
n∑

t=1

(
qt(θ0 + n−1/2v)− qt(θ0)

)
(5.11)

=
n∑

t=1

log
( (M t

θ0+n−1/2v
)−1

(M t
θ0
)−1

)
+ (M t

θ0)
−1|Xt − f tθ0 | − (M t

θ0+n−1/2v
)−1

∣∣Xt − f t
θ0+n−1/2v

∣∣

with respect to v. As a consequence, there exists a sequence (v̂n)n where v̂n is a maximizer of

Wn(v) such as v̂n =
√
n(θ̂n − θ0). In 1/ we will provide a limit theorem satisfied by Wn(v). Then
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we are going to prove in 3/ that (Wn(·))n converges as a process of C(Rd) (space of continuous

functions on R
d) to a limit process W . Hence (v̂n)n converges to the maximizer of W .

1/ First, we are going to study the asymptotic behavior of Wn(v). We have

Wn(v) =
n∑

t=1

log
((M t

θ0+n−1/2v
)−1

(M t
θ0
)−1

)
+ |Xt − f tθ0 |

(
(M t

θ0)
−1 − (M t

θ0+n−1/2v
)−1

)

+

n∑

t=1

(M t
θ0+n−1/2v

)−1
(
|Xt − f tθ0 | −

∣∣Xt − f t
θ0+n−1/2v

∣∣)

= I1(v) + I2(v).

We have:

I1(v) = −
n∑

t=1

log
(M t

θ0+n−1/2v

M t
θ0

)
+ |ζt|

(
1−

M t
θ0

M t
θ0+n−1/2v

)

Using Taylor expansions, we deduce that for each t ∈ {1, · · · , n}, there exists θ
t
1 and θ

t
2 in the

segment [θ0, θ0 + n−1/2v] such as:

log
(M t

θ0+n−1/2v

M t
θ0

)
= n−1/2(M t

θ0)
−1v′

(∂M t
θ

∂θ

)
θ0

+
1

2
n−1

{
v′
(∂2M t

θ

∂θ2

)
θ
t
1

− (M t
θ0)

−2
(
v′
(∂M t

θ

∂θ

)
θ
t
1

)2}

M t
θ0

M t
θ0+n−1/2v

= 1− n−1/2(M t
θ0)

−1v′
(∂M t

θ

∂θ

)
θ0

+
1

2
n−1

{
2(M t

θ0)
−2

(
v′
(∂M t

θ

∂θ

)
θ
t
2

)2
− v′

(∂2M t
θ

∂θ2

)
θ
t
2

}

Then,

I1(v) = n−1/2
n∑

t=1

(M t
θ0)

−1v′
(∂M t

θ

∂θ

)
θ0

(
|ζt| − 1

)
+

1

2n

n∑

t=1

(M t
θ0)

−1
{
v′
(∂2M t

θ

∂θ2

)
θ
t
2

v |ζt| − v′
(∂2M t

θ

∂θ2

)
θ
t
1

v
}

+
1

2n

n∑

t=1

(M t
θ0)

−2
{(
v′
(∂M t

θ

∂θ

)
θ
t
1

)2
− 2

(
v′
(∂M t

θ

∂θ

)
θ
t
2

)2
|ζt|

}

= I
(1)
1 (v) + I

(2)
1 (v) + I

(3)
1 (v).

Using a Central Limit Theorem for martingale-differences (see [4]), since E
[
(M t

θ0
)−1v′

(
∂M t

θ
∂θ

)
θ0

(
|ζt|−

1
)
/ Ft−1

]
= 0 and E

[∥∥(M t
θ0
)−1v′

(
∂M t

θ
∂θ

)
θ0

∥∥2
Θ

]
<∞ (from Lemma 5.2), we have:

I
(1)
1 (v)

D−→
n→∞

N
(
0 , E

[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2](
σ2ζ − 1

))
. (5.12)

Now, using that θ ∈ Θ 7→ ∂M t
θ

∂θ and θ 7→ ∂2M t
θ

∂θ2 are continuous functions, θ
t
1

D−→
n→∞

θ0 and θ
t
2

D−→
n→∞

θ0,

we claim that I
(2)
1 (v) have the same limit distribution that 1

2n

∑n
t=1(M

t
θ0
)−1v′

(
∂2M t

θ
∂θ2

)
θ0
v
(
|ζt| − 1

)
.

Note that E
[
(M t

θ0
)−1v′

(
∂2M t

θ
∂θ2

)
θ0
v
(
|ζt|−1

)
/ Ft−1

]
= 0 and E

[∥∥(M t
θ0
)−1v′

(
∂2M t

θ
∂θ2

)
θ0
v
∥∥] <∞ (from

Lemma 5.2). Thus, from the strong large number law for martingale-differences (see [4]), we obtain:

1

2n

n∑

t=1

(M t
θ0)

−1v′
(∂2M t

θ

∂θ2

)
θ0
v
(
|ζt| − 1

) a.s.−→
n→∞

0,
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and this implies:

I
(2)
1 (v)

D−→
n→∞

0. (5.13)

Finally similar arguments as previously induce that I
(3)
1 (v) have the same limit distribution that

1
2n

∑n
t=1(M

t
θ0
)−2

(
v′
(
∂M t

θ
∂θ

)
θ0

)2 (
1 − 2|ζt|

)
. From the strong large number law for martingale-

differences (see [4]), we obtain:

1

2n

n∑

t=1

(M t
θ0)

−2
(
v′
(∂M t

θ

∂θ

)
θ0

)2 (
1− 2|ζt|

) a.s.−→
n→∞

1

2
E
[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2 (
1− 2|ζ0|

)]

a.s.−→
n→∞

−1

2
E
[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2]
,

and this implies:

I
(3)
1 (v)

D−→
n→∞

− 1

2
E
[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2]
. (5.14)

Finally, from (5.12), (5.13) and (5.14), we obtain:

I1(v)
D−→

n→∞
N
(
− 1

2
E
[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2]
, E

[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2](
σ2ζ − 1

))
. (5.15)

Now we consider I2(v) =

n∑

t=1

(M t
θ0+n−1/2v

)−1
(
|Xt − f tθ0 | −

∣∣Xt − f t
θ0+n−1/2v

∣∣). Using again Taylor

expansion, we can write:

I2(v) =

n∑

t=1

(M t
θ0)

−1
(
|Xt − f tθ0 | −

∣∣Xt − f t
θ0+n−1/2v

∣∣)

−n−1/2
n∑

t=1

(M t

θ
t
M

)−2 v′
(∂M t

θ

∂θ

)
θ
t
M

(
|Xt − f tθ0 | −

∣∣Xt − f t
θ0+n−1/2v

∣∣)

= I
(1)
2 (v) + I

(2)
2 (v),

with θ
t
M in the segment [θ0, θ0 + n−1/2v].

First we have:

I
(1)
2 (v) =

n∑

t=1

(
|ζt| −

∣∣ζt − n−1/2(M t
θ0)

−1v′
(∂f tθ
∂θ

)
θ
t
f

∣∣)

with θ
t
f in the segment [θ0, θ0 + n−1/2v]. Using Theorem 3.2, which an extension of Theorem 1

established in Davis and Dunsmuir (1997), denoting Zt = ζt, Yt = (M t
θ0
)−1v′

(∂f t
θ

∂θ

)
θ
t
f
and Vt = 1

for t ∈ Z,

I
(1)
2

D−→
n→∞

N
(
− g(0)E

[
(M0

θ0)
−2

(
v′
(∂f0θ
∂θ

)
θ0

)2]
, E

[
(M0

θ0)
−2

(
v′
(∂f0θ
∂θ

)
θ0

)2])
. (5.16)

since E
[
Y 2
t V

2
t

]
≤M−2E

[∥∥v′ ∂f
t
θ

∂θ

∥∥2
Θ

]
<∞ from Lemma 5.2.
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Then, we have:

I
(2)
2 (v) ∼ n−1/2

n∑

t=1

(M t
θ0)

−2 v′
(∂M t

θ

∂θ

)
θ0

(
|Xt − f tθ0 | −

∣∣Xt − f t
θ0+n−1/2v

∣∣)

∼ n−1/2
n∑

t=1

(M t
θ0)

−1 v′
(∂M t

θ

∂θ

)
θ0

(
|ζt| −

∣∣ζt − n−1/2(M t
θ0)

−1v′
(∂f tθ
∂θ

)
θ
t
f

∣∣)

P−→
n→∞

0, (5.17)

using the proof of Theorem 3.2 and denoting Zt = ζt, Yt = (M t
θ0
)−1v′

(∂f t
θ

∂θ

)
θ
t
f
and Vt = (M t

θ0
)−1 v′

(
∂M t

θ
∂θ

)
θ0

for t ∈ Z and condition E
[
|VtYt|

]
< ∞ insuring a strong law of large number instead of central

limit theorem for a martingale difference process. Therefore, from (5.16) and (5.17), we deduce

I2(v)
D−→

n→∞
N
(
− g(0)E

[
(M0

θ0)
−2

(
v′
(∂f0θ
∂θ

)
θ0

)2]
, E

[
(M0

θ0)
−2

(
v′
(∂f0θ
∂θ

)
θ0

)2])
. (5.18)

Finally, we obtain the behavior of Wn(v) defined in (5.11) from (5.15) and (5.18). However, we

have to specify the asymptotic dependency relation between I
(1)
1 and I

(1)
2 . Indeed these two terms

converge to a Gaussian law. This implies to consider the asymptotic behavior of the sum of these

two terms which could be reduced to the asymptotic behavior of:

n−1/2
n∑

t=1

(M t
θ0)

−1v′
(∂M t

θ

∂θ

)
θ0

(
|ζt| − 1

)
+ n−1/2

n∑

t=1

(M t
θ0)

−1v′
(∂f tθ
∂θ

)
θ0
sgn(ζt),

from the proof of Theorem 3.2. Using again a central limit theorem for martingale differences, we

obtain as asymptotic variance:

E
[
(M t

θ0)
−2

(
v′
(∂M t

θ

∂θ

)
θ0

(
|ζt| − 1

)
+ v′

(∂f tθ
∂θ

)
θ0
sgn(ζt)

)2]
= E

[
(M0

θ0)
−2

(
v′
(∂M0

θ

∂θ

)
θ0

)2](
σ2ζ − 1

)

+2E
[
(M0

θ0)
−2v′

(∂M t
θ

∂θ

)
θ0
v′
(∂f0θ
∂θ

)
θ0

]
E
[(
|ζt| − 1

)
sgn(ζt)

]
+ E

[
(M0

θ0)
−2

(
v′
(∂f0θ
∂θ

)
θ0

)2]

= E
[
(M0

θ0)
−2

{(
σ2ζ − 1

)(
v′
(∂M0

θ

∂θ

)
θ0

)2
+

(
v′
(∂f0θ
∂θ

)
θ0

)2}]
(5.19)

since (ζt)t admits a symmetric probability distribution with a null median and expectation. There-

fore, there is no covariance term and finally we obtain:

Wn(v)
D−→

n→∞
W (v) = v′

(
− 1

2
ΓM − g(0) ΓF

)
v + v′N (5.20)

with





N
L
= N

(
0,

((
σ2ζ − 1

)
ΓM + ΓF

))

ΓF =
(
E
[
(M0

θ0
)−2

(
∂f0

θ
∂θi

)
θ0

(
∂f0

θ
∂θj

)
θ0

])
1≤i,j≤d

ΓM =
(
E
[(

∂ log(M0
θ )

∂θi

)
θ0

(
∂ log(M0

θ )
∂θj

)
θ0

])
1≤i,j≤d

(5.21)

2/ Now, we consider the approximation Ŵn(v) of Wn(v) defined by:

Ŵn(v) = −
n∑

t=1

(
q̂t(θ0 + n−1/2v)− q̂t(θ0)

)
for any v ∈ Rd.
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From the assumptions of Theorem 3.1 and (5.7) we have 1
n

∑n
t=1

∥∥q̂t(θ) − qt(θ)
∥∥
Θ

a.s.−→
n→∞

0. Then

we have Ŵn(v) = Wn(v) + Rn(v) with
[
supv∈Rd |Rn(v)|

]
≤ 2

∑n
t=1

[∥∥q̂t(θ)− qt(θ)
∥∥
Θ

] a.s.−→
n→∞

0 and

then:

Ŵn(v)
D−→

n→∞
W (v) (5.22)

with W defined in (5.20).

3/ Now, from (5.22), the proof of Theorem 3.2 and the same arguments than in the proof of The-

orem 2 of Davis and Dunsmuir (1997), we deduce that finite distributions (Ŵn(v1), · · · , Ŵn(vk))

converge to (W (v1), · · · ,W (vk)) for any (v1, · · · , vk) ∈ (Rd)k. Moreover, always following the proof

of Theorem 2, (Wn(v))v converges to (W (v))v as a process on the continuous function space C0.

As a consequence, a maximum v̂ of Ŵn(v) satisfies:

v̂ =
(
ΓM + 2g(0) ΓF

)−1
N,

and this implies (3.3).

Proof of Proposition 3.1. First, Condition C2 is satisfied since b0 > 0. Other conditions on Lip-

shitzian coefficients are also satisfied from Lemma 2.1 (see the arguments above). The identifia-

bility condition C3 is also satisfied from the following which are divided into two parts. In (i) we

proof that
(
δ, b0, (b

+
i (θ), b

−
i (θ))i≥1

)
(defined in (3.5)) are unique, thereafter in (ii) we proof that

θ =
(
ω, (αi)1≤i≤p, (γi)1≤i≤p, (βi)1≤i≤q

)
is also unique.

(i) The proof of this result follow the same reasoning in Berkes et al. (2003). First we have

σδt = b0(θ) +
∑

i≥1 b
+
i (θ)(max(Xt−i, 0))

δ +
∑

i≥1 b
−
i (θ)(max(−Xt−i, 0))

δ . (5.23)

We prove the result by contradiction. Suppose that there exist two vectors β =
(
δ, b0, (b

+
i )i≥1, (b

−
i )i≥1

)

and β′ =
(
δ′, b′0, (b

+′

i )i≥1, (b
−′

i )i≥1

)
verifying (5.23). Let m > 0 be the smallest integer satisfying

b+m 6= b+
′

m or b−m 6= b−
′

m (if b+i = b+
′

i and b−i = b−
′

i ∀i ≥ 1 then b0 = b′0). In one hand, since

x ∈ (0,∞) 7→ xδ is a one-to-one map and since P(Xt = ±1, ∀t ∈ Z) = 0, we have δ = δ′. In the

other hand, by definition of m, we have

(b+
′

m − b+m)(max(Xt−i, 0))
δ + (b−

′

m − b−m)(max(−Xt−m, 0))
δ

= b0 − b′0 +
∑

i≥m+1

(b+i − b+
′

i )(max(Xt−i, 0))
δ +

∑

i≥m+1

(b−i − b−
′

i )(max(−Xt−i, 0))
δ . (5.24)

From (3.4), we have Xt−m = σt−mζt−m, therefore

(b+
′

m − b+m)(max(Xt−m, 0))
δ + (b−

′

m − b−m)(max(−Xt−m, 0))
δ =

{
(b+

′

m − b+m)σδt−mζ
δ
t−m when ζt−m ≥ 0

(b−
′

m − b−m)σδt−m(−ζt−m)δ when ζt−m < 0

Moreover (5.24) and the fact that b+m 6= b+
′

m or b−m 6= b−
′

m implies that at least one of the following

equalities hold




ζδt−m = ((b+
′

m − b+m)σδt−m)−1
(∑

i≥m+1(b
+
i − b+

′

i )(max(Xt−i, 0))
δ
)

when ζt−m ≥ 0

or

(−ζt−m)δ = ((b−
′

m − b−m)σδt−m)−1
(∑

i≥m+1(b
−
i − b−

′

i )(max(Xt−i, 0))
δ
)

when ζt−m < 0
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Since σδt−m > b0 > 0, ζδt−m is well defined. Let Fk be the F -algebra generated by (ζi, i < k).

The causal representation of tha APARCH(δ, p, q) shows that Xj is Fj-measurable and thus the

right-hand side of the above equations (and consequently also ζδt−m in the case ζt−m ≥ 0 or the

case ζt−m < 0) is a real-valued random variable, measurable with respect to Ft−m−1. Since (ζj) is

a sequence of independent random variables, this implies that ζt−m is a.s. constant when ζt−m ≥ 0

or when ζt−m < 0, contradicting the hypothesis saying ζδ0 has a non-degenerate distribution. This

achieves (i).

(ii) The representation (5.23) is the same as

σδt = b0 +Ψ+(L)(max(Xt, 0))
δ +Ψ−(L)(max(−Xt, 0))

δ .

with Ψ+ = Υ−1
θ1

∆+
θ2
, Ψ− = Υ−1

θ1
∆−

θ2
and ∆+

θ2
(L) =

∑p
i=1 αi(1 − γi)L

i,∆−
θ2
(L) =

∑p
i=1 αi(1 + γi)L

i

and Υθ1(L) =
∑q

i=1 βiL
i, where (∆+

θ2
,Υθ1) and (∆−

θ2
,Υθ1) respectively coprime and θ1 = (βi)1≤i≤q,

θ2 =
(
(αi)1≤i≤p, (γi)1≤i≤p

)
, then θ = (ω, θ1, θ2).

Suppose that there exist others polynomials ∆+
θ′2

=
∑p

i=1 α
′
i(1−γ′i)Li, ∆−

θ′2
=

∑p
i=1 α

′
i(1+γ

′
i)L

i, Υθ′2
=

∑q
i=1 β

′
iL

i satisfying Ψ+ = Υ−1
θ′1

∆+
θ′2
, Ψ− = Υ−1

θ′1
∆−

θ′2
with (∆+

θ′2
, Υθ′1

), (∆−
θ′2
,Υθ′1

) respectively co-

prime. Then




Υ−1
θ1

∆+
θ2

= Υ−1
θ′1

∆+
θ′2

Υ−1
θ1

∆−
θ2

= Υ−1
θ′1

∆−
θ′2

⇒





∆+
θ2

=
(
Υθ1Υ

−1
θ′1

)
∆+

θ′2

∆−
θ2

=
(
Υθ1Υ

−1
θ′1

)
∆−

θ′2

from the first equality, since deg(∆+
θ2
) = deg(∆+

θ′2
) = q, we conclude that Υθ1Υ

−1
θ′1

= 1, therefore

Υθ1 = Υθ′1
and so ∆+

θ2
= ∆+

θ′2
, likewise from the second equality we conclude that ∆−

θ2
= ∆−

θ′2
.

• The equalities ∆+
θ′2

= ∆+
θ2
, ∆−

θ′2
= ∆−

θ2
implies that αi(1 − γi) = α′

i(1 − γ′i) and αi(1 + γi) =

α′
i(1 + γ′i) which give αi = α′

i and γi = γ′i.

• The equality Υθ1 = Υθ′1
implies that βi = β′i.

• Since (βi)i=1,p, b0 = w(1 −∑p
j=1 βj)

−1 are unique then ω is unique.

Thus, Condition C3 is established and the proof of proposition is achieved.

Proof of Proposition 3.2. Since we prove that Lemma 2.1 implies that conditions on Liptshitzian

coefficients (α
(i)
j (f,Θ))j and (α

(i)
j (M,Θ))j , it remains to prove conditions C2 and C3. Condition

C2 holds since c0 is supposed to be a positive number. Finally, condition C3 also holds since

fθ = fθ′ implies ψj(θ) = ψj(θ
′) for all j ∈ Z. Therefore the parameters of the ARMA part of the

process are identified and then the identification of the parameters GARCH can be deduced from

the proof of Proposition 3.1.

Proof of Proposition 3.4. This proofs mimics exactly the proof of Proposition 3.2.
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