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Université de Rouen

F-76821 Mont-Saint-Aignan Cedex
Pierre.Heroux@univ-rouen.fr

Abstract

This paper proposes a strategy for retrospective con-
version of documents. This strategy consists in an in-
terpretation cycle where document analysis and doc-
ument understanding interact. This cycle is initial-
ized by the extraction of the outline of the layout
and logical structures of the document. Then, each
iteration of the cycle consists in the detection of in-
consistencies in the document modeling. Treatment
are applied to correct these inconsistencies. The cy-
cle ends when no more inconsistency occurs. The
method used for document objects classification is
based on the fusion of statistical and structural clas-
sifier results. A structural comparison method is used
for document structure classification. The different
levels of inconsistency which may occur in the docu-
ment representation are detailed. Several treatments
to solve theses inconsistencies are presented. Finally,
future prospects concerning incremental learning of
new classes of documents are developped in order to
implant this strategy in a document processing sys-
tem.

keywords: document structure, retrospective
conversion, solving inconsistencies

1 Introduction

This paper proposes a strategy for a retrospective
conversion of documents. Retrospective conversion

consists in rebuilding the modeling of a document
from the document image. Retrospective conversion
is useful because it allows to benefit of advantages
of electronic documents such as re-edition, diffusion,
indexing and archiving.

A document can be described by its layout struc-
ture and its logical structure [3]. The layout structure
hierarchically models the visual aspect of documents.
It is obtained by extracting and classifying graphical
objects of the document image. These graphical ob-
jects are called layout objects. The logical structure
represents the document organisation on the basis of
the meaning of the content. The logical structure de-
scribes the way a document can be parted into title,
sections, subsections, paragraphs...

The extraction of the layout structure is called doc-
ument analysis. Document understanding consists in
constructing the corresponding logical structure.

The strategy presented in this paper can be applied
to a wide range of documents which can be grouped
into classes. A document class contains documents
sharing a part of the layout and logical structures.
The part of the structure shared by all the documents
of a class is called the generic structure. Objects
can also be grouped into classes. An object class
is described by a generic object which expresses the
features shared by all specific objects of the class.

Our strategy is based on a dynamic interaction be-
tween document analysis and document understand-
ing. It consists in a so called interpretation cycle in-
spired by [5] which is initialized by extracting prim-



Figure 1: Layout structure of a document

itive layout and logical structures. The cycle con-
tinues by locating inconsistencies in the document
modeling and proposing different solutions to solve
these inconsistencies. This cycle ends when no more
inconsistency is detected.

Key elements of this strategy are the way objects
are extracted, how they are classified, the detection
of inconsistencies in the global document represen-
tation and the way these inconsistencies are solved.
Section 2 deals with the cycle initialisation which con-
sists in the extraction of the layout structure and the
construction of a primitive logical structure. In sec-
tion 3, object and structure classification methods
are detailed. Section 4 presents the different kinds of
inconsistencies which may occur in the document rep-
resentation. In section 5, differents methods are pro-
posed to solve inconsistencies. Finally, in section 6,
some conclusions and prospects are reported.

2 Structure extraction

A complete retrospective conversion of documents
has to construct a document modeling which repre-
sents, at least, the layout structure and the logical
structure of the document. Our strategy is based on
a cycle which makes document analysis and docu-
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Figure 2: Logical structure of a document

ment understanding interact. The cycle is initialised
by a phase which provides primitive versions of layout
and logical structures.

The layout structure is obtained by extracting
graphical objects from the document image [1]. This
is performed by a segmentation algorithm applied
on the document image after low level processing
(deskewing and binarisation). Extracted objects are
then associated in composite layout objects according
to size and proximity criteria. Then, they are labelled
(text, graphic, image...) according to graphic criteria
(size, black pixel density...). New composite objects
are then constructed with adjacent objects identically
labelled. Finally, a first version of the layout struc-
ture is obtained.

A structural classification algorithm which com-
pares the specific structure to be identified with
structures representing document classes gives a first
hypothesis concerning the document class. Assuming
that a document class contains not only a generic lay-
out structure but also a generic logical structure, the
outline of the logical structure is constructed by in-
stanciating the generic logical structure correspond-
ing to this hypothesis. This instanciation is per-
formed by associating a logical equivalent to basic
layout objects.

This initialises the interpretation cycle.
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Figure 3: Interpretation cycle

3 Object and structure classifi-
cation

In this section, we describe the different methods used
for object and structure classification. Object classi-
fication is used to determine the class of a specific
object. It is performed, for layout objects as well as
logical objects, by comparing the specific object to
be identified with generic objects representing object
classes. Each specific object contains three kinds of
features : a numeric feature vector, a graph and a
list of plausible labels. The numeric feature vector
contains numeric information concerning the object
independently from the rest of the document. The
graph represents the organisation and relations be-
tween the constituents of the object (except for ba-
sic objects). The list of plausible labels is generated
when the hierarchically superior object is labelled.
Then, hypothesis are launched concerning the labels
of its constituents.

A statistical classification method computes dis-
tances (Hamming distance, euclidean distance, max-
imum distance...) between the feature vector of the
specific object and feature vectors of generic objects.
This distance expresses the proximity between the
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Figure 4: Structure of an object

object to be identified and the classes in the repre-
sentation space. Finally the statistical classifiation
method returns a weighted list of plausible labels.
The weight associated to each label is inversely pro-
portional to the computed distance.

A structural classification method establishes an-
other weighted list of plausible labels. This list is
weighted by the inverse of the distance between the
graph representing the organisation of the specific ob-
jects constituents and the graphs of generic objects.
A graph of a generic object represents the organisa-
tion of consituents common to all associated specific
objects. The graph distance is computed by first de-
termining the number of nodes of the subgraph com-
mon to the compared graph [4]. Two overlapping
rates t1 and t2 are computed by dividing the number
of nodes of the common subgraph with the number
of nodes of each of the compared graphs. If one of
these rates is 1, this means that one of the graph is
included in the other one. In this case, if the other
rate is very small, then the included graph is very
small in regard to the other one. If the compared



graphs equal, t1 and t2 are equal to 1. A similarity
measurement can be established as

d =
1

t1.t2
− 1.

Finally, a fusion of the three weighted lists is per-
formed and provides a unique weighted list of plau-
sible labels for the object to be identified. Different
methods can be used to perform the fusion of the
lists. It can use the position of each class in the lists,
a weighted sum between the lists, or multiplying the
weights considering them as probabilities...

The first step of the interpretation cycle consists
in initialising the layout and the logical structures.
When no object has been classified, the classification
method only takes into account object intrinsic fea-
tures (feature vector).

In the following steps, the object classification
method takes into account not only intrinsic features
of the object, but it also refers the hierarchical con-
text of the object by considerind the labels of the
object constituents and the propositions concerning
its class emitted by the classification of the hierarchi-
cally superior object. This has the effect of making
the representation converge on stability.

An hypothesis is proposed for the label of each ob-
ject. This hypothesis corresponds to the first ele-
ment of the weighted list returned by the classifica-
tion method.

When an hypothesis has been provided for each
object, structure classification is used to determine
the class of the document. The structure classifica-
tion is performed, for layout structure as well as log-
ical structure, by comparing specific structures rep-
resenting the document to be identified with generic
structure representing document classes. The classifi-
cation of each of these structures proposes a class for
the document. The structural classification method
exposed in [2] is used.

4 Locating inconsistencies

After object and structure classification, the next
step in the interpretation cycle is the detection of in-
consistencies in the description of the document. In-

consistencies can be separated into several categories
or levels. The solving of an inconsistency will depend
on its level.

First, we define what we call intrinsic inconsis-
tency. It refers to the fact that no generic object
contains the features observed for the specific object.
The object can not be associated to any of the known
object classes. On the contrary, an object is said in-
trinsically consistent if its features are plausible in
regard to the known object classes.

The next consistency level is called contextual
neighboring consistency. An object is said to be con-
sistent at the neighboring contextual level if there is
at least one generic object which includes this object
and its neighbors as its constituents in the observed
configuration.

The hierarchical consistency deals with the fact
that an object associated to a specific class can, or
not, be a constituent of an object of an other class.
An object is said to be hierarchically consistent if its
class is compatible with the class of the hierarchically
superior object.

Finally, we define the abstraction level consistency.
It deals with the compatibilty between the class of a
logical object and the class of the corresponding lay-
out object. This mapping between layout and logical
object is not always possible. A logical object not
always correspond to a single layout object, for in-
stance, a paragraph can be split into two text blocks
on two columns. However the abstraction level con-
sistency can always be evaluated for structures. The
results of layout structure and logical structure classi-
fication must correspond to the same document class.

Object consistency is tested for each object and
struture.

5 Solving inconsistencies

Once inconstencies in the document representation
has been detected, they have to be solved. Several
treatments can be applied to solve inconsistencies.

First, object or structure classification may have
returned an erroneous result. A low cost treatment
consists in testing consistency, not any more with the
first element of the weighted list of plausible labels,



but with classes in the following propositions.
To make the classification more reliable, new ele-

ments can be taken into account to propose a new
class for an object. For instance, the knowledge of
the class of neighbour objects can efficiently guide
the classification. This contextual knowledge is inte-
grated by the structural classification. On the other
hand, determining the class of an object gives an in-
formation which can be used as a priori to determine
the class of its constituents. This is introduced by
the weighted list of plausible labels. However, it can
only be taken into account at the iteration of the in-
terpretation cycle following the classification of the
hierarchically superior object.

Inconsistencies may result from other errors. The
construction of the structure can be the reason of
an inconsistency. Some objects have to be merged,
others have to be split. The processing used in the
structure extraction may have been unappropriate.
In this case, they have to be called into question. The
structure extraction can be repeated for a small part
of the document by using methods which are more
appropriate. At each iteration in the interpretation
cycle, we have a better knowledge of the document
and of the context of unidentified objects. This con-
textual knowledge is used to apply more appropriate
methods. In section 6, prospects are proposed to dy-
namically qualify the relevance of methods.

Finally, in spite of the use of the previous solu-
tions, inconsistencies may remain in the description
of the document. This can lead us, not to call into
question the data, but the knowledge which might
be insufficient. If a specific object belongs to an un-
known class, it can not be identified. Then, the class
of this object has to be learned. Incremental learning
of object classes is refered later as a futur prospect.

The principal problem is to choose the treatment
which will solve a given inconsistency. Inconstencies
are caused by a classification errors, an erroneous ex-
traction due to unappropriate methods or an unsuf-
ficient knowledge. The different treatments to solve
inconsistencies are not equivalent in computational
complexity. A new object classification has a lower
cost than performing a structure extraction (followed
by object classification). The learning of a new class
would have an even greater cost. Our strategy con-

sists in first trying the lower cost treatments.
The treament applied to a single inconsistency can

lead to call into question a great part of the document
representation. The tried treament is given up when
the total number of inconsistencies has not decreased
after few interpretation cycle. Then treament with a
greater computational cost is tried.

6 Conclusion

This paper proposes a strategy for retrospective con-
version of documents. This is based on the interpre-
tation cycle which consists in classifying each object
analysing the consistency of the description and solve
the inconsistencies. This cycle makes document anal-
ysis and document understanding dynamically inter-
act. On one hand, the logical structure is initialised
from the knowledge of the layout structure. On the
other hand, the layout structure is not fixed and in-
consistencies in the logical structure can lead to call
into question the layout structure.

The document representation describes three dif-
ferent contextual relations between objects (neigh-
boring relations, hierarchical relations, layout-logical
relations). These differents levels of relation are ex-
ploited by the classification methods.

This proposed strategy will be implanted in a doc-
ument processing system which would be able to pro-
cess a wide range of documents and provide a conve-
nient representation.

Futurs prospects should deal with the characteri-
sation of extraction methods. This would permit to
choose the method which is the more appropriate to
the processed data. A method should be evaluated
for a particular application domain. This evaluation
could consist in determining whether the results of
the method have lead to inconsistency or not each
time they have been applied. This also allows to de-
termine the efficiency domain of the method.

The need for incremental learning of new classes
has been expressed. This could be done by com-
paring the unidentified configuration with the knowl-
edge. Exploiting similarities and differences between
an observed situation and the knowledge could allow
to build new object classes.



An operator could validate, correct the representa-
tion or complete the parts of the representation left
unidentified. His intervention through an graphical
user interface could be taken into account for incre-
mental learning.
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