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The Global Nonlinear Stability of Self-Gravitating Irrotational

Chaplygin Fluids in a FRW Geometry

Philippe G. LeFLOCH∗ and Changhua WEI†

Abstract

We analyze the global nonlinear stability of FRW (Friedmann-Robertson-Walker) spacetimes
in presence of an irrotational perfect fluid. We assume that the fluid is governed by the so-called

(generalized) Chaplygin equation of state p = −A
2

ρα
relating the pressure to the mass-energy

density, in which A > 0 and α ∈ (0, 1] are constant. We express the Einstein equations in wave
gauge as a systems of coupled nonlinear wave equations and by performing a suitable conformal
transformation, we are able to analyze the global behavior of solutions in future timelike directions.
We establish that the (3+1)-spacetime metric and the mass density and velocity vector describing
the evolution of the fluid remain globally close to a reference FRW solution, under small initial
data perturbations. Our analysis provides also the precise asymptotic behavior of the perturbed
solutions in the future directions.

Contents

1 Introduction 1
1.1 Main objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Background on the problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Nonlinear stability property in wave coordinates . . . . . . . . . . . . . . . . . . . . . 4

2 Formulation of the problem 6
2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Stress energy tensor for irrotational fluids . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The class of Friedmann-Robertson-Walker spacetimes . . . . . . . . . . . . . . . . . . 7

3 Proof of the nonlinear stability property 11
3.1 The wave gauge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 The reduced conformal Einstein equations . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 The conformal fluid evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 A key argument for the source terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.5 A class of symmetric hyperbolic systems . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.6 Completion of the proof of the main result . . . . . . . . . . . . . . . . . . . . . . . . . 26

1 Introduction

1.1 Main objective

Recent cosmological observations predict that our Universe is currently enjoying a phase of accelerated
expansion, which could be described for instance by introducing the notion of dark energy. An analysis
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based on the Big Bang model reveals that our Universe is spatially flat and consists of 70 percents
of dark energy (with negative pressure), while the remaining 30 percents consist of dust matter (i.e.
cold dark matter plus baryons), as well as negligible radiation. It has been predicted that the dark
energy may be responsible for the present acceleration of our Universe. These predictions from physics
rely on several possible theories of dark energy. One possibility is to include a cosmological constant
in the Einstein equations, while another quite interesting approach models the matter content as a
Chaplygin gas or, more generally a generalized Chaplygin gas (GCG) or a modified Chaplygin gas
(MCG). In the past decade, these models have been studied extensively by elementary methods of
analysis and via numerical simulations. For a more detailed description of these models, we refer to
[1–3, 6, 8–10, 16, 22] and the references therein.

In this paper, we consider the nonlinear future stability of self-gravitating fluids governed by the
(generalized) Chaplygin equation of state and, therefore, analyze the global existence problem for the
Einstein-Euler system.

Definition 1.1. A generalized Chaplygin gas, by definition, is a perfect fluid governed by the
equation of state

p = −A
2

ρα
, (1.1)

relating the pressure p = p(ρ) to the mass-energy density ρ ≥ 0 of this fluid, where A is a positive
constant and α ∈ (0, 1]. This is known as a Chaplygin gas when α = 1.

The Einstein-Euler system for a generalized Chaplygin gas read as follows:

G̃µν = T̃µν ,

∇̃µT̃µν = 0,
(1.2)

where G̃µν = R̃icµν − 1
2 R̃g̃

µν is Einstein’s curvature tensor of an unknown metric g̃ = g̃µνdx
µdxν ,

while R̃icµν and R̃ are the Ricci and scalar curvature of g̃, respectively, and ∇̃µ denotes the covariant

derivative of g̃. Here, T̃µν denotes the stress energy tensor

T̃µν = (ρ+ p)ũµũν + pg̃µν (1.3)

where ρ denotes the energy density, p = p(ρ) denotes the pressure and is given by (1.1), ũ =
(ũ0, · · · , ũ3) denotes the unit, future-directed, timelike 4-velocity, g̃µν is the inverse of g̃µν . As is
standard, we use Einstein’s summation convention, i.e. we sum over repeated lower and upper in-
dices.

We are interested in irrotational full fluids, namely, under the equation of state (1.1), fluid such
that there exists a potential function Ψ allowing us to express the stress energy tensor in form

T̃µν = (ρ+ p)ũµũν + pg̃µν

= A
2

α+1 I−
α
α+1

[
h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

− (I − h̃
α+1
2α )

α
α+1 g̃µν

]
,

(1.4)

where I is a constant depending only on the initial data of the state variables and h̃ = −g̃µν ∂̃µΨ∂̃νΨ ≥
0. The derivation of (1.4) from (1.1) will be presented in Section 2.2, below.

It is well-known that there exists a particular family of solutions to (1.2), that is, the Friedmann-
Robertson-Walker cosmological spacetimes, and our main result in the present work can be simply
described as follows.

Theorem 1.2 (The nonlinear future stability of Friedmann-Robertson-Walker spacetimes. Prelimi-
nary version). The FRW solutions to the Einstein-Euler system for a generalized Chaplygin gas are
nonlinearly stable toward the future, when the initial data set prescribed on an initial hypersurface is
a small perturbation of this FRW solution.
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A more technical version of the above theorem will be provided below after we will introduce
some necessary notations. At this junction, we want to recall some eariler work on the Einstein-Euler
system, especially for the expanding spacetimes of interest in the present work.

1.2 Background on the problem

One natural problem one may ask is whether or not our universe dominated by above models is stable.
Due to the importance of this problem in mathematics and physics, it attracts a lot of attention in
general relativity and great improvements have been made on the Einstein-Euler equations with
positive cosmological constant in recent years. We will describe these improvements clearly below.
While we still know nothing on the future nonlinear stability of our universe dominated by Chaplygin
gas (or GCG, MCG) in 1+3 spacetime dimensions, that is one motivation for us to study this problem.

The Einstein-Euler equations with positive cosmological constant read

G̃µν = T̃µν − Λg̃µν ,

∇̃µT̃µν = 0,
(1.5)

where Λ > 0 denotes the positive cosmological constant. One advance for equation (1.5) with metric
(??) and stress energy tensor (1.3) is focused on the fluid with equation of state

p = C2
sρ, (1.6)

where Cs ≥ 0 denotes the speed of sound. When Cs = 0, it is called the dust universe, and when

Cs =
√

1
3 , it is used to describe the radiation universe.

There are mainly two approaches to deal with the Einstein-Euler system (1.5) mathematically:
working with the given spacetime metric, or alternatively working with a conformally equivalent
metric. Both approaches play an important role in the mathematical theory of general relativity. The
well-known family of Friedmann-Lemâıtre-Robertson-Walker (FLRW) solutions to (1.5) represents a
homogeneous, fluid filled universe that is undergoing accelerated expansion. Rodnianski and Speck
[19] established the future global stability of a class of FLRW solutions under the assumption of

zero vorticity and 0 < Cs <
√

1
3 . The so-called wave gauge approach in [19] was first used by

Ringström in [18] who treated scalar fields without positive cosmological constant: T̃µν = ∂̃µΨ∂̃νΨ−
[ 1
2 g̃µν ∂̃

µΨ∂̃νΨ + V (Ψ)]g̃µν . The presence of V (Ψ) plays an analogue role as Λ, under the assumption

that V (0) > 0, V
′
(0) = 0, V

′′
(0) > 0. The main observation in these papers is two-fold: on one hand,

the Einstein-nonlinear scalar field system can be formulated as a system of nonlinear wave equations
provided one introduces generalized wave coordinates, inspired by the standard wave coordinates
used earlier (for instance in Lindblad and Rodnianski [13] for the vacuum case, revisited recently in
LeFloch and Ma [11]); on the other hand, the problem under consideration describes the expansion
of the universe, and the expansion provides one dispersive terms, which leads to exponential decay
for solutions. Later, Speck (and collaborator) [7, 20] proved that above nonlinear stability result

remains true even for a fluid with non-vanishing vorticity when 0 ≤ Cs <
√

1
3 . When Cs =

√
1
3 ,

Lübbe and Valiente Kroon [14] have shown the desired stability property by relying on Friedrich’s
conformal method [4, 5] —an approach entirely different from the method in [7, 19, 20]. More recently,
a very efficient method was proposed by Oliynyk [15], which combine the conformal method with wave

coordinates in order to handle the case 0 < Cs ≤
√

1
3 with non-vanishing vorticity. One advantage

of the latter method is that, under a conformal transformation, the whole Einstein-Euler system
can be turned into a symmetric hyperbolic system (with singular terms) and solutions defined on
finite interval of time. The singular terms enjoy good positivity properties and, by a standard energy
estimate, one can then get the global nonlinear stability of a family of FLRW solutions and established
the asymptotic behavior of perturbed solutions in the far future. Finally, we recall that, in the regime

Cs >
√

1
3 , Rendall [17] has found some evidence for instability.
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1.3 Nonlinear stability property in wave coordinates

We thus study the Einstein-Euler system (1.2) with the stress energy tensor (1.4). In order to describe
our ideas and main results clearly, we must fix our notations at first. The spacetime that we consider
are of the form (0, 1]× T3. For the coordinates, we use xi (i=1,2,3) to denote the spacial coordinates
and use x0 = τ to denote the time coordinate. We always use the Greek indices to denote the
spacetime coordinates that run form 0 to 3 and Latin indices to denote the spacial coordinates that
run from 1 to 3. In this system of coordinates, when we say the fluid velocity is future directed, we
mean that

ũ0 < 0. (1.7)

As Oliynyk in [15], we do not consider the original metric g̃ directly, but instead consider the confor-
mally transformed metric

gµν = e−2Φg̃µν , or gµν = e2Φg̃µν , (1.8)

where
Φ = − ln(τ). (1.9)

Under the conformal transformation (1.8) and (1.9), the equations (1.2) that we consider in this paper
is the following Cauchy problem

Gµν = Tµν := e4ΦT̃µν + 2(∇µ∇νΦ−∇µΦ∇νΦ)− (2�gΦ + |∇Φ|2g)gµν ,

∇µT̃µν = −6T̃µν∇µΦ + gκλT̃
κλgµν∇µΦ,

gµν |τ=1 = gµν0 (x), ∂τg
µν |τ=1 = gµν1 (x), ∂µΨ|τ=1 = mµ(x).

(1.10)

Remark 1.3. Above initial data set (gµν0 (x), gµν1 (x),mµ(x)) can not be chosen arbitrarily. They must
satisfy the Gauss-Codazzi equations, which are equivalent to (Gµ0−Tµ0)|τ=1 = 0. Furthermore, they
will also satisfy the wave coordinates condition Zµ|τ=1 = 0, the precise definition of Zµ can be found
in Section 3.1.

We know that there exist a family of FRW solutions (η̃,Ψ(τ)) to the original Einstein-Euler
equations of GCG (1.2). η̃ takes the following form

η̃ =
1

τ2

(
− 1

w2(τ)
dτ2 +

3∑
i=1

(dxi)2

)
,

where

τ =
1

a(t)
, w =

1

a(t)

da(t)

dt
:=

ȧ(t)

a(t)
,

for some scale factor a(t) with t ∈ [0,+∞). Under conformal transformation, the conformal metric g
can be seen as small perturbations to the conformal background metric η which is given by

η = − 1

w2
dτ2 +

3∑
i=1

(dxi)2.

Define the densitized three-metric gij = det(ǧlm)
1
3 gij , where ǧlm = (glm)−1, and introduce the variable

q = g00 − η00 +
η00

3
ln(det(gij)).

With above notations, our main result can be described as follows.
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Theorem 1.4 (The nonlinear future stability of Friedmann-Robertson-Walker spacetimes. Statement
in wave coordinates). Suppose k ≥ 3, gµν0 (x) ∈ Hk+1(T3), gµν1 (x), mµ(x) ∈ Hk(T3) for all x ∈ T3.
Then there exists a small parameter ε > 0, such that if the initial data sets satisfy the constraint
equations of Remark 1.3 and

‖gµν0 − ηµν(1)‖Hk+1 + ‖gµν1 − ∂τηµν(1)‖Hk + ‖mµ(x)− ∂µΨ(1)‖Hk < ε,

then there exists a unique classical solution gµν , Ψ ∈ C2((0, 1]× T3) to the conformal Einstein-Euler
system of GCG (1.10) and it has the following regularity

gµν ∈ C0((0, 1], Hk+1(T3)) ∩ C0([0, 1], Hk(T3)) ∩ C1((0, 1], Hk(T3)) ∩ C1([0, 1], Hk−1(T3))

and
∂µΨ ∈ C0((0, 1], Hk(T3)) ∩ C0([0, 1], Hk−1(T3)).

The solution also satisfies

‖gµν(τ)− ηµν(τ)‖Hk+1 + ‖gµνκ (τ)− ∂κηµν(τ)‖Hk + ‖∂µΨ(τ)− ∂µΨ(τ)‖Hk < Cε,

for some positive constants C. Moreover, there exists γµ ∈ Hk−1(T3), such that the solution for all
τ ∈ [0, 1] satisfies

‖∂τg0µ(τ)− 2τ−1(g0µ(τ)− η0µ(τ)) + γµ‖Hk−1 ≤ Cετ,

‖∂τg0µ(τ)− τ−1(g0µ(τ)− η0µ(τ))‖Hk−1 + ‖∂ig0µ(τ)‖Hk−1 ≤ −Cετ ln τ,

‖q(τ)− q(0)‖Hk + ‖∂τq(τ)‖Hk−1 ≤ Cετ,

‖gij(τ)− gij(0)‖Hk + ‖∂τgij(τ)‖Hk−1 ≤ Cτ,

‖∂µΨ(τ)− ∂µΨ(0)‖Hk−1 ≤ Cετ,

‖∂τΨ(0)− ∂τΨ(0)‖Hk−1 ≤ Cε,

‖∂iΨ(0)‖Hk−1 ≤ Cε,

with, furthermore,
pρ(0) = α.

Remark 1.5. 1. The above results show that in the future of the Einstein-Euler equations of GCG,
the speed of sound is

√
α, especially for Chaplygin gas, it means that the speed of sound is equal to

the speed of light. This phenomenon is very interesting and quite different from the problem of a fluid
moving in a Universe with positive cosmological constant Λ.

2. When α = 1, the Euler system is linearly degenerate, while when 0 < α < 1, this system is
genuinely nonlinear and shocks generally form in finite time, no matter how small the perturbations
are in the flat Minkowski spacetime. Our result shows that the spacetime expansion stabilize the fluid
and prevent the formation of shocks.

The main idea of the proof is turning system (1.10) into a symmetric hyperbolic system under
appropriate wave coordinates Zµ = 0. Here we would like to see some differences between our paper
and Oliynyk’s and others’ mentioned above. Firstly, we consider the nonlinear future stability of
the nontrivial FRW solutions, thus, we need to choose different coordinates, which can be seen as
a generalization of Oliynyk’s work; second, for irrotational fluids, we have to choose an appropriate

conformal factor in order to solve the difficulty brought by the degeneracy of the enthalpy
√
h̃.

An outline of this paper is as follows. In Section 2.1, we give some preliminaries on the notations
and norms used in this paper. Sections 2.2 and 2.3 are aimed at giving the detailed formulation of the
problem and studying the properties of the FRW background solutions. Section 3 is the main part of
the whole paper, we present our choice of coordinates in Section 3.1. In Sections 3.2, 3.3 and 3.4, we
turn the whole system into a symmetric hyperbolic system and analyze the structure of this system.
Sections 3.5 and 3.6 contain the proof of the main results.
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2 Formulation of the problem

2.1 Notation

Greek indices µ range from 0 to 3, while Latin indices i range from 1 to 3. Repeated lower and upper
indices means summation with their corresponding metric. For the metrics in this paper, we use g̃
and η̃ to denote the original metric and original background metric respectively; we also use g and

η to denote the conformal metric and the conformal background metric. Γ̃, Γ̃, Γ and Γ denote the
Christoffel symbols with respect to g̃, η̃, g and η, respectively, similar conventions are used for the

curvature tensors R̃, R̃, R, R and the norms h̃, h̃, h and h, whose square root denotes the physical
quantity “enthalpy”.

For convenience, we use A ∼ B to denote the equivalence relationship between A and B, which
means that there exists a positive constant C > 1, such that A

C ≤ B ≤ CA. ∂̃µ = ∂̃xµ and ∂µ = ∂xµ

are the partial derivatives of the original spacetime and the conformal spacetime. Similar definitions
are used for the covariant derivatives ∇̃ and ∇.

For a function u(t, x), we define the following standard sobolev norms

‖u(t, x)‖L2(Tn) :=

(∫
Tn
|u(t, x)|2dx

) 1
2

,

‖u(t, x)‖Hk(Tn) :=

k∑
I=0

‖DIu(t, x)‖L2(Tn),

and ‖u(t, x)‖L∞(T3) := ess supx∈T3 |u(t, x)|.

2.2 Stress energy tensor for irrotational fluids

In this section, we focus on the derivation of the irrotational energy momentum tensor T̃µν . For
isentropic fluids, the pressure is given by

p = n
∂ρ

∂n
− ρ, (2.1)

where n denotes the number of particles per unit volume. We also have

∇̃µ(nũµ) = 0.

In this paper, we consider the generalized Chaplygin gas, whose equation of state is given by

p = −A
2

ρα
, (2.2)

where A is a positive constant and 0 < α ≤ 1.

By solving a simple ODE (2.1), we have ρα+1−A2 = J(1)nα+1, where J(1) = ρα+1(1)−A2

nα+1(1) depends

only on the initial data of the state variables (ρ, n) at τ = 1. Define the enthalpy in the original
spacetime by √

h̃ =
ρ+ p

n
= J

1
α+1 (1)

(
1− A2

ρα+1

) α
α+1

,

then

ρ =

[
A2J

1
α (1)

J
1
α (1)− h̃α+1

2α

] 1
α+1

.
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Denote J
1
α (1) = I, then

ρ =
A

2
α+1 I

1
α+1

(I − h̃α+1
2α )

1
α+1

, (2.3)

and

p = −A
2

ρα
= −A

2
α+1 I−

α
α+1 (I − h̃

α+1
2α )

α
α+1 . (2.4)

By above two equalities (2.3) and (2.4), we can easily get

p+ ρ =
A

2
α+1 I−

α
α+1 h̃

α+1
2α

(I − h̃α+1
2α )

1
α+1

,

and

ρ− p = A
2

α+1 I−
α
α+1

2I − h̃α+1
2α

(I − h̃α+1
2α )

1
α+1

.

Assume that the fluid is irrotational, then there locally exists a potential function Ψ(τ, x) such that

ũµ = − ∂̃
µΨ√
h̃
.

Based on the normalization condition g̃µν ũ
µũν = −1, and ũ0 < 0, in our spacetime, we have

h̃ = −g̃µν ∂̃µΨ∂̃νΨ ≥ 0, ∂̃τΨ ≥ 0.

Thus, we can define our stress energy tensor as follows

T̃µν = (ρ+ p)ũµũν + pg̃µν = A
2

α+1 I−
α
α+1

[
h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

− (I − h̃
α+1
2α )

α
α+1 g̃µν

]
. (2.5)

At the same time, we have

T̃ = g̃µν T̃
µν = −ρ− p+ 4p = A

2
α+1 I−

α
α+1
−4I + 3h̃

α+1
2α

(I − h̃α+1
2α )

1
α+1

. (2.6)

Remark 2.1. 1. It is easy to choose appropriate initial data for the state variables (ρ, n) such that

I − h̃α+1
2α > 0 to ensure the hyperbolicity of the fluid equation.

2. For the existence of the potential function Ψ and further results concerning analysis of irrota-
tional fluids, we refer to [12, 19, 21].

2.3 The class of Friedmann-Robertson-Walker spacetimes

In this section, we study some properties of the background FRW solutions. At first, we are ready
to give the detailed information of our spacetime. The metric endowed by the original spacetime
(0, 1]× T3 is

g̃ = g̃µνdx
µdxν , (2.7)

which can be seen as the perturbation of the following metric

η̃ =
1

τ2

(
− 1

w2(τ)
dτ2 +

3∑
i=1

(dxi)2

)
, (2.8)
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where τ = 1
a(t) and w(t) = ȧ(t)

a(t) , for some scale factor a(t) with t ∈ [0,+∞). Obviously

dτ = − 1

a2(t)
ȧ(t) = −τw(t)dt.

Note in passing that the metric (2.8) is equivalent to

ds2 = −dt2 + a2(t)

3∑
i=1

(dxi)2,

which is the original model studied in physics.
As discussed in Section 1.3, we do not work with the spacetime metric (2.7) directly but instead

use the conformally transformed metric

gµν = e−2Φg̃µν , (2.9)

where Φ = − ln(τ). We will consider above g (2.9) as a small perturbation of the following metric

η = − 1

w2(τ)
dτ2 +

3∑
i=1

(dxi)2, (2.10)

which is the conformal transformation of (2.8). Under above conformal transformations, the Einstein
equations are equivalent to{

Gµν = Tµν := e4ΦT̃µν + 2(∇µ∇νΦ−∇µΦ∇νΦ)− (2�gΦ + |∇Φ|2g)gµν ,
∇µT̃µν = −6T̃µν∇µΦ + gκλT̃

κλgµν∇µΦ.
(2.11)

Expanding the first equation of (2.11), we have by inserting T̃µν defined by (2.5)

−2Rµν = −4∇µ∇νΦ + 4∇µΦ∇νΦ− 2[�gΦ + 2|∇Φ|2g (2.12)

+
1

2
A

2
α+1 I−

α
α+1

2I − h̃α+1
2α

(I − h̃α+1
2α )

1
α+1

e2Φ]gµν − 2e4ΦA
2

α+1 I−
α
α+1 h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

,

or equivalently

−2Rµν = −4∇µ∇νΦ + 4∇µΦ∇νΦ− 2[�gΦ + 2|∇Φ|2g (2.13)

+
1

2
A

2
α+1 I−

α
α+1

2I − h̃α+1
2α

(I − h̃α+1
2α )

1
α+1

e2Φ]gµν − 2
A

2
α+1 I−

α
α+1 h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

.

Now we consider the background FRW solution to (2.11). Assume that there exists Ψ(τ, x) = Ψ(τ)
satisfies (2.11) with background metric (2.10). Then it is easy to see that

h̃ := −η̃00∂̃
τΨ∂̃τΨ =

1

τ2w2
(∂̃τΨ)2.

T̃ 00 = A
2

α+1 I−
α
α+1

 h̃
α+1
2α

τ2w2

(I − h̃
α+1
2α

)
1

α+1

+ (I − h̃
α+1
2α

)
α
α+1 τ2w2

 ,
T̃ 0i = 0,

and

T̃ ij = A
2

α+1 I−
α
α+1

[
−(I − h̃

α+1
2α

)
α
α+1 τ2

]
δij .
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Furthermore, we have

Γ
λ

µν =
1

2
η00(∂τη00)δλ0 δ

0
µδ

0
ν = −∂τw

w
δλ0 δ

0
µδ

0
ν ,

then
Rµν = ∂αΓ

α

µν − ∂µΓ
α

αν + Γ
α

αλΓ
λ

µν − Γ
α

µλλ
α

αν = 0.

With above preparations, we have the following important lemma, which are the represent formulas
of the background FRW solutions.

Lemma 2.2. There exists a family of solutions (w(τ),Ψ(τ)) to (2.11)-(2.13), and the solutions satisfy
the following

h̃ =
(IK)

2α
α+1 τ6α

(1 +Kτ3(1+α))
2α
α+1

,

∂̃τΨ =
(IK)

α
α+1 τ3α+1w

(1 +Kτ3(1+α))
α
α+1

,

3w2 =
A

2
α+1 I

1
α+1

(I − h̃
α+1
2α

)
1

α+1

,

∂tw = −A
2

α+1 I−
α
α+1 h̃

α+1
2α

2(I − h̃
α+1
2α

)
1

α+1

,

(2.14)

where K is a constant depending only on the initial data.

Proof. At first, we consider the 0-th component of the fluid equations, we have by neglectingA
2

α+1 I−
α
α+1

∇µT̃µ0 = ∂τ T̃
00 + ∂iT̃

0i + 2Γ
0

00T̃
00

= ∂τ

 τ2w2I

(I − h̃
α+1
2α

)
1

α+1

− 2∂τw

w

 τ2w2I

(I − h̃
α+1
2α

)
1

α+1



=
6

τ

 h̃
α+1
2α

τ2w2

(I − h̃
α+1
2α

)
1

α+1

+ (I − h̃
α+1
2α

)
α
α+1 τ2w2


−w

2

τ

 τ2h̃
α+1
α

(I − h̃
α+1
α

)
1

α+1

+ 4τ2(I − h̃
α+1
2α

)
α
α+1

 .
Solving above ODE, we easily get

Iτ∂τ

 1

(I − h̃
α+1
2α

)
1

α+1

 =
3h̃

α+1
2α

(I − h̃
α+1
2α

)
1

α+1

, (2.15)

(2.15) is equivalent to

Iτ∂τ h̃ = 6αh̃(I − h̃
α+1
2α

).

By setting

ξ = h̃
α+1
2α

we have
Idξ

ξ(I − ξ)
=

3(α+ 1)dτ

τ
. (2.16)
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Solving (2.16), we have

ξ =
IKτ3(α+1)

1 +Kτ3(α+1)
,

where K = ξ(1)
I−ξ(1) and thus,

h̃ =
(IK)

2α
α+1 τ6α

(1 +Kτ3(α+1))
2α
α+1

. (2.17)

Obviously, we have

∂̃τΨ = (τ2w2h̃)
1
2 =

(IK)
α
α+1 τ3α+1w

(1 +Kτ3(1+α))
α
α+1

. (2.18)

The i-th components of the fluid equations hold obviously.
Now we consider the Einstein equations.
At first, from Rij = 0, we have

−w
2

τ2
+
w∂τw

τ
− 2w2

τ2
+
A

2
α+1 I−

α
α+1

2τ2

2I − h̃
α+1
2α

(I − h̃
α+1
2α

)
1

α+1

= 0. (2.19)

Combining (2.19) with R00 = 0, we have

−4(
1

τ2
− ∂τw

τw
) +

4

τ2
− 2A

2
α+1 I−

α
α+1 h̃

1−α
2α

∂̃τΨ∂̃τΨ

(I − h̃
α+1
2α

)
1

α+1

= 0. (2.20)

From (2.19), (2.20) and ∂τw = −∂twτw , we easily get
3w2 − A

2
α+1 I

1
α+1

(I−h̃
α+1
2α )

1
α+1

= 0,

−∂tw = A
2

α+1 I
− α
α+1 h̃

α+1
2α

2(I−h̃
α+1
2α )

1
α+1

.

(2.21)

The lemma holds by combing (2.17), (2.18) and (2.21).

Corollary 2.1. By the above lemma and via a Taylor expansion, we see that when τ → 0,
3w2 −A

2
α+1 ∼ τ3(α+1),

−∂tw ∼ τ3(α+1),

∂τ (ẇ) ∼ τ3α+2,

∂2
τw ∼ τ3α+1.

(2.22)

The asymptotic behavior above plays very important roles in the analysis of the source terms in
Section 3.4.

Proof. The first and second asymptotic behavior can be obtained directly from (2.14). The third
asymptotic behavior can be derived by differentiating ẇ directly and use (2.17). For the last, we have

∂2
τw = ∂τ (− ẇ

τw
) = −∂τ ẇ

τw
+

ẇw

(τw)2
− (ẇ)2

τ2w3
∼ τ3α+1.
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Remark 2.3. Since we have confined τ ∈ (0, 1], which means that we set initially a(0) = 1. Thus,
we have to prove that when t→∞, a(t)→ +∞. From (2.14), there must exist two positive constants
A1 and A2 such that

A1 ≤ w(t) =
ȧ(t)

a(t)
≤ A2,

then by comparison theorem of ODE, eA1t ≤ a(t) ≤ eA2t. It is obvious that a(t) = +∞, when t→ +∞.

3 Proof of the nonlinear stability property

3.1 The wave gauge

Our first task is to introdude appropriate coordinates. For the background metric η̃, we have

Γ̃
0

00 = −1

τ
+

ẇ

τw2
,

and

Γ̃
0

ii = −1

2
η̃00∂τ η̃ii = −w

2

τ
.

Then, we obtain

Γ̃
0

= η̃00Γ̃
0

00 + η̃iiΓ̃
0

ii = −2τw2 − τẇ,

and

e2ΦΓ̃
0

= −2w2

τ
− ẇ

τ
. (3.1)

Direct calculations show that

Γ̃
i

= 0, (i = 1, 2, 3). (3.2)

For the conformal metric η, we have

Γ
µ

= − ẇ
τ
δµ0 . (3.3)

On the other hand, under conformal transformation (2.9)

Γµ = gαβΓµαβ = 2∇µΦ + e2ΦΓ̃µ. (3.4)

Define the wave coordinates as

Zµ = Γµ + Y µ = Γµ +
2

τ

(
gµ0 + (w2 +

ẇ

2
)δµ0

)
:= Γµ +

2

τ

(
gµ0 +

Λ(τ)

3
δµ0

)
. (3.5)

In (3.5), we have denoted w2 + ẇ
2 by Λ(τ)

3 for convenience.

Remark 3.1. 1. By results in Zenginoğlu [23], we see that if initially Zµ = 0, then Zµ ≡ 0 in the
whole evolution of the Einstein-Euler system.

2. From (3.5), we can see that Y µ = −2∇µΦ − e2ΦΓ̃
µ

. From (3.1)-(3.4) we see that for the
background metric η, Zµ ≡ 0. This fact is very important for the disappear of the linear parts of the
conformal Einstein and conformal fluid equations (1.10).

3. When w2 = Λ
3 with Λ a positive constant, this is exactly the case considered by Oliynyk [15].
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3.2 The reduced conformal Einstein equations

With the wave coordinates Zµ defined by (3.5), we can consider the following equivalently reduced
conformal Einstein equations by assuming Zµ|τ=1 = 0

−2Rµν + 2∇(µZν) +Aµνκ Zκ = −4∇µ∇νΦ + 4∇µΦ∇νΦ

− 2

[
�gΦ + 2|∇Φ|2g +

1

2
A

2
α+1 I−

α
α+1

2I − h̃α+1
2α

(I − h̃α+1
2α )

1
α+1

e2Φ

]
gµν

− 2e4ΦA
2

α+1 I−
α
α+1 h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

. (3.6)

With

Aµνκ = −Γ(µδν)
κ + Y (µδν)

κ and ∇(µZν) =
1

2
(∇µZν +∇νZµ),

we have

2∇(µZν) = 2∇(µΓν) +∇µY ν +∇νY µ

= 2∇(µΓν) + ∂τ

(
2Λ(τ)

3τ

)
(gi0δν0 + gν0δµ0 )− 2Λ(τ)

3τ
∂τg

µν − 4∇µ∇νΦ

and

Aµνk Zκ = (−Γ(µδν)
κ + Y (µδν)

κ )(Γκ + Y κ)

= −Γ(µΓν) + 4∇µΦ∇νΦ− 4Λ(τ)

3τ
(∇µΦδν0 +∇νΦδµ0 ) +

4Λ2(τ)

9τ2
δµ0 δ

ν
0 .

The Einstein equations (2.12) become

−2Rµν + 2∇(µΓν) − ΓµΓν =
2Λ(τ)

3τ
∂τg

µν − 2∂τΛ(τ)

3τ
(gµ0δν0 + gν0δµ0 )

− 4Λ(τ)

3τ2

(
g00 +

Λ(τ)

3

)
δµ0 δ

ν
0 −

4Λ(τ)

3τ2
g0iδ

(µ
0 δ

ν)
i −

2

τ2
gµν

(
g00 +

Λ(τ)

3

)
+

2

τ2

(
Λ(τ)−A

2
α+1 I−

α
α+1

I − 1
2 h̃

α+1
2α

(I − h̃α+1
2α )

1
α+1

)
gµν

− 2e4ΦA
2

α+1 I−
α
α+1 h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

.

Expanding the left hand of above and inserting Λ(τ)
3 = w2 + ẇ

2 , we get

−gκλ∂κ∂λgµν =
2w2

τ
∂τg

µν − 4w2

τ2
(g00 + w2)δµ0 δ

ν
0 −

4w2

τ2
g0iδ

(µ
0 δ

ν)
i

− 2

τ2
gµν(g00 + w2)− 2ẇ

τ2
(g00 + w2 +

ẇ

2
)δµ0 δ

ν
0 −

ẇ

τ
∂τg

µν

− 2

τ2
w2ẇδµ0 δ

ν
0 −

2ẇ

τ2
g0iδ

(µ
0 δ

ν)
i −

ẇ

τ2
gµν − 2∂τΛ(τ)

3τ
(gµ0δν0 + gν0δµ0 )

+
2

τ2

(
3w2 +

3ẇ

2
−A

2
α+1 I−

α
α+1

I − 1
2 h̃

α+1
2α

(I − h̃α+1
2α )

1
α+1

)
gµν

− 2e4ΦA
2

α+1 I−
α
α+1 h̃

1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

+Qµν(g, ∂g)
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:=
2w2

τ
∂τg

µν − 4w2

τ2
(g00 + w2)δµ0 δ

ν
0 −

4w2

τ2
g0iδ

(µ
0 δ

ν)
i

− 2

τ2
gµν(g00 + w2) +Mµν

or equivalently

−gκλ∂κ∂λ(gµν − ηµν) =
2w2

τ
∂τ (gµν − ηµν)− 4w2

τ2
(g00 + w2)δµ0 δ

ν
0

−4w2

τ2
g0iδ

(µ
0 δ

ν)
i −

2

τ2
gµν(g00 + w2) + M̂µν . (3.7)

We have

M̂µν = Mµν + gκλ∂κ∂λη
µν + 2

w2

τ
∂τη

µν

= (gκλ − ηκλ)∂κ∂λη
µν − 2ẇ

τ2
(g00 + w2)δµ0 δ

ν
0 −

ẇ

τ
∂τ (gµν − ηµν)− 2ẇ

τ2
g0iδ

(µ
0 δ

ν)
i

− ẇ
τ2

(gµν − ηµν)− 2∂τΛ(τ)

3τ

(
(gµ0 − ηµ0)δν0 + (gν0 − ην0)δµ0

)
+

2

τ2
A

2
α+1 I−

α
α+1

 I − 1
2 h̃

α+1
2α

(I − h̃α+1
2α )

1
α+1

−
I − 1

2 h̃
α+1
2α

(I − h̃
α+1
2α

)
1

α+1

 gµν

−2e4ΦA
2

α+1 I−
α
α+1

 h̃
1−α
2α ∂̃µΨ∂̃νΨ

(I − h̃α+1
2α )

1
α+1

− h̃
1−α
2α

∂̃µΨ∂̃νΨ

(I − h̃
α+1
2α

)
1

α+1


+Qµν(g, ∂g)−Qµν(η, ∂η) (3.8)

Remark 3.2. 1. In above, Qµν(g, ∂g) are quadratic in ∂g = (∂κg
µν) and analytical in g = (gµν).

Thus, in M̂µν , each term contains g − η or ∂̃Ψ− ∂̃Ψ, which will be proved later.
2. Equation (2.12) is equivalent to (3.7), provided that Zµ = 0. On the other hand, the background

solution (η,Ψ(τ)) defined in Section 2.3 satisfies (3.7) obviously, since Zµ ≡ 0 for the metric η, which
is also the reason for the disappear of the linear parts of (3.8)

The main part of this paper is turning the Einstein-Euler system of GCG into a symmetric hyper-
bolic system, thus we make this process clear in the following.

Recall the densitized three metric defined in Section 1.3

gij = det(ǧlm)
1
3 gij , (3.9)

where
ǧlm = (glm)−1,

and the variable

q = g00 + w2 − w2

3
ln(det(gpq)). (3.10)

It is easy to check that
∂µgij = (det(ǧpq))

1
3 Lijlm∂µg

lm, (3.11)

where

Lijlm = δilδ
j
m −

1

3
ǧlmg

ij .

Obviously, Lijlm is trace-free, i.e.,

Lijlmg
lm = 0.
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Define

u0ν =
g0ν − η0ν

2τ
, (3.12)

u0ν
0 = ∂τ (g0ν − η0ν)− 3(g0ν − η0ν)

2τ
, (3.13)

u0ν
i = ∂i(g

0ν − η0ν), (3.14)

uij = gij − δij , (3.15)

uijµ = ∂µgij , (3.16)

u = q, (3.17)

uµ = ∂µq. (3.18)

At first, we consider the equation satisfied by g0µ − η0µ.
Utilizing (3.12)-(3.14) and inserting g0µ − η0µ = 2τu0µ, ∂i(g

0µ − η0µ) = u0µ
i and ∂τ (g0µ − η0µ) =

u0µ
0 + 3u0µ into (3.7), we have

−g00∂τ (u0µ
0 + 3u0µ)− 2g0i∂i(u

0µ
0 + 3u0µ)− gij∂ju0µ

i

=
2w2

τ
(u0µ

0 + 3u0µ)− 4w2

τ2
(2τu00)δµ0 −

4w2

τ2
(2τu0i)δ

(µ
0 δ

0)
i −

4

τ
g0µu00 + M̂0µ.

Based on above, we get

−g00∂τu
0µ
0 − 2g0i∂iu

0µ
0 − gij∂ju

0µ
i

= 3g00∂τ

(
g0µ − η0µ

2τ

)
+ 6g0i∂i

(
g0µ − η0µ

2τ

)
+

2

τ
(2τu00 − g00)(u0µ

0 + 3u0µ)

−8

τ
(2τu00 − g00)u00δµ0 −

8

τ
(2τu00 − g00)u0iδ

(µ
0 δ

0)
i −

4

τ
g0µu00 + M̂0µ

= 3g00 u0µ
0 + 3u0µ

2τ
− 3g00u0µ

τ
+ 6u0iu0µ

i + 4u00u0µ
0 + 12u00u0µ

−2

τ
g00u0µ

0 −
6

τ
g00u0µ − 16u00u00δµ0 +

8

τ
g00u00δµ0 − 16u00u0iδ

(µ
0 δ

0)
i

+
8g00

τ
u0iδ

(µ
0 δ

0)
i −

4

τ
g0µu00 + M̂0µ

=


1
τ [− g

00

2 (u00
0 + u00)] + 6u0iu00 + 4u00u00

0 − 4u00u00 + M̂00, µ = 0
1
τ [− g

00

2 (u0k
0 + u0k)] + 6u0iu0k + 4u00u0k

0 − 4u00u0k + M̂0k, µ = k

=
1

τ

[
−g

00

2
(u0µ

0 + u0µ)

]
+ 6u0iu0µ + 4u00u0µ

0 − 4u00u0µ + M̂0µ. (3.19)

Now we consider gij − δij , direct calculations give

−gκλ∂κ∂λgij = −gκλ∂κ[(det(ǧpq))
1
3 Lijlm∂λg

lm]

= (det(ǧpq))
1
3 Lijlm(−gκλ∂κ∂λglm)− gκλ∂κ[(det(ǧpq))

1
3 Lijlm]∂λg

lm

= (det(ǧpq))
1
3 Lijlm

(
2w2

τ
∂τ(glm − ηlm)− 2

τ2
glm(g00 + w2) + M̂ lm

)
−gκλ∂κ[(det(ǧpq))

1
3 Lijlm]∂λg

lm

=
2w2

τ
∂τg

ij + (det(ǧpq))
1
3 LijlmM̂

lm − gκλ∂κ[(det(ǧpq))
1
3 Lijlm]∂λg

lm

:=
2w2

τ
∂τg

ij + Ḿ ij . (3.20)
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We have
Ḿ ij = (det(ǧpq))

1
3 LijlmM̂

lm − gκλ∂κ[(det(ǧpq))
1
3 Lijlm]∂λg

lm.

Then by (3.15)-(3.16), we have

−g00∂τu
ij
0 − 2g0i∂iu

ij
0 − gpq∂puijq

=
2

τ
(2τu00 − g00)uij0 + Ḿ ij

= −2

τ
g00uij0 + 4u00uij0 + Ḿ ij . (3.21)

At last, we consider q, we have by (3.10)

∂λq = ∂λ(g00 + w2)− w2

3
gpq∂λg

pq − 2w∂τwδ
λ
0

3
ln(det(gpq)). (3.22)

Then by (3.22)

∂κ∂λq = ∂κ∂λ(g00 + w2)− w2

3
gpq∂κ∂λg

pq − w2

3
∂κgpq∂λg

pq

−2w∂τwδ
κ
0

3
gpq∂λg

pq − 2(∂τw)2

3
δλ0 δ

κ
0 ln(det(gpq))

−2w∂2
τw

3
δλ0 δ

κ
0 ln(det(gpq))− 2w∂τw

3
δλ0 gpq∂κg

pq

:= ∂κ∂λ(g00 + w2)− w2

3
gpq∂κ∂λg

pq +Rq, (3.23)

where

Rq = −w
2

3
∂κgpq∂λg

pq − 2w∂τwδ
κ
0

3
gpq∂λg

pq − 2(∂τw)2

3
δλ0 δ

κ
0 ln(det(gpq))

−2w∂2
τw

3
δλ0 δ

κ
0 ln(det(gpq))− 2w∂τw

3
δλ0 gpq∂κg

pq.

Thus, we have by (3.17)-(3.18)

−gκλ∂κ∂λq = −gκλ∂κ∂λ(g00 + w2) +
w2

3
gpqg

κλ∂κ∂λg
pq − gκλRq

=
2w2

τ
∂τ (g00 + w2)− 4w2

τ2
(g00 + w2)− 2

τ2
g00(g00 + w2) + M̂00

−w
2

3
gpq(

2w2

τ
∂τg

pq − 2

τ2
gpq(g00 + w2) + M̂pq)− gκλRq

=
2w2

τ
∂τq− 2

(
g00 + w2

τ

)2

+ M̂00 − w2

3
gpqM̂

pq

+
4w3∂τw

3τ
ln(det gpq)− gκλRq

:=
2

τ
(2τu00 − g00)∂τq− 8(u00)2 + R̂q

= −2

τ
g00∂τq + 4u00∂τq− 8(u00)2 + R̂q. (3.24)

We have

R̂q = M̂00 − w2

3
gpqM̂

pq +
4w3∂τw

3τ
ln(det(gpq))− gκλRq.
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From (3.24), we have

−g00∂τu0 − 2g0i∂iu0 − gij∂iuj

= −2

τ
g00u0 + 4u00u0 − 8(u00)2 + R̂q. (3.25)

From (3.19), (3.21) and (3.25), we easily transform the Einstein equations into the following symmetric
hyperbolic system

Aκ∂κ

 u0µ
0

u0µ
j

u0µ

 =
1

τ
AP

 u0µ
0

u0µ
j

u0µ

+ F 0µ, (3.26)

Aκ∂κ

 ulm0
ulmj
ulm

 =
1

τ
(−2g00)Π

 ulm0
ulmj
ulm

+ F lm, (3.27)

and

Aκ∂κ

 u0

uj
u

 =
1

τ
(−2g00)Π

 u0

uj
u

+ Fq, (3.28)

where

A0 =

 −g00 0 0
0 gij 0
0 0 −g00

 , Ak =

 −2g0k −gjk 0
−gik 0 0

0 0 0

 ,

P =

 1
2 0 1

2

0 δjk 0
1
2 0 1

2

 , A =

 −g00 0 0
0 3

2g
jk 0

0 0 −g00

 ,

Π =

 1 0 0
0 0 0
0 0 0

 , F 0µ =

 6u0iu0µ + 4u00u0µ
0 − 4u00u0µ + M̂0µ

0
0

 ,

and

F ij =

 4u00uij0 + Ḿ ij

0
g00ulm0

 , Fq =

 4u00u0 − 8(u00)2 + R̂q

0
g00ulm0

 .

3.3 The conformal fluid evolution

In this section, we transform the conformal fluid equation into a symmetric hyperbolic system. At
first, we choose an appropriate conformal factor for the potential function Ψ(τ, x).

Define
∂̃µΨ = e−λΦ∂µΨ = τλ∂µΨ, (3.29)

where λ will be determined later. Then

h̃ = −g̃µν ∂̃µΨ∂̃νΨ = −τ2(λ−1)gµν∂
µΨ∂νΨ := τ2(λ−1)h. (3.30)
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In terms of h and ∂Ψ, from (3.29), (3.30), we have by neglecting some unnecessary constantsA
2

α+1 I−
α
α+1

T̃µν =
[τ2(λ−1)h]

1−α
2α τ2λ∂µΨ∂νΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

− [I − (τ2(λ−1)h)
α+1
2α ]

α
α+1 τ2gµν (3.31)

and so

T̃ = 3p− ρ = − 4I − 3[τ2(λ−1)h]
α+1
2α

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

. (3.32)

Then we have by (1.10) and (3.31)-(3.32)

∇µT̃µν = ∇µ

(
[τ2(λ−1)h]

1−α
2α τ2λ∂µΨ∂νΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

− [I − (τ2(λ−1)h)
α+1
2α ]

α
α+1 τ2gµν

)

= ∇µ

(
(τ2(λ−1)h)

1−α
2α τ2λ∂µΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

)
∂νΨ +

(λ− 1)(τ2(λ−1)h)
1−α
2α τ2λ−1hg0ν

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

−[I − (τ2(λ−1)h)
α+1
2α ]

α
α+1 2τg0ν

=
6

τ

(
[τ2(λ−1)h]

1−α
2α τ2λ∂τΨ∂νΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

− [I − (τ2(λ−1)h)
α+1
2α ]

α
α+1 τ2g0ν

)

+τg0ν 4I − 3[τ2(λ−1)h]
α+1
2α

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

. (3.33)

From (3.33), we get easily

∇µ

(
(τ2(λ−1)h)

1−α
2α τ2λ∂µΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

)
∂νΨ

=
6

τ

(
[τ2(λ−1)h]

1−α
2α τ2λ∂τΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

)
∂νΨ + τg0ν (2− λ)(τ2(λ−1)h)

α+1
2α

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

. (3.34)

Contracting (3.34) with ∂νΨ and using the fact h = −∂νΨ∂νΨ ≥ 0, we have

∇µ

(
(τ2(λ−1)h)

1−α
2α τ2λ∂µΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

)

=
6

τ

(
[τ2(λ−1)h]

1−α
2α τ2λ∂τΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

)
− (2− λ)

τ

(τ2(λ−1)h)
1−α
2α τ2λ∂τΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

=
4 + λ

τ

(τ2(λ−1)h)
1−α
2α τ2λ∂τΨ

[I − (τ2(λ−1)h)
α+1
2α ]

1
α+1

(3.35)

Expanding (3.35) directly gives

[I − (τ2(λ−1)h)
1+α
2α ]

(
�gΨ−

1− α
α

∂µΨ∂νΨ

h
∇µ∇νΨ

)
− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂µΨ∂νΨ∇µ∇νΨ +

1

α
(λ− 1)(τ2(λ−1)h)

1−α
2α τ2λ−3h

=
4− λ− 2(λ− 1) 1−α

2α

τ
∂τΨ[I − (τ2(λ−1)h)

1+α
2α ]. (3.36)

We choose λ such that

4− λ− 2(λ− 1)
1− α

2α
= 0,

and thus λ = 3α+ 1.

17



Remark 3.3. If λ = 3α+ 1, then ∂̃Ψ has the same asymptotic behavior as the background solution
Ψ(τ) when τ → 0. This property plays very important roles in the non-degeneracy of above wave
equation.

Define a function Θ(τ, x) such that

∂̃µΨ− ∂̃µΨ = τ3α+1∂µΘ. (3.37)

Then by (3.29)

∂̃τΨ = τ3α+1∂τΨ = τ3α+1

(
∂τΘ +

(IK)
α
α+1w

(1 +Kτ3(α+1))
α
α+1

)
:= τ3α+1(∂τΘ + f(τ)). (3.38)

We have
∂̃iΨ = τ3α+1∂iΘ. (3.39)

Based on (3.37)-(3.39), we have

h = −g00(∂τΨ)2 − 2g0i∂
τΨ∂iΨ− gij∂iΨ∂jΨ

= −g00f
2(τ)− 2g0µf(τ)∂µΘ− g00(∂τΘ)2 − 2g0i∂

iΘ∂τΘ− gij∂iΘ∂jΘ. (3.40)

Remark 3.4. It is obvious that (η̃, ∂̃τΨ) defined in Section 2.3 is a solution to (3.36), which means
that (η, τ3α+1f(τ)) is the solution to (3.36).

Define

B00 = (I − (τ2(λ−1)h)
1+α
2α )(g00 − 1− α

α

∂τΨ∂τΨ

h
)− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂τΨ∂τΨ,

B0i = (I − (τ2(λ−1)h)
1+α
2α )(g0i − 1− α

α

∂τΨ∂iΨ

h
)− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂τΨ∂iΨ,

Bjk = (I − (τ2(λ−1)h)
1+α
2α )(gjk − 1− α

α

∂jΨ∂kΨ

h
)− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂jΨ∂kΨ

and similarly

B
00

= (I − (τ2(λ−1)h)
1+α
2α )(η00 − 1− α

α

∂τΨ∂τΨ

h
)− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂τΨ∂τΨ,

B
0i

= (I − (τ2(λ−1)h)
1+α
2α )(η0i − 1− α

α

∂τΨ∂iΨ

h
)− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂τΨ∂iΨ,

B
jk

= (I − (τ2(λ−1)h)
1+α
2α )(ηjk − 1− α

α

∂jΨ∂kΨ

h
)− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)∂jΨ∂kΨ,

where h = −η00∂τΨ∂τΨ.
Define

pµ = ∂µΘ = g0ν∂
νΘ. (3.41)

Expanding (3.36) in terms of Θ, we have

B00∂τ (∂τΘ) +B00∂τ (g00f(τ)) + 2B0i∂i∂τΘ + 2B0i∂i(g00f(τ))

+Bij∂i∂jΘ +Bij∂i(gj0f(τ)) + T = 0 (3.42)

and

T =

[
−Γκ(∂κΘ + gκ0f(τ)) +

1− α
α

∂µΨ∂νΨ

h
Γκµν(∂κΘ + gκ0f(τ))

]
[I − (τ2(λ−1)h)

1+α
2α ]
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+
1

α
(τ2(λ−1)h)

1−α
2α [τ2(λ−1)∂µΨ∂νΨΓκµν(∂κΘ + gκ0f(τ)) + (λ− 1)τ2λ−3h].

From (3.42), we get

B00∂τp0 + 2B0i∂ip0 +Bij∂ipj = T̂ − T̂ , (3.43)

where

T̂ = −T −B00∂τ (g00f(τ))− 2B0i∂i(g00f(τ))−Bij∂i(gj0f(τ))

=

[
Γκ(∂κΘ + gκ0f(τ))− 1− α

α

∂µΨ∂νΨ

h
Γκµν(∂κΘ + gκ0f(τ))

]
[I − (τ2(λ−1)h)

1+α
2α ]

− 1

α
(τ2(λ−1)h)

1−α
2α [τ2(λ−1)∂µΨ∂νΨΓκµν(∂κΘ + gκ0f(τ)) + (λ− 1)τ2λ−3h]

−B00∂τ (g00f(τ))− 2B0i∂i(g00f(τ))−Bij∂i(gj0f(τ)). (3.44)

When we use the background metric η instead of g and Ψ instead of Ψ to calculate T̂ , we get T̂ .

Clearly T̂ = 0 since (η,Ψ) is the solution to the fluid equation. From (3.36), (3.43) and (3.44), we can
easily rewrite the fluid equation into the following symmetric hyperbolic system

Bκ∂κ


p0

p1

p2

p3

 =


T̂ − T̂

0
0
0

 , (3.45)

where

B0 =


B00 0 0 0

0 −B11 −B21 −B31

0 −B12 −B22 −B32

0 −B13 −B23 −B33

 , Bi =


2B0i Bi1 Bi2 Bi3

Bi1 0 0 0
Bi2 0 0 0
Bi3 0 0 0

 .

3.4 A key argument for the source terms

In order to analyze the structure of the symmetric hyperbolic system, in this section, we mainly focus

on the source terms of above two subsections, especially the terms M̂0µ, M̂ ij , Ḿ ij , R̂q and T̂ − T̂ .
We need the following basic lemmas. At first we have the following algebraic relationship between

g−1 and g.

Lemma 3.5. Assume g−1 = (gµν) is a symmetric (1 + 3)× (1 + 3) Lorentz metric with g00 < 0 and
(gij) positive definite, then

g00 =
1

g00 − d2
, (3.46)

g0i =
gijg

0j

d2 − g00
, (3.47)

where d2 = gijg
0ig0j .

Proof. The proof can be found in Lemmas 1 and 2 of [18].

The following two lemmas will be repeatedly used in this section.

Lemma 3.6. Suppose that ai (i = 1, · · · , n) and ai (i = 1, · · · , n) are smooth functions, then we have

n∏
i=1

ai −
n∏
i=1

ai =

n∑
j=1

F j(ai, ai − ai), (3.48)

19



here

F j(ai, ai − ai) =

j∏
k=1

n∏
l=j+1

(aik − aik)ail ,

where ik ∈ (1, · · · , n).

Proof. We can get this result by induction. At first, for i = 1, it holds obviously. Assume that (3.48)
holds for i = n− 1, namely

n−1∏
i=1

ai −
n−1∏
i=1

ai =

n−1∑
j=1

F j(ai, ai − ai),

then for i = n, we have

n∏
i=1

ai −
n∏
i=1

ai = an

n−1∏
i=1

ai − an
n−1∏
i=1

ai

= (an − an)(

n−1∏
i=1

ai −
n−1∏
i=1

ai) + an(

n−1∏
i=1

ai −
n−1∏
i=1

ai) + (an − an)

n−1∏
i=1

ai

= (an − an)(

n−1∑
j=1

F j(ai, ai − ai)) + an(

n−1∑
j=1

F j(ai, ai − ai)) + (an − an)

n−1∏
i=1

ai

=

n∑
j=1

F j(ai, ai − ai).

The proof of the following result is straighforward

Lemma 3.7. Let f(x) be analytical in the neighborhood of a point x, and assume that f
′
(x) 6= 0,

then there exists a small parameter δ, such that when x ∈ [x− δ, x+ δ], we have

f(x)− f(x) ∼ f
′
(x)(x− x). (3.49)

Based on Lemmas 3.5-3.7, we have the following important estimates in terms of the unknowns.

Lemma 3.8. In terms of the unknowns (u0µ,u0µ
ν ,u

ij ,uijµ ,q,qµ,pµ), we have

gij − ηij ∼ uij +
ηij

w2
(2τu00 − q),

∂λ(gij − ηij) ∼ uijλ +
2ẇηijδ0

λ

τw4
(2τu00 − q)

+
ηij

w2
(2u00δ0

λ + 2τu00
i δ

i
λ + (u00

0 + u00)δ0
λ − qλ),

gij − ηij ∼
3∑
k=1

F k(ηij , gij − ηij) + (ηij)∗
3(2τu00 − q)

w2
,

g00 − η00 ∼
−2τu00 +

∑3
k=1 F

k(η, η−1, (gij − ηij), (g0i − η0i))

(η00)2
,

g0i − η0i ∼
∑3
k=1 F

k(η, η−1, (gij − ηij), (g0i − η0i), (g00 − η00))

(η00)2
,

∂τΨ− ∂τΨ = 2τu0νpν + η0νpν ,
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∂iΨ− ∂iΨ ∼ (giν − ηiν)pν + ηiνpν ,

h− h =

3∑
k=1

F k(η, ∂µΨ, (gµν − ηµν), (∂µΨ− ∂µΨ)),

provided that ‖(u0µ,u0µ
ν ,u

ij ,uijµ ,q,qµ,pµ)‖L∞(T3) is sufficiently small. In above, (ηij)∗ denotes the

cofactor of ηij of the positive definite matrix (ηij).

Proof. At first, from the definition of gij and q, i.e. (3.9)-(3.10), we have

det(gij) = e
3(2τu00−q)

w2 , (3.50)

and

gij = e
2τu00−q

w2 gij . (3.51)

Then we have by (3.51)

gij − ηij = e
2τu00−q

w2 gij − ηij

= e
2τu00−q

w2 (gij − ηij) + ηij(e
2τu00−q

w2 − 1)

∼ uij + ηij
2τu00 − q

w2
.

And we have

∂λ(gij − ηij) = ∂λ(e
2τu00−q

w2 gij − ηij)

∼ uijλ +
2ẇηijδ0

λ

τw4
(2τu00 − q) +

ηij

w2
(2u00δ0

λ + 2τ∂λu
00 − qλ).

Since ∂τu
00 =

u00
0 +u00

2τ and ∂iu
00 = u00

i we obtain

∂λ(gij − ηij) ∼ uijλ +
2ẇηijδ0

λ

τw4
(2τu00 − q)

+
ηij

w2
(2u00δ0

λ + 2τu00
i δ

i
λ + (u00

0 + u00)δ0
λ − qλ).

According to (3.50) and (3.51), we have

gij =
(gij)∗

det(gij)
=

(gij)∗

e
3(2τu00−q)

w2

. (3.52)

From (3.52), we easily see

gij − ηij =
(gij)∗

e
3(2τu00−q)

w2

− (ηij)∗

=
(gij)∗ − (ηij)∗ + (ηij)∗(1− e

3(2τu00−q)

w2 )

e
3(2τu00−q)

w2

∼
2∑
k=1

F k(η, (gij − ηij)) + (ηij)∗
(

3(2τu00 − q)
w2

)
.

In the second equality, we have used Lemma 3.5, since (gij)∗ = (g−1)× (g−1).
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Before we estimating g0µ − η0µ, we have to estimate d2, obviously, d
2

= 0, thus

d2 − d2
= gijg

0ig0j − ηijη0iη0j =

3∑
k=1

F k(η, η−1, (gij − ηij), (g0i − η0i)). (3.53)

Utilizing (3.53) and Lemma 3.5, we have

g00 − η00 =
1

g00 − d2
− 1

η00 − d2

=
η00 − g00 − d2

+ d2

(g00 − d2)(η00 − d2
)

∼
−2τu00 +

∑3
k=1 F

k(η, η−1, (gij − ηij), (g0i − η0i))

(g00 − η00 + η00 − d2)(η00 − d2
)

∼
−2τu00 +

∑3
k=1 F

k(η, η−1, (gij − ηij), (g0i − η0i))

(η00)2

and

g0i − η0i =
gijg

0j

d2 − g00
− ηijη

0j

d
2 − η00

=
g00ηijη

0j − η00gijg
0j + gijg

0id
2 − ηijη0id2

(d2 − g00)(d
2 − η00)

∼
∑3
k=1 F

k(η, η−1, (g00 − η00), (gij − ηij), (g0j − η0j))

(η00)2
.

For the fluid variables, we have the following

∂τΨ− ∂τΨ = ∂τΘ = (g0ν − η0ν)∂νΘ + η0ν∂νΘ = 2τu00pν + η0νpν .

∂iΨ− ∂iΨ = (giν − ηiν)∂νΘ + ηiν∂νΘ = (giν − ηiν)pν + ηiνpν ,

and

h− h = −gµν∂µΨ∂νΨ + ηµν∂
µΨ∂νΨ =

3∑
k=1

F k(η, ∂µΨ, (gµν − ηµν), (∂µΨ− ∂µΨ)).

Remark 3.9. Above lemma shows that when ‖(u0µ,u0µ
ν ,u

ij ,uijµ ,q,qµ,pµ)‖L∞(T3) is sufficiently
small, the differences between the unknowns and the background solutions are small and depend
only on the unknowns and τ . Thus, for convenience of analysis, we denote the differences by

H(τ,u) := {f(τ,u)|f(τ, 0) = 0}

with u = (u0µ,u0µ
ν ,u

ij ,uijµ ,q,qµ,pµ) and f(τ,u) denote smooth functions, which are regular with
τ ∈ [0, 1].

Now, we turn to estimate the source terms, from the representation of the source terms of the
Einstein equations, the most difficult part is to estimate the following two terms:

I − 1
2 (h̃)

α+1
2α

(I − (h̃)
α+1
2α )

1
α+1

−
I − 1

2 (h̃)
α+1
2α

(I − (h̃)
α+1
2α )

1
α+1

(3.54)
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and

(h̃)
1−α
2α ∂̃µΨ∂̃µΨ

(I − (h̃)
α+1
2α )

1
α+1

− (h̃)
1−α
2α ∂̃µΨ∂̃µΨ

(I − (h̃)
α+1
2α )

1
α+1

. (3.55)

Based on Lemmas 3.5-3.8, we estimate (3.54)-(3.55) as follows.

Lemma 3.10. Assume that ‖u‖L∞(T3) is sufficiently small, we have

I − 1
2 (h̃)

α+1
2α

(I − (h̃)
α+1
2α )

1
α+1

−
I − 1

2 (h̃)
α+1
2α

(I − (h̃)
α+1
2α )

1
α+1

∼ τ3(α+1)H(τ,u)

and

(h̃)
1−α
2α ∂̃µΨ∂̃µΨ

(I − (h̃)
α+1
2α )

1
α+1

− (h̃)
1−α
2α ∂̃µΨ∂̃µΨ

(I − (h̃)
α+1
2α )

1
α+1

∼ (τ3α+5 + τ6α+8)H(τ,u).

Proof. From (3.29), (3.30) and λ = 3α+ 1, we see that h̃ = τ6αh, h̃ = τ6αh and

∂̃µΨ = τ3α+1∂µΨ, ∂̃µΨ = τ3α+1∂µΨ.

Then direct calculations give

I − 1
2 (h̃)

α+1
2α

(I − (h̃)
α+1
2α )

1
α+1

−
I − 1

2 (h̃)
α+1
2α

(I − (h̃)
α+1
2α )

1
α+1

=
− 1

2τ
3(α+1)[h

α+1
2α − h

α+1
2α ]

(I − (τ6αh)
α+1
2α )

1
α+1

+ (I − τ3(α+1)h
α+1
2α )

× (I − τ3(α+1)h
α+1
2α )

1
α+1 − [I − τ3(α+1)h

α+1
2α + τ3(α+1)(h

α+1
2α − hα+1

2α )]
1

α+1

[(I − τ3(α+1)h
α+1
2α )(I − τ3(α+1)h

α+1
2α )]

1
α+1

∼
− 1

2τ
3(α+1)[h

α+1
2α − h

α+1
2α ]

(I − (τ6αh)
α+1
2α )

1
α+1

+
(I − τ3(α+1)h

α+1
2α ) τ

3(α+1)

α+1 (h
α+1
2α − hα+1

2α )

[(I − τ3(α+1)h
α+1
2α )(I − τ3(α+1)h

α+1
2α )]

1
α+1

∼ τ3(α+1)H(τ,u).

In the fifth line, we have used Lemma 3.7 with f(x) = x
1

α+1 and in the last line we have used

f(x) = x
α+1
2α and Lemma 3.8.

For (3.55), we have

(h̃)
1−α
2α ∂̃µΨ∂̃νΨ

(I − (h̃)
α+1
2α )

1
α+1

− (h̃)
1−α
2α ∂̃µΨ∂̃νΨ

(I − (h̃)
α+1
2α )

1
α+1

=
τ3α+5[h

1−α
2α ∂µΨ∂νΨ− h

1−α
2α ∂µΨ∂νΨ]

(I − τ3(α+1)h
α+1
2α )

1
α+1

+
τ3α+5h

1−α
2α ∂µΨ∂νΨ[(I − τ3(α+1)h

α+1
2α )

1
α+1 − (I − τ3(α+1)h

α+1
2α )

1
α+1 ]

[(I − τ3(α+1)h
α+1
2α )(I − τ3(α+1)h

α+1
2α )]

1
α+1

∼ τ3α+5[h
1−α
2α ∂µΨ∂νΨ− h

1−α
2α ∂µΨ∂νΨ]

(I − τ3(α+1)h
α+1
2α )

1
α+1
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+
τ6α+8h

1−α
2α ∂µΨ∂νΨ[h

1+α
2α − h 1+α

2α ]

(α+ 1)[(I − τ3(α+1)h
α+1
2α )(I − τ3(α+1)h

α+1
2α )]

1
α+1

∼ (τ3α+5 + τ6α+8)H(τ,u).

In the fifth line, we have used Lemma 3.7 with f(x) = x
1

α+1 and in the last line we have used Lemma
3.6 and 3.8.

Since Qµν(g, ∂g) is quadratic in (∂gµν) and analytical in (gµν), by Lemmas 3.6 and 3.8, we easily
get the following statement.

Lemma 3.11. We have
Qµν(g, ∂g)−Qµν(η, ∂η) ∼ H(τ,u).

The other terms in M̂µν , Ḿ ij and R̂q can be easily expressed by the unknowns u, we neglect the
detailed analysis for those terms but give the lemma to conclude the analysis of these source terms.

Lemma 3.12. Assume that ‖u‖L∞(T3) is sufficiently small, then we have the following equivalent
relationship.

M̂0µ ∼ 2τu00∂2
τw

2δ0
µ −

4ẇ

τ
u00δµ0 −

ẇ

τ
(u0µ

0 + 3u0µ)− 4ẇ

τ
u0iδ

(µ
0 δ

0)
i

−2ẇ

τ
u0µ − 4∂τ (w2 +

ẇ

2
)(u0µδν0 + u0νδµ0 )

+(2τ3α+1 − 2τ6α+4)A
2

α+1 I−
α
α+1H(τ,u) +H(τ,u)

∼ H(τ,u),

M̂ ij ∼ − ẇ
τ
∂τ (gij − ηij)− ẇ

τ2
(gij − ηij)

+(2τ3α+1 − 2τ6α+4)A
2

α+1 I−
α
α+1H(τ,u) +H(τ,u)

∼ H(τ,u),

Ḿ ij = (det(ǧab))
1
3 LijlmM̂

lm − gκλ∂κ((det(ǧab))
1
3 Lijlm)∂λ(glm − ηlm)

∼ H(τ,u),

R̂q ∼ M̂00 − w2

3
gpqM̂

pq +
4w∂τw

τ
(2τu00 − q)

+gκλ(−w
2

3
∂κgpq∂λ(gpq − ηpq)− 2w∂τwδ

κ
0

3
gpq∂λ(gpq − ηpq)

−2w∂τw

3
δλ0 gpq∂κ(gpq − ηpq)) + gκλ

(
2(∂τw)2 + 2w∂2

τw

w2
δλ0 δ

κ
0 (2τu00 − q)

)
∼ H(τ,u).

Remark 3.13. The regularity of above source terms with respect to τ can be derived directly from
Corollary 2.1.

Now what remains is to estimate the source term of the fluid equation T̂ − T̂ .

Lemma 3.14. Suppose that ‖u‖L∞(T3) is sufficiently small, we have

T̂ − T̂ ∼ H(τ,u).

Proof. As before, this can be derived by checking the following terms

Γκ(gκ0f(τ)) − Γ
κ
(ηκ0f(τ)),
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τ3α+2(h
1+α
2α − h

1+α
2α ),

B00∂τ (g00f(τ)) − B
00
∂τ (η00f(τ)),

B0i∂i(g00f(τ)) − B
0i
∂i(η00f(τ)),

Bij∂i(g0jf(τ)) − B
ij
∂i(η0jf(τ)),

∂µΨ∂νΨ

h
Γκµν(gκ0f(τ)) − ∂µΨ∂νΨ

h
Γ
κ

µν(ηκ0f(τ)),

τ3(α+1)[h
1−α
2α ∂µΨ∂νΨΓκµν(gκ0f(τ)) − h

1−α
2α ∂µΨ∂νΨΓκµν(ηκ0f(τ)].

Above seven terms are easy to analyze based on Lemmas 3.6-3.8. We need to analyze the regularity
of the following term with respect to τ

∂τ (f(τ)) = ∂τ

(
(IK)

α
α+1w

(I +Kτ3(α+1))
α
α+1

)
= − (IK)

α
α+1 ẇ

τw(I +Kτ3(α+1))
α
α+1
− (IK)

α
α+1 3αKwτ3α+2

(I +Kτ3(α+1))
2α+1
α+1

.

According to Corollary 2.1, this term is regular when τ → 0.

We conclude sections 3.2-3.4 by an important proposition.

Proposition 3.15. Under the wave coordinates Zµ = 0, the whole system (1.10) is equivalent to the
following symmetric hyperbolic system

Bµ∂µu =
1

τ
BPu +H(τ,u) [1, 0)× T3,

u = u1 in 1× T3,
(3.56)

where Bµ, B and P are defined by (3.26)-(3.28), (3.45) and satisfy the constraints of the general
symmetric hyperbolic system discussed in Section 3.5.

3.5 A class of symmetric hyperbolic systems

Consider the following symmetric hyperbolic system.

Bµ∂µu =
1

t
BPu+H in [T0, T1]× Tn, (3.57)

u = u0 in T0 × Tn, (3.58)

where
(i) T0 < T1 ≤ 0,
(ii) P is a constant, symmetric projection operator, i.e., P2 = P, PT = P,
(iii) u = u(t, x) and H(t, u) are RN -valued maps, H ∈ C0([T0, 0], C∞(RN )) and satisfies H(t, 0) =

0,
(iv) Bµ = Bµ(t, u) and B = B(t, u) are MN×N -valued maps, and Bµ, B ∈ C0([T0, 0], C∞(RN ))

and they satisfy
(Bµ)T = Bµ, [P,B] = PB−BP = 0,

(v) there exists constants κ, γ1, γ2 such that

1

γ1
I ≤ B0 ≤ 1

κ
B ≤ γ2I

for all (t, u) ∈ [T0, 0]× RN ,
(vi) for all (t, u) ∈ [T0, 0]× RN , we have

P⊥B0P = PB0P⊥ = 0,
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where P⊥ = I−P is the orthogonal projection operator.
We will be able to conclude our argument with tthe help of the following result, whose proof relies

on standard energy estimates; see [15].

Proposition 3.16. Suppose that k ≥ n
2 + 1, u0 ∈ Hk(Tn) and assumptions (i)-(vi) are fulfilled.

Then there exists a T∗ ∈ (T0, 0), and a unique classical solution u ∈ C1([T0, T∗] × Tn) that satisfies
u ∈ C0([T0, T∗], H

k) ∩ C1([T0, T∗], H
k−1) and the energy estimate

‖u(t)‖2Hk −
∫ t

T0

1

τ
‖Pu‖2Hk ≤ Ce

C(t−T0)(‖u(T0)‖2Hk)

for all T0 ≤ t < T∗, where C = C(‖u‖L∞([T0,T∗),Hk), γ1, γ2, κ), and can be uniquely continued to a
larger time interval [T0, T

∗) for all T ∗ ∈ (T∗, 0] provided ‖u‖L∞([T0,T∗),W 1,∞) <∞.
Moreover, there exists a δ > 0 such that if ‖u0‖Hk ≤ δ, then the solution exists on the time interval

[T0, 0) and can be uniquely extended to [T0, 0] as an element of C0([T0, 0], Hk−1) satisfying

‖Pu(τ)‖Hk−1 ≤ Cδ


−t ifκ > 1,
t ln( t

T0
) ifκ = 1,

(−t)k ifκ < 1

and

‖P⊥u(τ)−P⊥u(0)‖Hk−1 ≤ Cδ
{
−t ifκ ≥ 1 or [B0,P] = 0
−t+ (−t)2κ ifκ < 1

for T0 ≤ t ≤ 0.

3.6 Completion of the proof of the main result

Based on the analysis of subsections 3.1-3.5, we have transformed the Einstein-Euler equations of GCG
into a symmetric hyperbolic system (3.56). After a simple coordinate transformation τ → −τ , the
derived system is just the one considered in Section 3.5, thus we can use the main result of the Section
3.5 to get Theorems 1.2 and 1.4 directly under the assumption that the matrix −B0 of subsection
3.3 is positive definite. Thus, we need to prove that −B0 is positive definite based on the a priori
estimates of Proposition 3.16.

Obviously, from the smallness of the unknowns of Proposition 3.16, we have the following equivalent
relationships

h = −gµν∂µΨ∂νΨ ∼ −g00f
2(τ) ∼ h, (3.59)

∂τΨ = g0µ∂µΨ ∼ ∂τΨ ∼ f(τ), (3.60)

∂iΨ = giµ∂µΨ ∼ Cε. (3.61)

Thus, we have

−B00 ∼ −(I − (τ2(λ−1)h)
1+α
2α )(1 +

1− α
α

)η00

+
1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)(f(τ))2 > 0,

Bjk ∼ (I − (τ2(λ−1)h)
1+α
2α )

(
δjk − 1− α

α

C2ε2

−g00f2(τ)

)
− 1

α
(τ2(λ−1)h)

1−α
2α τ2(λ−1)C2ε2 ∼ (I − (τ2(λ−1)h)

1+α
α )δjk.

Clearly, from (3.59)-(3.61) and Remarks 2.1, 2.3, −B0 is a positive definite matrix. Hence, all the
assumptions of Section 3.5 are satisfied. Then we have by Proposition 3.16

‖u(τ)‖Hk ≤ Cε.
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By Lemma 3.8, we can equivalently get

‖gµν(τ)− ηµν(τ)‖Hk+1 + ‖∂κgµν(τ)− ∂κηµν(τ)‖Hk + ‖∂µΨ(τ)− ∂µΨ(τ)‖Hk ≤ Cε. (3.62)

Moreover, based on (3.56), we have the following asymptotic behavior:

‖P(u0µ
0 (τ),u0µ

i (τ),u0µ(τ))T ‖Hk−1 ≤ −Cετln(τ), (3.63)

‖Π(uij0 (τ),uijk (τ),uij(τ))T ,Π(u0(τ),uk(τ),u(τ))T ‖Hk−1 ≤ Cετ. (3.64)

And

‖(I−P)(u0µ
0 ,u0µ

i ,u
0µ)T (τ)− (I−P)(u0µ

0 (0),u0µ
i (0),u0µ(0))T ‖Hk−1 ≤ Cετ, (3.65)

‖(I−Π)(uij0 ,u
ij
k ,u

ij)T (τ)− (I−Π)(uij0 (0),uijk (0),uij(0))T ‖Hk−1 ≤ Cετ, (3.66)

‖(I−Π)(u0,uk,u)T (τ)− (I−Π)(u0(0),uk(0),u(0))T ‖Hk−1 ≤ Cετ, (3.67)

‖pµ − pµ(0)‖Hk−1 ≤ Cετ. (3.68)

Where in (3.63) and (3.64), we have used κ = 1 and κ = 2 respectively. From (3.62)-(3.68), we have

‖∂τ (g0µ(τ)− η0µ(τ))− 1

τ
(g0µ(τ)− η0µ(τ))‖Hk−1 + ‖∂ig0µ(τ)‖Hk−1 ≤ −Cετln(τ),

‖∂τq(τ)‖Hk−1 + ‖∂τgij(τ)‖Hk−1 ≤ Cετ,

‖∂τ (g0µ(τ)− η0µ(τ))− 2

τ
(g0µ(τ)− η0µ(τ)) + γµ‖Hk−1 ≤ Cετ,

‖∂iq(τ)− ∂iq(0)‖Hk−1 + ‖q(τ)− q(0)‖Hk−1

+‖∂igij(τ)− ∂igij(0)‖Hk−1 + ‖gij(τ)− gij(0)‖Hk−1 ≤ Cετ,

‖∂µΨ(τ)− ∂µΨ(0)‖Hk−1 ≤ Cετ,

‖∂µΨ(0)− ∂µΨ(0)‖Hk−1 ≤ Cε,

‖∂iΨ(0)‖Hk−1 ≤ Cε,

where we have set

γµ = lim
τ→0
−[∂τ (g0µ(τ)− η0µ(τ))− 2

τ
(g0µ(τ)− η0µ(τ))] = lim

τ→0
(u0µ(τ)− u0µ

0 (τ)).

On the other hand, we have

ρ ∼ A
2

α+1 I
1

α+1(
I − τ3(α+1)(−η00f2(τ))

α+1
2α

) 1
α+1

.

Thus, when τ → 0, we have ρ→ A
2

α+1 and pρ = αA2

ρα+1 → α. The proof of Theorem 1.4 is completed.
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[23] A. Zenginoğlu, Hyperboloidal evolution with the Einstein equations, Class. Quant. Grav. 25
(2008), 195025.

29


